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Foreword 

The 24th euspen conference and exhibition will be held at University College Dublin (UCD), Ireland, from 

June 10th – 14th, 2024. 

By way of introduction, over the last three decades Ireland’s economy has grown significantly, with 
particular strengths in sectors such as the manufacture of medical devices, pharmaceuticals, ICT, 
electronics and food production. The country has the highest employment in high-technology 
manufacturing in the EU, with almost 30% of manufacturing jobs in high-technology sectors. This level is 
approximately four times the EU average. As part of the changing profile and image of a ‘go green’ Ireland, 
sustainability is at the forefront of many initiatives. This has been built on deep rooted traditions of 
excellence as exemplified by Arthur Guinness, an Irish brewer, entrepreneur, and philanthropist who 
founded the Guinness Brewery at St. James’s Gate in the heart of Dublin in 1759. Those attending the 
conference dinner at the Guiness Storehouse, will have the opportunity to find out more about the 
development of this brewery. Dublin has a particularly strong cultural heritage and was home to many 
important writers, including Nobel Laureates William Butler Yeats, George Bernard Shaw and Samuel 
Beckett. Another famous writer is the UCD graduate James Joyce, author of Ulysses.  
 
Established in 1854, UCD is Ireland’s largest university with 38,000 students. It is ranked in the top 1% of 
higher education institutions world-wide. The campus occupies an extensive parkland estate of 133 
hectares, making it one of the largest city campuses in Europe. UCD offers world-leading facilities in 
subject areas such as Science, Engineering, Law, Business and Medicine. This year’s euspen conference is 
being organised in conjunction with the Science Foundation Ireland funded I-Form Advanced 
Manufacturing Research Centre, which is headquartered at UCD. 
 
The keynotes for euspen 2024 will report on recent developments in enhancing the performance of 

medical devices, in the application of AI to additive manufacturing, as well as precision manufacturing 

issues in electric propulsion. The keynote presenters are: 

 

- Prof. Abhay Pandit, Professor in Biomaterials and Scientific Director of a Science Foundation 

Ireland-funded Centre for Research in Medical Devices (CÚRAM) at the University of Galway, 

“Dynamic Strategies for Development of Host-Responsive Medical Devices”, 

- Prof. Andrew Parnell, Hamilton Professor, I-Form Centre Co-PI, Director of the Hamilton Institute 

at Maynooth University, “Digital Twins and Artificial Intelligence in Precision Additive 

Manufacturing”, 

- Davina Maria Di Cara, European Space Agency (ESA), NL. Deputy Manager of the ESA Propulsion 

Laboratory, “European Space Agency activities on Electric and Micro Propulsion: technology state 

of the art and needs for precision manufacturing and verification”, 

 

This conference and exhibition will provide a leading forum for industrialists and academics alike to review 

the best of world-wide industrial innovation, progressive research and technology development, with  

 



 

relevant examples and cases from Ireland. The conference will provide ample scope for strategic 

networking among attendees from industry and academia and the academic contributions will be 

supplemented by industrial presentation and a comprehensive technical exhibition show casing leading 

technologies in the precision engineering sector. 

We cordially invite you to UCD, Dublin, and are really looking forward to meeting you there. 

 

Liam Blunt                                      Denis Dowling 

euspen President     Organising committee 
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École Polytechnique Fédérale de Lausanne, Switzerland   

 

159 

P2.11 Model enhanced paperboard permeability measurement with aerostatically 

sealed non-contacting instrument 

Mikael Miettinen1, Valtteri Vainio1, Onni Leutonen1, Petteri Haverinen1, Raine 
Viitala1  

1Aalto University  
 

163 

P2.12 Attenuation of thermographic disturbances emitted from a high-sensitivity 
sensor  
HyungTae Kim1, Kwon-Yong Shin1, Jun Yong Hwang1 & Heuiseok Kang1  
1Research Institute of Human-Centric Manufacturing Technology, KITECH, Sangrok, 
Ansan, Gyeonggi, South Korea  
 

165 

P2.13 The INRIM electrostatic balance to implement the new SI definition of the mass 
in the milligram range     
Milena Astrua1, Marco Pisani1, Marco Santiano1, Fabio Saba1, Marina Orio1  
1Istituto Nazionale di Ricerca Metrologica, INRIM, strada della Cacce 91 – 10135 – 
Torino - Italy  
 

167 

P2.14 Measuring vibrations in interferometric optical profilometry through imaging 
fringes at 1kHz       
Chaoren Liu, Carlos Bermudez, Guillem Carles, Roger Artigas    
Sensofar Tech, S.L., Parc Audiovisual de Catalunya, Ctra. BV-1274, KM 1, 08225 
Terrassa (SPAIN)  
 

169 

P2.15 Study of calibration technique for hybrid structured-light metrology system    
Yongjia Xu1, Feng Gao1, Yanling Li1,2  & Xiangqian Jiang1   
1EPSRC Future Metrology Hub, University of Huddersfield, Huddersfield, HD1 3DH, 
UK  

2School of Mechanical Engineering, Hebei University of Technology, Tianjin 300130, 
China  

 

173 

P2.16 Investigation of the filtering effect of virtual image correlation methods in the 
context of ISO standards 
Filippo Mioli1, Marc-Antoine De Pastre2, Enrico Savio1, Nabil Anwer2, Yann Quinsat2 
1Università degli Studi di Padova, Precision Manufacturing research group, 35131, 
Padova, Italy 
2Université Paris-Saclay, ENS Paris-Saclay, LURPA, 91190, Gif-sur-Yvette, France 
 

177 



 

 

P2.17 Visual focusing and levelling towards optical inspection of Mini/MicroLED panels 
Hui Tang1, Yuzhang Wei2, Xiaoxian Ou2, Yingjie Jia2, Yanling Tian1  
1School of Engineering, The University of Warwick; Coventry, UK 

2Electromechanical engineering, Guangdong University of Technology, Guangzhou, 
China 
 

179 

P2.18 Optimization of symmetrical layers of optical caustic beams generated using 
cylindrical lenses 
Martin Dusek1, 2, Jean-Christophe Gayde1, Miroslav Sulc2,3    
1The European Organization for Nuclear Research (CERN), Geneva, Switzerland 
2Technical University of Liberec (TUL), Liberec, Czech Republic 
3Institute of Plasma Physics of the Czech Academy of Sciences (IPP CAS), Prague, 
Czech Republic 
 

183 

P2.19 Motion stage technology for large size OLED flat panel inkjet printing equipment 
Li Qi1, Cao Donghao1, Zhou Chuanyan1, Wang Guanming1, Zhou Zhi1, Wang Shuhui1 
1Ji Hua Laboratory, Foshan, China 
 

185 

P2.20 Single-shot transmission Differential Interference Contrast Microscopes using LC 
Savart prism as the shear device 
Shyh-Tsong Lin and Ting-Yu Chien  
Department of Electro-optical Engineering, National Taipei University of 
Technology, 1, Sec.3, Chung-Hsiao East Road, Taipei 10608, Taiwan 
 

189 

P2.21 Realization of a uniform magnetic field for the KRISS Kibble balance II 
MyeongHyeon Kim1, Dongmin Kim1, Minky Seo1, Sung Wan Cho1, Jinhee Kim1 and 
Kwang-Cheol Lee1  
1Quantum Mass Metrology Group, Quantum Technology Institute, Korea Research 
Institute of Standards and Science (KRISS) 267 Gajeong-ro, Yuseong-gu, Daejeon 
34113 Republic of Korea 
 

193 

P2.22 Detecting microscale impurities on additive surfaces using light scattering   
Ahmet Koca1, Helia Hooshmand1, Mingyu Liu2, Richard Leach1    
1Manufacturing Metrology Team, Faculty of Engineering, University of Nottingham, 
Nottingham, UK 
2School of Engineering, University of Lincoln, Lincoln, UK    

   

195 

P2.23 Simulation-based approach on relative intensity effect in multi material X-Ray 
computed tomography evaluation 
D. Gallardo1, L.C Díaz-Pérez1, J.A. Albajez1, J.A. Yagüe-Fabra1     
1I3A, Universidad de Zaragoza, Zaragoza, Spain     
 

197 

P2.24 Enhancing single camera calibration results using artificial bee colony 
optimisation within a virtual environment 
Mojtaba A. Khanesar1, Luke Todhunter1, Vijay Pawar2, Hannah Corcoran2 Lindsay 
MacDonald2, Stuart Robson2, Samanta Piano1    
1Faculty of Engineering, University of Nottingham, NG8 1BB, Nottingham, UK  
2Faculty of Engineering Science, University College London, WC1E 6BT UK 
 

199 



 

 

P2.25 Stereo camera calibration with fluorescent spherical marker and laser 
interferometer 
Kenji Terabayashi1, Kazuya Ogasawara2, Yuuki Hamamoto2, Takaaki Oiwa2, Tohru 
Sasaki1 

1Graduate School of Science and Engineering, University of Toyama 
2Department of Mechanical Engineering, Shizuoka University 
 

203 

P2.26 Development of a multi-configuration support for the comparison of X-ray 
computed tomography and optical profilometry surface texture measurements 
Filippo Mioli1, Nicolò Bonato2, Simone Carmignato2, Enrico Savio1  
1Università degli Studi di Padova, Department of Industrial Engineering, Padova, 
Italy 
2Università degli Studi di Padova, Department of Management and Engineering, 
Vicenza, Italy 
 

205 

P2.27 Sub-minute measurement times in inline-CT: development of a fast data 
acquisition pipeline  
N. Kayser1, G. Dürre1, A. Tsamos1, C. Bellon1, C. Hein1  
1Fraunhofer Institute for Production Systems and Design Technology IPK, Germany 
2Bundesamt für Materialforschung und -prüfung, Unter den Eichen 87 12205 Berlin, 
Germany 
 

207 

P2.28 Versatile high precision synchrotron diffraction machine      
G. Olea, N. Huber, J. Zeeb, R. Schneider    
HUBER Diffraktionstechnik GmbH & Co. KG, Rimsting, Germany  
 

209 

P2.29 EURAMET’s European Metrology Network for Advanced Manufacturing     
Anita Przyklenk1, Alessandro Balsamo2, Harald Bosse1, Alex Evans3, Daniel 
O‘Connor4 and Dishi Phillips5  

1Physikalisch-Technische Bundesanstalt (PTB), Braunschweig, Germany 
2Istituto Nazionale di Ricerca Metrologica (INRIM), Torino, Italy  
3Bundesanstalt für Materialforschung und -prüfung (BAM), Berlin, Germany 
4National Physical Laboratory (NPL), Teddington, United Kingdom   
5European Society for Precision Engineering and Nanotechnology (euspen), 
Cranfield, UK  
 

213 

 



 

 

 
 

 

Session 3: Advances in Precision Engineering 
 

 

O3.01 Design of electrical contact surfaces for fast charging systems 
Lars Kanzenbach1, Sebastian Wieland1, Jörg Schneider1, Jan Edelmann1   
1Fraunhofer Institute for Machine Tools and Forming Technology IWU, Chemnitz, 
Germany 
 

217 

O3.02 Off-Axis Fast-tool-servo diamond turning of customized intraocular lenses from 
hydrophobic acrylic polymer 
W. Wang1, O. Riemer1,2, K. Rickens1, T. Eppig3,4, B. Karpuschewski1,2 
1Laboratory for Precision Machining LFM, Leibniz Institute for Materials Engineering 
IWT, Germany 
2MAPEX Center for Materials and Processes, University of Bremen, Germany   
3AMIPLANT GmbH, Germany 
4Institute of Experimental Ophthalmology, Saarland University, Germany 
 

221 

O3.03 Fully compliant snap-through bistable gripper mechanism based on a pinned-
pinned buckled beam 
Loïc Tissot-Daguette1, Simón Prêcheur Llarena1, Charles Baur1 and Simon Henein1 

1Instant-Lab – IMT – STI – EPFL  
 

223 

O3.04 Highly efficient flattening and smoothing process for Poly Crystalline Diamond 
substrates by combining laser-trimming and plasma-assisted polishing 
Sota Sugihara1, Dong Jiayuan1, Sun Rongyan1, Yuji Ohkubo1, Kazuya Yamamura1  

1Research Center for Precision Engineering, Graduate School of Engineering, Osaka 
University, Osaka, Japan 
 

227 

   
P3.01 Investigation of the interfacial damping characteristics of passively damped 

components in ultrasonic frequency range 
E. Uhlmann1,2, M. Polte1,2, T. Hocke1, J. Tschöpel1  
1Institute for Machine Tools and Factory Management IWF, Technische Universität 
Berlin, Germany 
2Fraunhofer Institute for Production Systems and Design Technology IPK, Germany 
 

229 

P3.02 Nano- to microscale experimental characterisation of the tribological behaviour 
of Al2O3 thin films via lateral force microscopy 
Marko Perčić,1, 2 Saša Zelenika,1, 2 and Martin Tomić 1 
1University of Rijeka, Faculty of Engineering, Laboratory for Precision Engineering, 
Vukovarska 58, 51000 Rijeka, Croatia 
2University of Rijeka, Centre for Micro- and Nanosciences and Technologies & Centre 
for Artificial Intelligence and Cybersecurity - Laboratory for AI in Mechatronics, 
Radmile Matejčić 2, 51000 Rijeka, Croatia 
 

231 

P3.03 Ultra-precision cutting of graphite materials for air bearing applications using 
single crystal diamonds  
E. Uhlmann1,2, M. Polte1,2, T. Hocke1,2, F. Felder1  
1Institute for Machine Tools and Factory Management IWF, Technische Universität 
Berlin, Germany 
2Fraunhofer Institute for Production Systems and Design Technology IPK, Germany 
 

233 



 

 

P3.04 Waste heat energy harvesting system for winter monitoring of honeybee colonies  
Petar Gljušćić1,2 and Saša Zelenika1,2 
1University of Rijeka, Faculty of Engineering, Precision Engineering Laboratory, 
Vukovarska 58, 51000 Rijeka, Croatia 
2University of Rijeka, Centre for Micro- and Nanosciences and Technologies, Radmile 
Matejčić 2, 51000 Rijeka, Croatia 
 

235 

P3.05 The evolution and future trends of the mounting of high-performance optics 
Marwène Nefzi1, Jens Kugler1   
1Carl ZEISS SMT GmbH, Oberkochen, Germany 
 

239 

P3.06 Three-dimensional observation and morphological analysis of inclusions in a Ni-
Co-based superalloy using the serial sectioning method 
Yuki Aida1,2, Ryoma Suzumura1,2, Norio Yamashita2, Shinya Morita1,2, Toru Hara3, 
Toshio Osada3, and Hideo Yokota2   
1Nano Precision Manufacturing Laboratory, Tokyo Denki University, Japan  
2RIKEN Center for Advanced Photonics, RIKEN, Japan  
3National Institute for Materials Science, Japan 
 

241 

P3.07 Design and manufacture of face grinding wheels with micro-structured channels 
Lukas Steinhoff1, Emma Tubbe1, Folke Dencker1, Tim Denmark², Lars Kausch², Marc 
Christopher Wurz1  
1Institute of Micro Production Technology (IMPT), Garbsen, Germany 
2Schmitz Schleifmittelwerk GmbH, Remscheid, Germany  
 

243 

P3.08 Superhydrophobic surfaces for polymers with micro and sub-micro scale structure 
via Two-Photon Polymerization     
Kai Liu1, Marco Sorgato1, Enrico Savio1  
1Department of Industrial Engineering, University of Padua, Padova 35131, Italy 
 

247 

P3.09 In-situ fine adjustment system for in-vacuo weighing cells 
Mario André Torres Melgarejo, René Theska 
Technische Universität Ilmenau, Department of Mechanical Engineering Institute for 
Design and Precision Engineering, Precision Engineering Group 
 

249 

P3.10 Impact of higher-order surface imperfections on the stiffness of flexure hinges 
Martin Wittke, Maria-Theresia Ettelt, Matthias Wolf, Mario André Torres 
Melgarejo, Maximilian Darnieder, René Theska 
Technische Universität Ilmenau, Department of Mechanical Engineering, Institute 
for Design and Precision Engineering, Precision Engineering Group 
 

253 

P3.11 Orientation-dependent behavior of miniaturized compliant mechanism for high-
precision force sensors 
Matthias Wolf, Mario A. Torres Melgarejo, Martin Wittke, René Theska  

Technische Universität Ilmenau, Institute of Design and Precision Engineering, 
Precision Engineering Group 
 

257 

P3.12 Positioning and alignment strategy in freeform mirror-based systems   
Sumit Kumar, Wenbin Zhong, Shan Lou, Paul Scott, Xiangqian Jiang, Wenhan Zeng 
EPSRC Future Metrology Hub, Centre for Precision Technologies, School of 
Computing and Engineering, University of Huddersfield, Huddersfield, HD1 3DH, 
United Kingdom 
 

259 



 

 

P3.13 Influence of binder content on the wear behaviour of carbide milling tools in high-
precision machining of injection moulds made of AlMgSi1  
E. Uhlmann1,2, M. Polte1,2, T. Hocke1,2, N. Maschke1  

1Institute for Machine Tools and Factory Management IWF, Technische Universität 
Berlin, Germany  
2Fraunhofer Institute for Production Systems and Design Technology IPK, Germany
  

263 

P3.14 Modelling and analysis of cutting forces in ultraprecision diamond turning of 
freeform surfaces and their assessment     
Shangkuan Liu1, Kai Cheng1 and Joe Armstrong2 

1Department of Mechanical and Aerospace Engineering, Brunel University London, 
Uxbridge, London, UK 
2Polytec GmbH, Polytec-Platz 1-7, 76337 Waldbronn, Germany 
 

265 

P3.15 Temperature-dependent modification of gallium nitride using vacuum hydrogen 
plasma 
Tong Tao1, Yuya Onishi1, Rongyan Sun1, Yuji Ohkubo1 and Kazuya Yamamura1 
1Research Center for Precision Engineering, Graduate School of Engineering, Osaka 
University, 2-1 Yamadaoka, Suita, Osaka 565-0871, Japan 
 

269 

P3.16 The anisotropy of deformation behaviors of MgF2 single crystal   
Yinchuan Piao1,2, Xichun Luo2, Chen Li1, Qi Liu2, Feihu Zhang1           
1School of Mechatronics Engineering, Harbin Institute of Technology, Harbin, China 
2Centre for Precision Manufacturing, DMEM, University of Strathclyde, Glasgow, UK 
 

271 

P3.17 New shape profiling polishing method for diffuser microstructured surface 
Pengfei Zhang1, Zhao Jing1, Linguang Li1, Saurav Goel2, Jiang Guo1  
1State Key Laboratory of High-performance Precision Manufacturing, Dalian 
University of Technology, Dalian, 116024, China   
2School of Engineering, London South Bank University, London, SE10AA, UK 
  

275 

 



 

 

 
 

 

Session 4: Mechanical Manufacturing Processes 
 

 

O4.01 Real-time motion error compensation in optical surface fabrication using a 2-DOF 
linear encoder 
Yan Wei1,3, Shinya Morita1,3, Masahiko Fukuta2, Toru Suzuki2, Takanobu Akiyama2, 
Yutaka Yamagata3, Takuya Hosobata3  
1Department of Advanced Machinery Engineering, Graduate School of Engineering, 
Tokyo Denki University, Japan   
2Machine Tools Company, Shibaura Machine Corp., Japan    
3RIKEN Center for Advanced Photonics, RIKEN, Japan 
 

279 

O4.02 Precision plunge grinding with coarse-grained diamond grinding wheel   
Barnabás Adam1,2, Oltmann Riemer1,2, Kai Rickens1, Carsten Heinzel1,2   

1Leibniz Institut für Werkstofforientierte Technologien IWT, Laboratory for Precision 
Machining LFM, Badgasteiner Straße 2, 28359 Bremen, Germany 
2MAPEX Center for Materials and Processes, University of Bremen, Germany ) 
  

281 

O4.03 Effect of different cutting environments on surface integrity and wear resistance 
properties of Incoloy 925     
Shravan Kumar Yadav, Sudarsan Ghosh, Aravindan Sivanandam  
Mechanical Engineering Department, Indian Institute of Technology Delhi, New 
Delhi, India-110016 
 

285 

O4.04 Thermomechanical impact of the cutting edge microgeometry on the surface 
properties in turning of aluminium alloys       
Thomas Junge1, Thomas Mehner2, Andreas Nestler1, Andreas Schubert1, Thomas 
Lampke2    
1Micromanufacturing Technology, Chemnitz University of Technology, 
Reichenhainer Str. 70, 09126 Chemnitz, Germany 
2Materials and Surface Engineering, Chemnitz University of Technology, 
Erfenschlager Str. 73, 09125 Chemnitz, Germany 
 

289 

O4.05 Benchmarking rapidly solidified aluminium alloys for ultra-precision machining of 
ultra-violet mirrors and diffractive optical elements 
D.A. Rolon1,2, F. Hölzel2, J. Kober1, S. Kühne1, M. Malcher1, T.K. Naderi, 1, T. Arnold2, 
D. Oberschmidt1  
1Technishce Universität Berlin, department of Micro and Precision Devices MFG, 
Germany 

2Leibniz Institute of Surface Engineering (IOM), Germany 
 

293 

   
P4.01 Effect of electric fields on micro-scratching of calcium fluoride  

Yunfa Guo1, Jiaming Zhan1  
1Department of Mechanical Engineering, College of Design and Engineering, 
National University of Singapore 
 

297 

P4.02 Advancing sustainable and efficient industrial cleaning: CO2 snow jet blasting for 
residue-free surface cleaning     
E. Uhlmann1,2, J. Polte1,2, P. Burgdorf1, W. Reder2, J. Fasselt1    
1Fraunhofer Institute for Production Systems and Design Technology IPK, Germany 
2Institute for Machine Tools and Factory Management (IWF), Technische Universität 
Berlin, Germany 
 

301 



 

 

P4.03 Influence of drilling depth and feed per tooth on burr formation when micro 
drilling 
Sonja Kieren-Ehses1, Felix Zell1, Benjamin Kirsch1, Jan C. Aurich1   
1Institute for Manufacturing Technology and Production Systems, RPTU 
Kaiserslautern, Gottlieb-Daimler-Str., 67663 Kaiserslautern, Germany  
 

303 

P4.04 Comparison of different approaches towards measuring cutting edge radius and 
geometry on ultra sharp diamond and cbn tools 
Jindrich Sykora1,2, Marvin Groeb2  
1Department of Machining Technology, University of West Bohemia, CZ 
2Kern Microtechnik GmbH, DE 
 

305 

P4.05 Tool wear in drilling using cutting fluid diluted with alkaline aqueous solutions 
Hideo Takino1, Souta Kashiwa1, Yuki Hara1, and Motohiko Hayashi2   
1Chiba Institute of technology, Japan 
2Maruemu Shoukai Co.,Ltd., Japan  
 

309 

P4.06 Mechanical machining of a Ni-Mn-Ga alloy with magnetic shape memory effect  
E. Uhlmann1,2, J. Polte1,2, B. Hein1, Y. Kuche2    
1Fraunhofer Institute for Production Systems and Design Technology IPK, Germany 
2Institute for Machine Tools and Factory Management IWF, Technische Universität 
Berlin, Germany   

 

311 

P4.07 Monitoring and prediction in centering process of optical glass lenses using long 
short-term memory with acoustic emission sensor 
Shiau-Cheng Shiu1, Yu-Chen Liang1, Chun-Wei Liu1 
1Department of Power Mechanical Engineering, National Tsing Hua University 
 

313 

P4.08 Validation of the cutting equation by accurate orthogonal cutting experiments  
Hiroo Shizuka1, Katsuhiko Sakai1, Jinya Yoshida1, Kenichi Ishihara2, Yoshihiro 
Kawakami2   

1Shizuoka University,3-5-1 Johoku Naka-ku Hamamatsu Shizuoka 432-8561 Japan 
2Johoku Industrial Co.Ltd, 1092 Kamiarayacho Higashi-ku Hamamatu Shizuoka 435-
0053 Japan 
 

317 

P4.09 Precision cutting of Ni-P plated large mold for X-ray mirror - The effect of tool 
positioning error on the workpiece form deviation  
Hirofumi Suzuki1, Tatsuya Furuki1, Katsuhiro Miura1, Yoshiharu Namba1, Hisamitsu 
Awaki2, Shinya Morita3 and Akinori Yui4 
1Chubu University, 1200, Matsumoto, Kasugai, Aichi, 487-8501, Japan 
2Ehime University, 10-13, Dogohimata, Matsuyama, Ehime,790-0825, Japan 
3Tokyo Denki University, 5, Senjuasahi, Adachi, Tokyo, 120-0026, Japan 
4Kanagawa University, 3-27-1, Rokkakubashi, Kanagawa, Yokohama, Kanagawa, 
221-8686, Japan 
 

319 

P4.10 CAD geometry preparation issues effecting FE simulation accuracy 
Thomas Furness, Simon Fletcher, Andrew Longstaff  
The University of Huddersfield, Queensgate, Huddersfield, HD1 3DH 
 

323 



 

 

P4.11 Analysis of effects of mechanical properties on ductile-to-brittle transitions at 
nano-scale mechanical machining 
Doo-Sun Choi1, Dong-Hyun Seo1,2, Eun-Ji Gwak1, Jun Sae Han1, Joo-Yun Jung1,  
Eun-chae Jeon3    
1Dept. of Nano-Manufacturing Technology, Korea Institute of Machinery & 
Materials, Daejeon, 34103, Republic of Korea  
2Major of Mechanical Engineering, University of Science and Technology, Daejeon, 
34113, Republic of Korea  
3School of Materials Science and Engineering, University of Ulsan, Ulsan, 44610, 
Republic of Korea 
 

327 

P4.12 Porous chuck without vacuum for wafer grinding and polishing 
Kenichiro Yoshitomi1, Atsunobu Une1 
1National Defense Academy of Japan 
 

329 

P4.13 Relationship between phase transformation pressure and shear stress in the 
machining of semiconductor crystals 
Marcel Henrique Militão Dib1, Alessandro Roger Rodrigues2, Renato Goulart 
Jasinevicius2 
1Inst. Federal de Educ. Ciência e Tecnologia de São Paulo, CEP 14801-600 
Araraquara – SP, Brazil   
2Depto Eng. Mecânica, EESC, USP, C.P. 359, CEP 13566-590, São Carlos, São Paulo, 
Brazil 
 

331 

P4.14 Mechanized adhesive applying for porous aerostatic bearings     
Onni Leutonen1, Valtteri Vainio1, Luke Harding1, Petteri Haverinen1, Mikael 
Miettinen1, Raine Viitala1  

1Aalto University      

 

333 

P4.15 Investigating the application of semiconductor manufacturing technology to 
sealing stainless steel plates in high temperature reforming devices   
Ian G. Lindberg1, Alexander H. Slocum1   
1Massachusetts Institute of Technology 
 

335 

P4.16 Nanopolycrystalline diamond for precision machining of binderless cemented 
carbide 
E. Uhlmann1,2, J. Polte1,2, T. Hocke1, C. Polte1  
1Institute for Machine Tools and Factory Management IWF, Technische Universität 
Berlin, Pascalstr. 8-9, Berlin, 10587, Germany 
2Fraunhofer Institute for Production Systems and Design Technology IPK, Pascalstr. 
8-9, Berlin, 10587, Germany  
 

339 

P4.17 Study of sub surface damage in preparation of  freeform glass optics using laser 
assisted single point diamond turning 
Sai Kode1, Jonathan D. Ellis1, Daniel Ewert2 and Felix Zeller2 
1Micro-LAM, Inc. 5960 S Sprinkle Rd, Portage, Michigan 49002, United States  
2Carl Zeiss Jena GmbH, Standort Oberkochen, Carl-Zeiss-Straße 22 73446 
Oberkochen, Germany 
 

341 



 

 

P4.18 A study of surface residual stress and crystal quality during ultra-precision 
diamond cutting of ZnSe crystal s 
Chi Fai Cheung1 2 and Huapan Xiao1,2 

1State Key Laboratory of Ultraprecision Machining Technology, Department of 
Industrial and Systems Engineering, The Hong Kong Polytechnic University, Hung 
Hom, Kowloon, Hong Kong, China   
2The Hong Kong Polytechnic University Shenzhen Research Institute, Shenzhen 
518057, China 
 

345 

P4.19 Milling-induced damage characteristics of 70wt% Si/Al alloy 
Lianjia Xin1,2, Guolong Zhao2, Shashwat Kushwaha1,3, Liang Li2, Jun Qian1,3, Dominiek 
Reynaerts1,3 
1Department of Mechanical Engineering, KU Leuven, Heverlee 3001, Belgium 
2College of Mechanical and Electrical Engineering, Nanjing University of Aeronautics 
and Astronautics, Nanjing 210016, P. R. China 
3Member Flanders Make, Belgium 
 

349 

P4.20 Experiments on micro-milling of cemented carbide with extremely sharp diamond 
micro mills 
Yang Wu1,2, Ni Chen2, Shashwat Kushwaha1,3, Ning He2, Jun Qian1,3, Dominiek 
Reynaerts1,3  

1Department of Mechanical Engineering, KU Leuven, Heverlee 3001, Belgium 
2College of Mechanical and Electrical Engineering, Nanjing University of Aeronautics 
& Astronautics, Nanjing 210016, China 
3Member Flanders Make, Belgium 
 

351 

P4.21 Experimental investigation of micro-milling of selective laser melted and wrought 
titanium alloys 
Muhammad Rehan1, Wai Sze Yip1, Sandy Suet To1 

1State Key Laboratory of Ultra-precision Machining Technology, Department of 
Industrial and Systems Engineering, The Hong Kong Polytechnic University, Hung 
Hom, Kowloon, Hong Kong 
 

353 

P4.22 Precision polishing platform based on a flexure-based constant force mechanism 
Tinghao Liu1, Guangbo Hao1    
1School of Engineering and Architecture, University College Cork, College Road, Cork, 
Ireland 
 

357 

 



 

 

 
 

 

Session 5: Non-Mechanical Manufacturing Processes 
 

 

O5.01 AFM-ECM: Electrochemical micro/nano machining on an AFM platform 
Krishna Kumar Saxena1, Muhammad Hazak Arshad1, Dominiek Reynaerts1  
1Micro -& Precision Engineering Group, Manufacturing Processes and Systems 
(MaPS), Department of Mechanical Engineering, KU Leuven, Leuven – 3001, Belgium 
|Member Flanders Make   
 

363 

O5.02 Zinc nano-powder mixed electrical discharge machining for antibacterial surface 
modification       
Viet D. Bui1, Thomas Berger1, André Martin1, Andreas Schubert1,2   

1Chemnitz University of Technology, Professorship Micromanufacturing Technology, 
Reichenhainer Str. 70, 09126 Chemnitz, Germany 
2Fraunhofer Institute for Machine Tools and Forming Technology, Reichenhainer Str. 
88, 09126 Chemnitz, Germany 
 

365 

O5.03 Application of in-situ process monitoring to optimise laser processing parameters 
during the powder bed fusion printing of Ti-6Al-4V 
John J. Power1, Mark Hartnett2, & Denis P. Dowling1   
1I-Form Centre, School of Mechanical and Materials Engineering, University College 
Dublin, Dublin, D04 V1W8, Belfield, Ireland 
2Irish Manufacturing Research, Block A, Collegeland, Rathcoole, Co. Dublin, D24 
WC04, Ireland 
 

369 

O5.04 High-efficiency fabrication of functional structured array surface on hard metallic 
ceramic materials by a novel magnetic field-assisted self-assembly electrode    
K.S. Li1, C.J. Wang1, C.F. Cheung1, F. Gong2  
1State Key Laboratory of Ultra-precision Machining Technology, Department of 
Industrial and Systems Engineering The Hongkong Polytechnic University, Hong 
Kong, China 
2Shenzhen Key Laboratory of High Performance Nontraditional Manufacturing, 
College of Mechatronics and Control Engineering  Shenzhen University Shenzhen, 
Guangdong, China  
 

373 

   
P5.01 Influence of plasma-electrolytic rounding on chemical composition, roughness 

and cutting edge radius of cemented carbide cutting tool inserts 
André Martin1, Susanne Quitzke1, Kevin Eberhardt2, Andreas Schubert1  
1Chemnitz University of Technology, Professorship Micromanufacturing Technology, 
Reichenhainer Str. 70, 09126 Chemnitz, Germany  
2Eberhardt GmbH, Eichendorffstr.5, 91586 Lichtenau, Germany 
 

377 

P5.02 Laser cutting and structuring for processing aluminium nitride chips for optical 
clocks  
Rudolf Meeß, Daniel Albrecht, Carsten Feist 

Physikalisch-Technische Bundesanstalt (PTB), Bundesallee 100, 38116 
Braunschweig, Germany 
 

381 

P5.03 Numerical and experimental investigation of deposition accuracy in GTAW-based 
additive manufacturing 
Masahiro Kawabata1 and Hiroyuki Sasahara1 
1Tokyo University of Agriculture and Technology, Japan 
 

385 



 

 

P5.04 Design of a low-cost, high-precision rolling nanoelectrode lithography machine 
for manufacturing nanoscale products 
Zhengjian Wang1, Xichun Luo1, Rashed Md. Murad Hasan1, Wenkun Xie1, Wenlong 
Chang2, Qi Liu1 
1Centre for Precision Manufacturing, DMEM, University of Strathclyde, United 
Kingdom 
2Innova Nanojet Technologies Ltd., Glasgow G1 1RD, United Kingdom 
 

387 

P5.05 Compensation of structure distortion in nonisothermal hot forming of laser 
structured thin glass 
Martin Kohse1, Constantin Meiners1, Denys Plakhotnik2, Paul-Alexander Vogel3, 
Robin Day1, Tim Grunwald1, Thomas Bergs1,4 

1Fraunhofer Institute of Production Technology 
2ModuleWorks GmbH 
3Vitrum Technologies GmbH 
4RWTH Aachen University 
 

391 

P5.06 Recycling of erosion sludge particles for laser beam direct energy deposition 
Oliver Voigt1, Moritz Lamottke2, Marco Wendler3, Henning Zeidler2, Urs Peuker1 
1Institute of Mechanical Process Engineering and Mineral Processing, Technische 
Universität Bergakademie Freiberg, Agricolastr. 1, 09599 Freiberg, Germany 
2Institute for Machine Elements, Engineering Design and Manufacturing, Technische 
Universität Bergakademie Freiberg, Agricolastr. 1, 09599 Freiberg, Germany 
3Institute of Iron and Steel Technology, Technische Universität Bergakademie 
Freiberg, Leipziger Straße 34, 09599 Freiberg, Germany 
 

395 

P5.07 On the design of an asymmetric temperature control platform towards the 
influencing of the heat balance of the DED-LB process      
Fabian Bieg1, Clemens Maucher1, Hans-Christian Möhring1   
1Universtiy of Stuttgart, Institute for machine tools (IfW), Holzgartenstr. 17, 70174 
Stuttgart, Germany 
 

397 

P5.08 Machining characteristics of Ti6Al4V in electrochemical machining (ECM) and 
hybrid laser-ECM 
Muhammad Hazak Arshad1,2, Krishna Kumar Saxena1,2, Dominiek Reynaerts1,2 
1Micro- & Precision Engineering Group (MPE), Manufacturing Processes and 
Systems (MaPS), Dept. of Mech. Eng., KU Leuven, Leuven, Belgium  
2Member Flanders Make (https://www.flandersmake.be/nl), Leuven, Belgium 
 

401 

P5.09 Additive Manufacturing of hard magnetic materials via Cold Spray Additive 
Manufacturing     
E. Uhlmann1, 2, J. Polte1, 2, T. Neuwald1, J. Fasselt1, T. Hocke2   

1Fraunhofer Institute for Production Systems and Design Technology IPK, Germany 
2Institute for Machine Tools and Factory Management IWF, Technische Universität 
Berlin, Germany  
 

405 

P5.10 In-situ transient current detection in local anodic oxidation nanolithography using 
conductive diamond-coated probes 
Jian Gao1, Wenkun Xie1, Xichun Luo1  

1Centre for Precision Manufacturing, DMEM, University of Strathclyde, Glasgow, UK 
 

407 

https://www.flandersmake.be/nl


 

 

P5.11 Modelling nanomechanical behaviour of additively manufactured Ti6Al4V alloy 
Jelena Srnec Novak1, 2, David Liović1, Ervin Kamenar1, 2, Marina Franulović1 

1University of Rijeka, Faculty of Engineering, Vukovarska 58, 51000 Rijeka, Croatia 
2University of Rijeka, Centre for Micro- and Nanosciences and Technologies, Radmile 
Matejčić 2, 51000 Rijeka, Croatia 

 

411 

P5.12 Fabrication and evaluation of freeform surfaces in Directed Energy Deposition 
Adriano Nicola Pilagatti, Federica Valenza, Giuseppe Vecchi, Eleonora Atzeni, 
Alessandro Salmi, Luca Iuliano  
Politecnico di Torino, Department of Management and Production Engineering 
 

413 

P5.13 Micro-hole fabrication on polymer by electrochemical discharge machining  
Julfekar Arab1,2   Shih-Chi Chen1,2       
1Department of Mechanical and Automation Engineering, The Chinese University of 
Hong Kong, Shatin, N.T., Hong Kong 
2Centre for Perceptual and Interactive Intelligence, Hong Kong Science Park, Shatin, 
N.T., Hong Kong 
 

417 

P5.14 Fiber-reinforced Fused Filament Fabrication for diamond cutting tools  
J. Polte1, 2, E. Uhlmann1, 2, F. Heusler1, S. Bode1, G. Al-Sanhani1   

1Institute for Machine Tools and Factory Management IWF, Technische Universität 
Berlin, Germany  
2Fraunhofer Institute for Production Systems and Design Technology IPK, Germany 
 

421 

P5.15 Advanced camera calibration for lens distortion correction in hybrid 
manufacturing processes: An exemplary application in laser powder bed fusion 
(PBF-LB/M) 
B. Merz1,2, K. Poka1, G. Mohr1, K. Hilgenberg1, J. Polte2,3 
1Additive Manufacturing of Metallic Components, Bundesanstalt für 
Materialforschung und –prüfung (BAM), Berlin, Germany 
2Institute for Machine Tools and Factory Management IWF, Technische Universität 
Berlin, Berlin, Germany 
3Fraunhofer Institute for Production Systems and Design Technology IPK, 
Pascalstraße 8-9, 10587 Berlin, Germany 
 

423 

P5.16 Analysis of the dimensional accuracy of a fiber composite material manufactured 
by fused filament fabrication  
J. Polte1, 2, E. Uhlmann1, 2, S. Bode1, F. Heusler1, G. Al-Sanhani1   

1Institute for Machine Tools and Factory Management IWF, Technische Universität 
Berlin, Germany  
2Fraunhofer Institute for Production Systems and Design Technology IPK, Germany 
 

427 

P5.17 Investigation of acoustic emission behaviors and their synchronization with 
discharge pulse signals in micro electrical discharge machining  
Long Ye1,2, Jun Qian1,2, and Dominiek Reynaerts1,2  
1Manufacturing Processes and Systems (MaPS), Department of Mechanical 
Engineering, KU Leuven, Leuven, Belgium. 
2Members Flanders Make, Leuven, Belgium 
 

429 



 

 

P5.18 Dimensional accuracy assessment in Rapid Investment Casting: Evaluating metal 
components with Additive Manufacturing wax patterns 
Amogh V Krishna1, Tim Malmgren2, Vijeth V Reddy1, Paulo Kiefe2, Stellan Brimalm2 
and B-G Rosen1  
1Halmstad University, Functional surfaces research group, Halmstad, Sweden 
23Dialog, Halmstad, Sweden 
 

431 

P5.19 Evaluation of the print geometry limitations of 3D printed continuous stainless 
steel fibre reinforced polymer composites  
Alison Clarke1, Vladimir Milosavljievic2, Andrew Dickson1 & Denis P. Dowling 
1I-Form Centre, School of Mechanical and Materials Engineering, University College 
Dublin, Dublin, D04 V1W8, Belfield, Ireland 
2Technological University Dublin, Park House, 191 N Circular Rd, Grangegorman, 
Dublin 7, D07 EWV, Ireland 
 

435 

 



 

 

 
 

 

Session 6: Mechatronics and Machine Tools 
 

 

O6.01 Exploring a compact piezo-driven inchworm motor for LISA space mission  
Narendra Mahavar1,2, Shashwat Kushwaha1 2, Jonathan Menu3, Michael Houben4, 
Dominiek Reynaerts1,2 
1Department of Mechanical Engineering, KU Leuven, Celestijnenlaan 300, Leuven 
3001, Belgium 
2Member Flanders Make, Belgium 
3Department of Physics and Astronomy, KU Leuven, Celestijnenlaan 200D, Leuven 
3001, Belgium 
4Founder MACH 8, Belgium 
 

441 

O6.02 Mitigating friction induced limit cycles by an intermediate flexure stage 
J.J. de Jong1, J.A. Fix1, and D.M. Brouwer1  

1University of Twente, Enschede, The Netherlands, Precision Engineering lab  
 

445 

O6.03 Analysis of the vibration characteristics of an air bearing spindle to identify and 
control the magnitude of the radial run-out with an active magnetic bearing 
Felix Zell1, Andreas Lange1, Benjamin Kirsch1, Jan C. Aurich1  
1RPTU Kaiserslautern, Institute for Manufacturing Technology and Production 
Systems 
 

449 

O6.04 Integrated capacitive measurement of air gap height in aerostatic bearings   
Petteri Haverinen1, Mikael Miettinen1, Luke Harding1, Valtteri Vainio1, Onni 
Leutonen1, René Theska2, Raine Viitala1     
1Aalto University 
2TU Ilmenau    
 

453 

O6.05 Measuring the traction properties of water at high pressures between rolling 
contacts  
Trevor Murphy1, Alex Slocum1, Minna Wyttenbach2 and Jesse Granados2 

1Department of Mechanical Engineering Precision Engineering Research Group 
Massachusetts Institute of Technology 
2Department of Mechanical Engineering Massachusetts Institute of Technology 
 

457 

   
P6.01 Dynamic estimation of the point of interest based on sensor positions using an 

observer     
Anna-Carina Kurth1, Viviane Bauch1, Martin Glück1, Jakob Köhler-Baumann1  

1Carl Zeiss SMT GmbH, Oberkochen, Baden-Württemberg, Germany 
 

461 

P6.02 Modelling and control of turbine-driven spindles for micro machining with 
constant feed per tooth     
Andreas Lange1, Nicolas Altherr 1, Felix Zell1, Benjamin Kirsch1, Jan C. Aurich1 

1RPTU Kaiserslautern; Institute for Manufacturing Technology and Production 
Systems  
 

463 



 

 

P6.03 Optimal active damping of a wafer gripper in presence of multiple disturbances 
Castor Verhoog1, Marcin B. Kaczmarek1, Maurits van den Hurk 2, S. Hassan Hossein-
Nia1   

1Department of Precision and Microsystems Engineering; Delft University of 
Technology, Mekelweg 2, 2628 CD Delft, The Netherlands  
2VDL Enabling Technologies Group B.V., De Schakel 22, 5651 GH Eindhoven, The 
Netherlands 
 

467 

P6.04 Robust system performance analysis for viscoelastic damper materials   
Martin Glück1, Ulrich Schönhoff1  
1Carl Zeiss SMT GmbH, Oberkochen, Baden-Württemberg, Germany 
 

471 

P6.05 Response of a numerically controlled machine-tool to the modification of its 
position feedback using real-time solution  
Flore Guevel 1, Charly Euzenat 1, Fabien Viprey 1, Guillaume Fromentin 1  
1Arts et Métiers Institute of Technology, LaBoMaP, Université Bourgogne Franche-
Comté, HESAM Université, Rue Porte de Paris, Cluny 71250, France 
 

475 

P6.06 Embedded algorithm for the diagnosis of machine tool spindles   
Jooho Hwang1,2, Nguyen Minh Dung2, Jongyoup Shim1     
1Dept. of Ultra-Precision Machines & Systems, Korea Institute of Machinery and 
Materials, 156, Gajeongbuk-Ro, Yuseong-Gu, Daejeon 34103, Republic of Korea  
2Dept. of Mechanical Engineering, KIMM School, University of science & Technology, 
156, Gajeongbuk-Ro, Yuseong-Gu, Daejeon 34103, Republic of Korea 
 

479 

P6.07 Dynamic machining and motion performance in state-of-the-art linear motor and 
ball screw-based CNC machine tools        
Jeong Hoon Ko1, Chee Wang Lim2, Yuting Chai2  

1Taizhou Institute of Zhejiang University, 618, West Section of Shifu Avenue, Taizhou 
City, Zhejiang Province 
2Akribis Systems Pte Ltd, Department of Aplos Machines, 5012 Ang Mo Kio Ave 5, 
Singapore 569876, Singapore 

 

481 

P6.08 Frequency domain optimization of the tracking performance of a piezo actuator 
using reset control 
Marvin Hakvoort1,2, Christopher Mock2, S. Hassan HosseinNia1   

1Department of Precision and Microsystems Engineering; Delft University of 
Technology, Mekelweg 2, 2628 CD Delft, The Netherlands  
2Physik Instrumente (PI) GmbH &. Co. KG., Auf der Römerstraße 1, 76228 Karlsruhe, 
Germany 
 

485 

P6.09 Development of flexure-based moving reflector with voice coil motor for the 
optical gas imaging       
Ho Sang Kim1, Jin Woo Kim1, Dong Chan Lee1, Yong Kwon Moon2, Hyo Wook Bae2, 
Do Hyun Park2  
1Institute for Advanced Engineering, 175-28, Goan-ri 51 beon-gil, Yongin-si, 
Gyeonggi-do, 17180, South Korea 
2MOORI Technologies, 909, 42 Changeop-ro, Sujeong-gu, Seongnam-si, Gyeonggi-
do, 13449, South Korea  
 

489 

P6.10 Measurement of workpiece deformation based on a sensory chuck 
Berend Denkena1, Heinrich Klemme1, Eike Wnendt1 
1Leibniz University Hannover, Institute of Production Engineering and Machine Tools 
 

493 



 

 

P6.11 Control waveform and frequency of an inchworm-type actuator using 
piezoelectric element  
Hayata Takashima1, Akihiro Torii1, Suguru Mototani1, Kae Doki1  

1Aichi Institute of Technology, Japan   
 

497 

P6.12 Relationship between thermally induced shaft displacement and temperature 
measured on an outer surface of motorized spindle for developing thermal 
displacement feedback control system 
Yohichi Nakao1, Ryota Ishida1, Shumon Wakiyta1, and Jumpei Kusuyama1  
1Kanagawa University 
 

499 

P6.13 Levitation estimation using electrical characteristics of the levitation actuator 
with  stacked piezoelectric element  
Hidetoshi Miyata1, Takeshi Inoue1, Akihiro Torii1, Suguru Mototani1, Kae Doki1  
1Aichi Institute of Technology, Japan 
 

501 

P6.14 Iterative learning control for nano-positioning stage of defect imaging equipment 
Hyunchang Kim1, Kyung-Rok Kim1, Dongwoo Kang1, Jaeyoung Kim1 

1Department of Flexible and Printed Electronics, Korea Institute of Machinery and 
Materials(KIMM), Daejeon, 34103, Republic of Korea 
 

503 

P6.15 Measurement of rotation angle of a small mobile robot by measuring surface 
potential of insulators       
Takeshi Inoue1, Hidetoshi Miyata1, Akihiro Torii1, Suguru Mototani1, Kae Doki1  
1Aichi Institute of Technology, Japan      

 

505 

P6.16 Online-correction of the thermally induced Tool-Center-Point-deviation based on 
integrated deformation sensors 
Nico Bertaggia1, Daniel Zontar1, Christian Brecher1, 2 

1Fraunhofer Institute of Production Technology (IPT), Steinbachstr. 17, 52074 
Aachen, Germany  
2Laboratory for Machine Tools and Production Engineering (WZL) of the RWTH 
Aachen University, Campus-Boulevard 30, 52074 Aachen, Germany 
 

509 

P6.17 Face diagonal positioning and straightness error motions of machining centres 
according to ISO standards 
Morteza Dashtizadeh, Andrew Longstaff, Simon Fletcher1 
1Centre for precision technologies, University of Huddersfield, UK   
 

513 

P6.18 Simulation design of vibration blade for silicon wafer dicing system 
Rendi Kurniawan1, Shuo Chen1, Hanwei Teng1, Pil Wan Han2, Tae Jo Ko1 

1Precision Machining Laboratory room 214, Department of Mechanical Engineering, 
Yeungnam University, South Korea 
2Electric Machines and Drives Research Center, Korea Electrotechnology Research 
Institute, South Korea 
 

517 

P6.19 Method for optimizing cam workspeed utilizing Artificial Intelligence technique  
Michael Skinner1, Daniel Turner1  
1Fives Landis Ltd, UK 
 

521 



 

 

P6.20 The compensation of large grinding machine, rotary bearing synchronous errors 
using a vertical axis, optimised by a non-influencing counterbalance system 
Mark Stocker1, Colin Knowles-Spittle1 
1Cranfield Precision, Division of Fives Landis Ltd 
 

525 

P6.21 High precision thermal control of fluidic mediums 
Matthew Tucker1, Jenny Ingrey1 
1Cranfield Precision 
 

529 

P6.22 Design of a contactless handling system using compliant surface elements 
Sifeng He1, Ron A.J. van Ostayen1, S. Hassan HosseinNia1 

1Department of Precision and Microsystems Engineering; Delft University of 
Technology, Mekelweg 2, 2628 CD Delft, The Netherlands  

 

533 

P6.23 On vibration transmissibility in a machine tool-support-foundation-subsoil 
system 
Paweł Dunaj1 and Andreas Archenti2 

1West Pomeranian University of Technology, Szczecin, Poland 
2KTH Royal Institute of Technology, Stockholm, Sweden 
 

535 

P6.24 Autonomous chatter detection using displacement sensors in turning 
Bartosz Powałka1, Krzysztof Jaroszewski2, Jan Tomaszewski3   

1West Pomeranian University of Technology in Szczecin, Faculty of Mechanical 
Engineering and Mechatronics    
2West Pomeranian University of Technology in Szczecin, Faculty of Electrical 
Engineering 
3Research and Development Department, Andrychowska Fabryka Maszyn DEFUM 
S.A., Andrychów, Poland  
 

539 

P6.25 Modelling and control of tunable magnet actuators 
Endre Ronaes1, S. Hassan Hossein-Nia1, Ron van Ostayen1, Andres Hunt1  

1Department of Precision and Microsystems Engineering; Delft University of 
Technology, Mekelweg 2, 2628 CD Delft, The Netherlands  
 

543 

P6.26 A study of Holms and Greenwood contact resistance models for Hertzian electrical 
contacts in sustained high-current applications 
Aditya Mehrotra1, Emma Rutherford1, Ian Lindberg1, Alexander Slocum1 
1Department of Mechanical Engineering, Massachusetts Institute of Technology 
(MIT) 
 

545 

P6.27 Metrological evaluation of Integrated Electronics Piezo-Electric Accelerometer 
measurement chains in industrial applications: Modelling and characterisation of 
noise 
Ali Iqbal1, Naeem. S. Mian2, Andrew. P. Longstaff2, Simon Fletcher2  
1College of Aeronautical Engineering, National University of Sciences and 
Technology (NUST), H-12, Islamabad, Pakistan    
2Centre for Precision Technologies, School of Computing and Engineering, University 
of Huddersfield, Queensgate, Huddersfield HD1 3DH, UK 
 

549 

P6.28 High speed air bearing spindle for ultra precision machining 
Byron Knapp, Dan Oss, and Dave Arneson 
Professional Instruments Company, Hopkins, Minnesota, USA 
 

553 



 

 

P6.29 Development of test panel for measurement of temperature in chamber  
Jaehyun Park1, Kihyun Kim2, Hyo-Young Kim2, Seungtaek Kim1   

1Smart Manufacturing System R&D Department, Korea Institute of Industrial 
Technology, Republic of Korea 

2Department of Mechatronics Engineering, Tech University of Korea, Republic of 
Korea 
 

557 

P6.30 Characterization and compensation of volumetric error variations over time in 
medium size machine tools 
Beñat Iñigo1,2, Natalia Colinas-Harmijo1, Luis Norberto López de Lacalle2, Harkaitz 
Urreta1, Gorka Aguirre1 
1IDEKO, BRTA Member, Design and Precision Engineering Department, Elgoibar 
2UPV/EHU, Mechanical Engineering Department, Bilbo 
 

559 

P6.31 Laser triangulation-based thermal characterization of machine tool spindles 
according to ISO 230-3 
Matthias Geiselhart1, Andoni Iribarren Indaburu1,2, Pedro José Arrazola Arriola2, 
Giuliano Bissacco1  
1Technical University of Denmark, Department of Civil and Mechanical Engineering, 
Nils Koppels Allé B425, 2800 Kongens Lyngby, Denmark 
2Mondragon University, Faculty of Engineering, Loramendi Kalea, 4, 20500 
Arrasate/Mondragon, Spain 
 

563 

 



 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Keynotes 
 



euspen’s 24th International Conference & 
Exhibition, Dublin, IE, June 2024 

www.euspen.eu

Dynamic strategies for development of host-responsive medical devices 
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Abstract 

Contemporary medical device research has shifted its focus from viewing biomaterials as static structures to utilizing functionalization 
and biofabrication techniques to fine-tune desired responses in both host organisms and implants. A comprehensive understanding 
of host responses is crucial in formulating effective strategies. To achieve this, transcriptomic- and glyco-proteomics-based 
methodologies are employed to explore host response insights. Host responses can be manipulated through functionalization 
strategies that facilitate the attachment of biomolecules to diverse structural motifs. The deliberate organization of biomolecular 
assembly into higher-order, self-organized systems is crucial for various biological processes and the development of advanced 
biomaterial systems. 
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Abstract 

Precision additive manufacturing (AM) stands out as a transformative approach, offering unparalleled capabilities to produce 
intricate and customized products. In my talk I will discuss into the symbiotic relationship between Digital Twins — virtual replicas of 
physical assets — and Artificial Intelligence (AI) in enhancing AM processes. The convergence of these advanced technologies 
facilitates real-time monitoring, predictive maintenance, and dynamic response to changes during the production process. 

Biography 
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European Space Agency activities on Electric and Micro Propulsion: technology state 
of the art and needs for precision manufacturing and verification 

Davina Maria Di Cara 
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Abstract 

Europe has extensive heritage in developing Electric and Micro Propulsion technologies for Spacecraft. Recent European successes 
include several GEO Telecommunication satellites like ARTEMIS, AlphaSAT, Eurostar E3000, Spacebus 4000, SmallGEO, Spacebus NEO 
and Eurostar NEO, the ESA’s SMART-1 mission to the Moon, the ESA’s GOCE Earth Gravity mission and the ESA-JAXA BepiColombo 
mission to Mercury. 

Ongoing developments target next generation GEO telecommunication satellites, large constellations of Telecommunication and 
Earth Observation small satellites in Low Earth Orbits, Galileo 2nd Generation Navigation constellation, Next Generation Gravity 
mission, Mars Sample Return and several Cubesat missions. 

Electric and Micro Propulsion are considered as a strategic technology to enable mobility in space, to increase competitiveness and 
enhance or even unlock emerging space applications. 

The European Space Agency, the European Commission, the National Space Agencies, and European Industry are working together 
to mature this technology via on-ground qualification and in-orbit demonstration, to improve performance and reliability, to 
significantly reduce prices, to increase production volume and to establish/retain leadership. 

This keynote will present the state of the art of the Electric and Micro Propulsion technology in Europe, elaborate on future mission 
needs and technology gaps, trends and opportunities with focus on the needs for precision manufacturing and verification. 
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assessment, up to complete ground qualification and flight readiness. She has also tested several electric propulsion systems at the 
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Abstract 

 
In the turning process, the surface roughness of the machined part is considered a critical indicator of quality control. Provided the 
conventional offline quality measurement and control is time-consuming, with slow feedback and an intensive workforce, this paper 
presents an online monitoring and prediction system for the effective and precise prediction of surface roughness of the machined 
parts during the machining process. In this system, the audible sound signal captured through the microphone is employed to extract 
the features related to surface roughness prediction. However, owing to the nonlinear phenomena and complex mechanism causing 
surface quality in the whole process, the selection of statistical features of the sound signal in both the time and frequency domains 
varies from one case to another. This variation may lead to false prediction results as sufficient domain knowledge is required. 
Therefore, the versatile and knowledge-independent features extraction method is proposed, which exploits deep transfer learning 
to automatically extract sound signal features in the time-frequency domain through pre-trained convolution neural networks (pre-
trained CNN). The performance of prediction models based on two feature extraction methods – statistical feature extraction and 
automatic feature extraction was further tested and validated in the case study. The results demonstrate that the performances of 
the prediction model built on the automatically extracted features outperformed that developed with the statistical feature method 
concerning the accuracy and generalization of the prediction model. In addition, this study also provides solid theoretical and 
experimental support for developing a more precise and robust online surface quality monitoring system. 

 

Keywords: Data-driven monitoring, surface roughness prediction, transfer learning, audible sound, automated feature engineering 

 

1. Introduction    

During the machining process, the surface quality monitoring 
system has huge potential for online detecting and predicting 
surface roughness, which is regarded as a fundamental indicator 
of surface quality control of machined workpieces. To improve 
prediction performance of such system, various sensing 
techniques have been applied and investigated [1]. Due to easy 
access and low cost, the application of audible sound signals 
captured via a microphone has attracted more attention to the 
development of machining monitoring systems [2]. However, 
the main challenge is how to extract hidden information 
characteristics from the sound signal that correlates to surface 
roughness. An approach to tackle this is based on feature 
engineering – feature extraction. Although varied feature 
extraction methods have been independently discussed, the 
performance comparison of them under a unified dataset has, 
to the authors’ knowledge, not been studied and published. 

2. Methodology  

To quantify the performance comparison of different feature 
extraction scenarios, a methodology is proposed and 
demonstrated as in the flowchart shown in Figure 1. Firstly, the 
raw sound signal in the time domain was recorded during the 
experiment (detailed description in Section 3) for each cutting 
test. Afterwards, it was divided into constant time interval 
length (10 s) blocks with corresponding surface roughness (Ra) 
measurements. The surface roughness was used as the 

prediction label. To enlarge the amount of dataset for model 
training and testing, each collected 10 s sound signal was further 
subdivided into segments with three different time lengths (1 s, 
5 s, and 10 s), determining the total amount of dataset. 
Following this, each subdivided segment was separately 
analysed and converted into a frequency domain by power 
spectrum density (PSD) and time-frequency domain in the form 
of a generated 2D RGB image (256x256x3) - spectrogram by 
short-time Fourier transformation (STFT).  

 
To acquire hidden information characteristics of sound signal 

correlated to the surface roughness, two feature extraction 
scenarios are proposed and compared. In the statistical feature-
based scenario, features of the sound signal segment in both 
time and frequency domains were extracted from defined 
statistical features shown in Table 1. As a mature convolution 
neural network (CNN) architecture, VGG16 was employed to 
achieve automated feature extraction in this case, which was 
initially developed for object recognition by Oxford’s Visual 
Geometry Group (VGG) and then widely applied to transfer 
learning tasks. In transfer learning-based scenarios, each 
generated spectrogram was fed into pre-trained VGG16 [3], in 
which its architecture was modified by removing the top two 
layers - the fully connected and classification layer and other 
layers were reserved and equipped with pretrained weights 
acquired in the training process of ImageNet dataset. Two 
feature groups of each spectrogram were respectively 
generated from nontrainable VGG16 with fixed original pre-
trained weight in each layer and from trainable VGG16, in which 
all weights were fine-tuned during the training process. 
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Features extracted based on different scenarios associated 
with corresponding surface roughness were used as input data. 
They were split into training data (70% of all data), validating 
data (20% of all data) and testing data (10% of all data) for the 
establishment of two prediction models: support vector 
regression (SVR) and artificial neural networks (ANN). During the 
training process, Bayesian optimization [4] was used for 
automatic hyper-parameters tuning and mean squared error 
(MSE) was utilized as the loss function. Iterative runs resulted in 
a well-trained model with optimal hyper-parameters to obtain 
predicted surface roughness values.  

 

 
Figure 1. Flowchart of methodology. 

Table 1. The type of statistical features (8 types in total) extracted from 
sound signal in the time domain (TDA) and frequency domain (PSD). 

Statistical Feature   Formula (µ = 
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3. Case study  

The experiment was conducted to collect data containing 
surface roughness and sound signals in dry turning operation in 
a CNC lathe (SMT Swedturn 300) without significant background 
noise. The workpiece material is the hardened and tempered 
tool steel - Toolox33. The workpieces are cylindrical bars with a 
length of 550 mm and a diameter of Ø124 mm. The tooling 
system incorporates the insert (CNMG 12 04 08-PM 4425, 
Sandvik Coromant) with a nose radius (RE) of 0.8 mm and the 
tool holder (DCLNL 2525M, CoroTurn). During the machining 
process, two cutting parameters, cutting speed (320 and 280 
m/min) and feed rate (0.4, 0.3 and 0.2 mm/rev), were set as 
variable factors to develop a Taguchi orthogonal experiment 
with six parameter combinations. The depth of cut was constant 
at 1 mm. Under each parameter combination, the test was 
replicated twice, in which the workpiece was machined from 
one run to another with the total cutting length 480 mm per run 
until flank wear of the cutting tool reached 0.3 mm as standard 
tool worn-out criteria, which was measured through the digital 
microscope (Dino-lite RK-10A). During each cutting run, the 
audible sound signal was captured through a microphone 
(Microtech GEFELL MKS 211) located at the turret, which was 
later processed by a data acquisition system (Siemens LMS 
SCADAS Mobile SCM01) with a 40 kHz sampling frequency. 
Subsequently, the captured signal was subdivided into each 
single segment with constant time interval (10 s) as each 
sampling area (seg.1, seg.2 …) where corresponding surface 
roughness – Ra (referred as arithmetic average value of surface 
roughness) were measured three times by profilometer 
(Mitutoyo SJ-210) at different angles (0⁰, 120⁰, 240⁰) around the 
cylinder bar then averaged as the input label to the prediction 
models, see Figure 2.  

 

Figure 2. Experiment setup and surface roughness (Ra) measurement. 
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4. Numerical results analysis and discussion 

The performance metrics were employed to estimate and 
compare the accuracy and reliability of two predictors: support 
vector regressor (SVR) and artificial neural networks (ANN) used 
for surface roughness prediction. The proposed metrics include 
means absolute error (MAE), mean square error (MSE), relative 
error (ER), average value and standard deviation of prediction 
accuracy, and coefficient of determination (R2), which are 
described in Eqs. (1)-(6), respectively, where 𝑦𝑖  denotes the 
actual value of measured or observed surface roughness 
collected in the experiment, �̂�𝑖 expresses the predicted surface 
roughness value as each single output of applied predictor, and 
n represents the total amount of testing data.  

 

𝑀𝐴𝐸 =
1

𝑛
∑|𝑦𝑖 −𝑦�̂�|

𝑛

𝑖=1

(1) 

 

𝑀𝑆𝐸 =
1

𝑛
∑(𝑦𝑖 −𝑦�̂�)

2

𝑛

𝑖=1

(2) 

 

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒𝑒𝑟𝑟𝑜𝑟 =  |
(𝑦𝑖 − �̂�𝑖)

𝑦𝑖
|(3) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ = 
1

𝑛
∑ (1 −|

(𝑦𝑖 −𝑦�̂�)

𝑦𝑖
| × 100%)

𝑛

𝑖=1
(4) 

 

𝑆𝑇𝐷(𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦) = √
∑ (𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑖 − 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅)2𝑖=𝑛
𝑖=1

𝑛
(5) 

 

𝑅2 = 1 −
∑ (𝑦𝑖 −𝑦�̂�)
𝑛
𝑖=1

∑ (𝑦𝑖 −𝑦�̅�)
2𝑛

𝑖=1

(6) 

 

Based on defined performance metrics, the surface roughness 
prediction performance of two predictors was quantitatively 
measured and compared on the testing dataset with different 
feature extraction scenarios from two aspects. Firstly, in each 
predictor, prediction performance was compared under three 
distinct feature extraction scenarios when sound signal 
segments were at the same time interval. Secondly, in each 
feature extraction scenario, the performance of each predictor 
was further analysed under sound signal segments with 
different time interval lengths.  
 

As seen in Figure 3, when SVR was chosen as the prediction 
model, the application of input features extracted via trainable 
VGG16 from the sound signal segment with all three different 
time interval lengths (1 s; 5 s; 10 s) provided the superior 
prediction performance, as measured by MAE (0.10; 0.13; 0.24), 
MSE (0.03; 0.04; 0.12), average prediction accuracy (96.1%; 
94.6%; 89.6%), and R2 (0.97; 0.95; 0.86). These results were 
tightly followed by the SVR model trained with input features 
extracted from nontrainable VGG16, while the SVR model 
developed with statistical features rendered the worst 
prediction performance estimated and analysed with all defined 
performance metrics. Besides, the same conclusion is also 
reflected in Figure 4, which depicts the relative error distribution 
of predicted data points. With the lowest average value (3.9%; 
5.4%; 10.4%) and narrowest range of relative error, the SVR 
model coupled with features extracted from trainable VGG16 
presented the lowest prediction error regardless of time interval 
lengths (1 s; 5 s; 10 s) of sound signal segments applied for 
feature extraction. Moreover, as shown in Figure 5 and Figure 6, 
similar behaviour occurred in the ANN model. Features 
extracted via trainable VGG16 achieved the best prediction 
performance exerting sound signal segments in all three varied 
time interval lengths, which can be verified with lowest MAE 

(0.09; 0.15; 0.21), MSE (0.02; 0.05; 0.08), average relative error 
(3.4%; 5.9%; 8.7%), highest prediction accuracy (96.5%; 93.6%; 
90.8%) and R2 (0.97; 0.61; 0.90). Additionally, the exception 
appeared in the performance comparison between features 
extracted from nontrainable VGG16 and statistical features, 
which was different from the SVR model. When sound signal 
segment with 1 s and 10 s time interval lengths, it was concluded 
that the ANN model combined with features from nontrainable 
VGG16 outperformed the ANN model trained with statistical 
features. Nonetheless, when sound signal segments with 5 s 
time interval length were employed, this conclusion was the 
opposite: that the ANN model developed with statistical 
features achieved better performance than features extracted 
from nontrainable VGG16. 
 

Within each feature extraction scenario, the influence of 
sound signals with different time interval lengths on the 
performance of each prediction model was further compared. In 
both SVR and ANN, features obtained from sound signal 
segments with shorter time interval lengths were prone to offer 
better prediction performance. One exception appeared in the 
ANN model trained with features extracted from nontrainable 
VGG16, that sound signal segments with 5 s and 1 s time 
intervals provided almost the same prediction performance as 
illustrated in Figure 4 & Figure 6. 

 

 

Figure 3. Performance metrics of prediction results based on multiple 
feature extraction methods from SVR as a predictor; (a): 1 s time length 
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of the sound signal as input data; (b) 5 s time length of the sound signal 
as input data; (c) 10 s time length of the sound signal as input data. 

 
 
Figure 4. Relative error - er (%) of surface roughness prediction in SVR 
based on different feature extraction scenarios as input data with 
different time interval lengths of sound signal segments. 

 

Figure 5. Performance metrics of prediction results based on multiple 
feature extraction methods from ANN as predictor; (a): 1 s time length 

of the sound signal as input data; (b) 5 s time length of the sound signal 
as input data; (c) 10 s time length of sound signal input data. 

 

Figure 6. Relative error - er (%) of surface roughness prediction in ANN 
based on different feature extraction scenarios as input data with 
different time interval lengths of sound signal segments. 

5. Conclusion  

This paper proposes a novel approach to verify and compare 
the influence of varying feature extraction scenarios applied to 
the sound signal segment with different time interval lengths, 
including (1) statistical features from both the time and 
frequency domain of sound signal, (2) automated features 
directly extracted from sound signal spectrograms via 
nontrainable pre-trained VGG16 and (3) automated features 
extracted from sound signal spectrograms via trainable or fine-
tuned pre-trained VGG16 on performances of surface roughness 
(Ra) prediction in two predictors – support vector regression and 
artificial neural networks. The overall results indicate that 
compared with statistical features, the automated feature 
enables the extraction of more valuable hidden information 
characteristics from the sound signals, representing a stronger 
correlation to the final prediction target – surface roughness. 
Based on its superior performance, automated feature 
engineering is conducive to the establishment of a surface 
quality monitoring system in terms of improved prediction 
accuracy, generalization, and versatility with a low requirement 
for domain expertise in the condition of a large dataset. Given 
that only one pre-trained CNN was applied in this case, future 
work will be focused on the exploration of other more advanced 
pre-trained CNNs, including but not limited to ResNet, 
Inception-ResNet and vision transformer. 
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Abstract

In recent years, parallel kinematic machines (PKM) with sub-micrometer precision and six degrees of freedom, also known as 
hexapods, have seen a significant increase in demand, attesting to their growing importance in various sectors. Certainly, in the field 
of photonics alignment and wafer level applications, hexapods have the potential to play a significant role in future production lines. 
However, in industrial production, reliability, robustness and high dynamics are mandatory in order to reduce downtime and increase 
throughput, while the machine must maintain its high precision over an extended period of use. Therefore, Physik Instrumente GmbH 
Co. KG (PI) has developed, built, and qualified a functional model of a direct driven compact 6-DoF PKM that aims at enabling superior 
performance regarding reliability and dynamics compared to available compact spindle driven hexapods. In the developed system, 
the rotational motion of a motor shaft is directly translated to a circular foot point motion of six struts with constant length and five 
degrees of freedom using a lever arm attached to the shaft. This direct coupling of the motor rotation and top platform position 
enables highly dynamic motion, while the mechanical complexity of the machine and thus costs and wear and tear can be reduced. 
This paper focuses on a detailed description of the PKM design as well as a qualification regarding precision and dynamics to identify 
the potentials and challenges of direct driven hexapods based on lever actuators for industrial scale use.  

Automation, Hexapod, Positioning, Precision 

1. Introduction

Physik Instrumente GmbH & Co.KG. (PI) is a leading supplier of 
high precision positioning systems, including parallel kinematic 
machines, that are widely used in research facilities and a variety 
of industries such as automotive, photonics, semiconductors or 
astronomy. An ever-growing demand for high-precision 6-DoF 
PKM is driven especially by alignment and scanning applications 
that become more and more important in the photonics industry 
on an industrial scale. This generates a demand for compact, 
highly dynamic and robust systems for 6-DoF high precision 
positioning [1]. However, available compact spindle driven 6-
DoF PKM are limited in their ability to perform motions at high 
frequencies and amplitudes as shown by Rudolf et al. [2]. 
Further, small amplitude trajectories at high frequency cause 
accelerated wear and tear in spindle driven machines limiting 
the potential in applications mentioned above. More promising 
candidates are direct driven PKM that provide not only higher 
accelerations and velocities but are also superior in terms of 
wear and tear thank to a simple mechanical design. Systems 
using flexure hinges like the H-860 from PI [2] or the T-Flex 
hexapod [3] however, are rather inappropriate for an 
integration in industrial production lines, mainly due to their size 
necessary to enable usable workspaces. Motivated by the said, 
PI has developed a direct driven, compact 6-DoF PKM sized 
comparable to available compact spindle driven hexapods, 
aiming at high dynamic and precision applications to enable 
improved throughput and minimal downtime.  

2. Design

The design of the newly developed lever actuated 6-DoF 
positioning machine (shown in fig. 1) is based on the principle of  

parallel kinematics. The system exists of six actuators arranged 
in parallel between a top and base platform. While the base 
platform is fixed, the top platform can be moved laterally and 
rotationally (X, Y, Z, pitch, roll, yaw).  

Figure 1. Lever actuated direct driven 6-Dof positioning system (line 
model on the left and picture on the right) 

The actuators of the system are integrated in the base platform 
and consist of brushless BLDC motors with ceramic bearings and 
levers attached to the end of the motor shafts. In this setup, no 
sensor or power cables are moved and thus, no parasitical forces 
impaire the systems performance. The lever at the end of the 
motor shaft is connected to the top platform via passive struts 
with 5 degrees of freedom (two universal joints and one 
rotational joint). By rotating the levers, the lower strut points 
(marked P in figure 1) are moved along a circular path enabling 
the motion of the top platform. The position of the levers is 
determined using a scale opposite to the lever (figure 2). In 
addition, counterweights are attached to the levers that 
compensate the weight of the top platform and strut in the 
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initial position. The two universal joints in the passive struts 
were newly developed for the functional model. While they have 
to be compact and enable large joint angles for large travel 
ranges, they have to be light and free of backlash. While ball 
joints are compact and enable large joint angles, friction and 
hysteresis effects make them not convenient for high precision 
positioning. Compact flexure joints however, are hysteresis free 
but are limited in possible joint angles. Consequently a sub-
compact cardanic joint with crossing axes and four ball bearings 
was developed (figure 2) that is free of backlash and enable the 
necessary large joint angles. Beside the universal joints, the 
passive struts contain another high precision rotational bearing 
to enable the rotation between the upper and lower joint 
around the struts longitudinal axis.   

Figure 2. Passive strut with universal joints without axis offset 

3. Specifications 

The length of the passive struts and levers were choosen to 
achieve a workspace comparable to the spindle driven 6-DoF 
PKM H-811 from PI. The exact travel range is listed in table 1. 
While possible travel in X- and Y-direction is smaller for the 
functional model, the travel range in Z-direction is larger. 
Rotations around the X- and Y- axis are the same compared to 
the H-811 whereas the possible rotation around the Z-axis is 
about half. The maximum speed of the functional model was 
measured at about 65 mm/s with counterweights which is about 
six times faster than a H-811. Due to the lack of the spindle, the 
payload is significantly smaller compared to the H-811, however, 
sufficient for most alignment tasks. A summary of the systems 
specifications is listed in the following table 1. 

Table 1. Specifications of the compact lever actuated PKM 

Specification Value

Height 
Diameter 

104 mm 
188 mm 

Translation (X, Y, Z) ±9.5 mm
Rotation (U, V, W) ± 10 mm
Payload 200 g
Maximum speed 65 mm/s
Theoretical z-resolution @ Z= -9.5 mm
Theoretical z-resolution @ Z = 9.5 mm 

27.8 nm
13.6 nm 

Bidirectionale Repeatability (X, Y, Z) < 1 µm

It is to mention, that the theoretical resolution of the hexapod 
depends on the lever position (maximum and minimum values 
for pure Z motion in table 1). Along the sensor scale, it is 
constantly about 20 nm.  

4. Technological Performance 

To determine the resolution (minimal incremental motion or 
MIM) the system can perform consistently and reliable steps in 
closed loop. In this qualification the hexapod executed ten steps 
with different step widths around the initial position. The 

resolution is at its worst around initial position. Figure 3 shows 
the result of 50 nm steps in Z-direction determined with an 
interferometer. The same measurements were performed for 
motions in the X- and Y-direction. While the steps are clearly 
visible in figure 3, noise is present when the hexapod is not 
moving which is expected to be caused either by the position 
sensors or the single axis controls. Similar results were 
determined for the X- and Y- axis. Summed up, in all directions, 
a MIM of < 100 nm is possible with the system which is 
comparable to the performance of the H-811. 

Figure 3. 50 nm steps in Z-direction around the initial position  

Further, a frequency analysis was performed for a comparison 
to a H-811. The following figure 4 shows the amplitude error and 
the phase offset for different amplitudes (20 µm, 10 µm, 5 µm, 
2 µm and 1 µm) and frequencies (10 Hz, 15 Hz, 20 Hz, 25 Hz and 
30 Hz). The comparison (direct driven hexapod on the left and 
H-811 on the right) shows that the direct driven hexapod is 
superior in both, the phase offset and amplitude error, 
compared to the H-811 hexapod.  

Figure 4. Comparison of frequency analysis (amplitude error and phase 
offset; left: direct driven hexapod; right: H-811) 

5. Conclusion and Outlook

The newly developed functional model of a 6-Dof parallel 
kinematic lever actuated system shows very promising results 
regarding fast motion with small amplitudes as required in many 
alignment applications. However, beside first good results, 
lifetime tests have to prove robustness and a MIMO control is 
necessary to use the full potential of the system.   
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Abstract 

Advances in computer vision and in-situ monitoring, facilitated by visual sensors, enable the acquisition of extensive image datasets 
from the additive manufacturing (AM) process. These datasets hold significant potential for improving the quality of AM through the 
application of machine learning techniques. Despite the increased availability of such data, subsequent data analytics such as 
classification and labelling, are typically manual which does not scale and allows errors as a result of the manual process.  
This paper provides a deep learning model developed for classification of image data from the AM process, along with the relevant 
methodology for training, labelling and associated experiments. We present an approach that employs a convolutional neural 
network (CNN) based classifier in combination with transfer learning and active learning strategies and we explore the minimum 
number of labelled images required to achieve convergence during the training process, with a focus on optimising data efficiency. 
Our classifier serves as a robust foundation, allowing further advances in the labelling mechanism which involves leveraging semi-
supervised learning techniques with the integration of human-in-the-loop. This approach augments and refines the labelling process, 
capitalising on the strengths of both automated learning and human supervision to further enhance the accuracy of the labelling, the 
performance of the model and the applicability of our approach in the domain of additive manufacturing. 

Keywords: 3D printing, artificial intelligence, classification, neural network   

1. Introduction 

Given rapid developments in data collocation in the domain of 
Additive Manufacturing (AM), the datasets developed from such 
collected data have potential for determining the quality of the 
manufactured output and the detection of defects through the 
use of Machine Learning (ML) during the manufacturing process. 
However, rather than concentrating on the method for data 
collection, this paper focuses on the processing and utilization 
of image data in ML applications which support AM. 

Large and open-source datasets of annotated images 
containing up to millions of training examples such as ImageNet 
[1] which contains more than 14 million annotated images and 
COCO (Common Objects in Context) [2] which contains more 
than 200 000 labelled images, have allowed machine learning to 
develop hugely in recent years. This is partly due to the fact that 
the datasets are open, easily available and re-used by many 
researchers. However, to create such datasets specific to the 
domain of AM is still difficult because acquiring process 
monitoring data with annotations is cost-prohibitive in AM as 
shown by Manan and Shao [3]. A recent survey on the topic of 
image datasets [4] clearly states that sample images from the 
AM process, labelled with annotations of microstructure defects 
in the manufacture, are often difficult, expensive, and time-
consuming to obtain, which creates challenges in the application 
of vision-related machine learning in AM. 

In many practical situations, collocated image data from AM 
processes have a limited number of properly labelled samples 
and a large volume of unlabelled samples. Some researchers 
have named this situation the ``Small Data Challenge in Big Data 

Era” [5]. Consequently, it is desirable to have a machine learning 
methodology that can begin with the utilisation of the small 
number of labelled samples then further leverage the large 
number of unlabelled data to develop more labelled samples 
from unlabelled images. This helps to improve the performance 
of the ML model to achieve higher accuracy. 

To overcome the challenge of providing a neural network 
model with limited labelled data samples, we present a method 
that applies transfer learning and fine-tuning on a convolutional 
neural network (CNN)-based neural network model to achieve 
improved classification on the image samples. Then, based on 
the outcome of the initial classification model, our methodology 
then involves active learning algorithms, which identifies the 
most informative data samples for the model to learn from as a 
higher priority. This reduces the number of labelled samples 
required in the training process. Finally, by utilising the 
combination of an active query strategy and a semi-supervised 
learning technique with Human-In-The-Loop (HITL) features, we 
perform automatic labelling using the model to generate larger 
datasets of labelled images from unlabelled samples. 

2. Background knowledge

Transfer learning is a method that performs training a neural 
network model using data from a source domain then later 
applying the trained model to a target domain, different from 
the source. This allows rapid progress in re-training and 
significantly reduces the required number of training samples in 
the target domain. This is commonly used in computer vision 
tasks such as classification to support improved performance in 
domains which are data-poor. In recent years, transfer learning 
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has proved to be effective in the task of defect classification in 
AM, such as the work presented in [6] and [7] where transfer 
learning and fine-tuning were applied to training a CNN based 
neural network architecture.  

Active learning [8] is a technique for labelling data that selects 
and prioritises the most informative data points for an annotator 
to label. Such prioritised data points have the highest potential 
impact on the supervised training of a machine learning model, 
thus improving the overall training process. The combination of 
transfer learning and active learning allows leveraging small 
amounts of labelled data to improve the performance of the 
training process. 

Semi-Supervised Learning [9] leverages both labelled and 
unlabelled data to improve model performance. Among Semi-
Supervised Learning techniques, Pseudo-Labelling [10], stands 
out as a simple but highly efficient method, which can be 
summarised in 3 distinct stages: 

1. Using available labelled data, build an initial model. 
2. Generate pseudo labels for the unlabelled data using the 

model. 
3. Further train the model using both the original labels and 

pseudo labels. This additional training phase fine-tunes 
the model based on the augmented dataset. 

However, it has 3 major drawbacks and limitations as follows:  
1. If the initial model is poor or biased, pseudo-labels may 

also be inaccurate, leading to a propagation of errors.  
2. Significant distribution mismatches between classes in 

the training may lead to the class imbalance issue. 
3. The lack of feedback or correction mechanisms for 

mistakes on labels brings a risk of noise amplification. 
Methods to apply these techniques in our approach and 
approaches to address related problems are illustrated in the 
next section.  

3. Method

Our methodology involved the creation of a CNN-based initial 
model for classification followed by active learning-assisted 
training and semi-supervised labelling, with human supervision. 

Figure 1. Architecture of our model based on VGG 16 and fully connected 
layers.  

3.1. CNN based initial model 
 Our CNN based initial model relies on transfer learning in 

which 13 convolutional layers from a pre-trained VGG16 model 
[11] are used for feature extraction, the weights having been 
trained using ImageNet data. After the convolutional layers, 2 
fully-connected layers with a ReLU activation function are added 
followed by 1 fully-connected layer as the output layer using 
Sigmoid as the activation function, since the targeted dataset is 
divided into 2 classes for binary classification. The architecture 
of this CNN based initial model is shown in Figure 1. The 
implementation was conducted using Python 3, Keras and scikit-
learn machine learning packages within the Google Colab 
environment. 

3.2. Fine-tuning with image datasets
To investigate the adaptability of the CNN-based model, 3 

datasets with 8 different types of patterns have been tested 

individually by applying fine-tuning on the model. The 3 image 
datasets are emission images [12], DAGM patterns [13] and 
images from Selective Laser Sintering (SLS) [8]. Figure 2 shows 
examples of patterns from each dataset.   

Figure 2. Examples of patterns from emission, DAGM and SLS 

The emission image dataset is developed from the emission 
data collected by the InfiniAM monitoring suite from a Renishaw 
3D printer during printing of Ti6Al4V parts. After post-
processing, the dataset consists of 150 negative and 150 positive 
samples. 

The DAGM dataset is inspired by problems from industrial 
image processing, where automatic visual defect detection has 
the potential to reduce the cost of quality assurance 
significantly. The DAGM datasets involves 6 different patterns 
while each pattern is divided into 2 classes: defect (150 samples) 
and normal (1000 samples). This dataset offers support to test 
the adaptability of our deep learning approach in the early 
stages when large-scale annotated image datasets are not 
available in the AM domain [14]. 

 The SLS dataset contains 4,000 images, manually divided into 
2 defect detection classes. The images in this dataset are 
separated into 3 subsets for training (2,000), testing (1,000) and 
validation (1,000). The dataset is used in later stages of our 
research on active learning assisted training and semi-
supervised learning labelling. 

Table 1. hyperparameters used for the training/tuning of the deep 
learning model  

 During the fine-tuning process of the model, combinations of 
hyperparameters are investigated through multiple tests using 
different settings. Tuning hyperparameters involves adjusting 
the optimiser, learning rate, batch size and training epochs. We 
use 3 optimisers namely Adaptive Moment Estimation (Adam), 
Stochastic Gradient Descent (SGD) and Root Mean Square 
Propagation (RMSprop) in combination with different ranges of 
learning rate, batch sizes and training epochs. The cost function 

Name Type/Value Description

Optimizer
Adam, SGD, 

RMSprop 

Optimizers are used to change the 
attributes of the neural network to 
reduce the losses 

Loss 
function

binary cross 
entropy 

Loss function computes the quantity 
that a model should seek to minimize 
during training 

Learning 
rate

10-2 to 10-5

The step size at each iteration while 
moving toward a minimum of a loss 
function during the training process 

Batch size 4, 32, 64 
The number of training samples 
utilized in one update of the model's 
parameters. 

Evaluation 
metric

Accuracy, 
Loss 

Function to judge the performance 
of the model 
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used in all tests is binary cross entropy. The tested values for the 
hyperparameters during the tuning process with relevant 
descriptions for each are shown in Table 1. Moreover, to combat 
overfitting, we introduced weight regularisers to the two dense 
layers employing the ReLU activation function, as previously 
mentioned. We applied weight decay regularisation, also 
referred to as L2 regularisation, which calculates the sum of 
squared weights. The hyperparameter tuning for weight decay 
regularisation spanned a range from 10-1 to 10-4 and was tested 
multiple times until overfitting issues no longer surfaced during 
training and validation. This tuning process aimed to keep a 
balance between model complexity and generalisation ability, 
ensuring the model's robustness. 

Classification results on different image patterns are 
presented in Table 2. It is worth noting that the relationship 
between hyperparameters and performance is problem-
dependent, and the effectiveness of a specific hyperparameter, 
such as batch size, can vary for different datasets and models.  

Table 2. Classification results from the CNN based model with transfer 
learning and fine-tuning 

Patterns Avg. Val 
Accuracy 

Avg. Val 
Loss 

Training 
(epochs) 

Emission 0.981 0.03 200 

DAGM1 0.964 0.09 200 

DAGM2 0.983 0.03 200 

DAGM3 0.962 0.10 200 

DAGM4 0.965 0.09 200 

DAGM5 0.982 0.04 200 

DAGM6 0.959 0.09 200 

SLS 0.979 0.05 200 

3.3. Active learning to further optimise training  
With the setting up of the CNN based classifier model that 

effectively uses domain transfer principles across the additive 
manufacturing image datasets, our research makes progress to 
extend beyond conventional training methodologies. The active 
learning approach introduced a query strategy to the training of 
the classification model, enabling it to iteratively improve its 
performance by strategically selecting and labelling the most 
informative data samples to be used. This iterative approach 
allowed us to make efficient use of the labelled data and to 
optimise the performance of the model through active data 
selection. This approach was conducted through a series of 
steps, performing a structured and iterative approach with the 
following key stages: (1) active sample section, (2) query for 
label, (3) train with queried sample, and (4) validate for current 
query iteration. The cycle iterates until a human supervisor 
decides to complete the training phase when validation accuracy 
achieves a target level. Here we apply a pool-based sampling 
scenario and an uncertainty sampling query strategy [8]. This is 
the most commonly used query strategy to start generalised 
sampling on AM image datasets. In our previous work [15], this 
approach has been proven as highly sample-efficient on the SLS 
image dataset by Westphal et al. [7] during training of the model 
and achieves an accuracy level of over 98% in validation. This 
query strategy is also utilised in the development of our semi-
supervised labelling method to address class imbalance and 
assist on the feedback mechanism with HITL.  

3.4. Labelling using semi-supervised learning with HITL
The labelling mechanism involves leveraging semi-supervised 

learning techniques with the integration of HITL features, aims 
to augment and refine the labelling process by capitalising on 
the strengths of both automated learning and human 
supervision. This further enhances the accuracy of labelling, the 
performance of the model and the applicability of the approach 

in the domain of additive manufacturing defect detection. Our 
proposed labelling approach can be summarised into the 
following 4 steps: (1) Generate pseudo-label using the trained 
classifier. (2) Active selection according to uncertainty and 
human correction on the incorrect labelled samples in the 
selected pseudo-labels. (3) Create a new training batch by re-
sampling to address the class imbalance issues then update the 
classifier using the training batch. (4) Evaluate the performance 
of the updated classifier on the rest of the pseudo-labelled data 
and the original validation dataset.  

3.5. Class imbalance issue 
When the labels obtained for model training are a significant 

distribution mismatch between classes, the trained models 
show a bias towards the majority class. Consequently, instances 
belonging to the minority class tend to misclassify at a greater 
rate. This is particularly problematic when the class of interest 
corresponds to the minority class. In AM datasets, defects 
mostly show within the minority subset of the total data 
population. For this reason, when forming a new set of training 
data from the results of pseudo-labelling, the class imbalance 
problem should be considered in order to avoid over emphasis 
on the major class.  

To address this issue, we present an approach that combines 
uncertainty sampling with image data augmentation. This 
method places a strong emphasis on selecting the most 
informative samples, by identifying instances where the model 
exhibits uncertainty in its predictions. These informative 
samples are then systematically re-sampled using image data 
augmentation techniques, including transformations such as 
rotation, scaling, flipping, and cropping according to the relevant 
data structures. The objective is to generate a diverse set of new 
samples while preserving spatial correlations and image quality. 
This approach stands out as more preferable compared to 
synthetic image data generation, especially in the context of 
additive manufacturing, where data reliability and fidelity are 
extremely important. 

4. Experimental results

In this section, we introduce our experimental process 
encompassing the labelling mechanism specifically focusing on 
an imbalanced dataset that developed from the SLS dataset. The 
sequence commences with the generation of pseudo labels 
utilising the initial classifier. Subsequently, active sample 
selection and human correction steps are employed to curtail 
the count of incorrectly assigned pseudo labels. Following this 
correction phase, the rectified samples are re-sampled to create 
a balanced batch, which is then used to further fine-tune the 
classifier.  

4.1. Experiments on the imbalanced dataset 
   Experiments are conducted to evaluate the performance of 
our approach on an imbalanced dataset. The imbalanced 
dataset is derived from the testing dataset, which initially 
consisted of a balanced set of 500 defect samples and 499 
normal samples (out of the 500 normal samples, one image was 
corrupted). For the imbalanced dataset, we randomly selected 
101 defect samples from the original dataset and combined 
them with the 499 normal samples, resulting in a new dataset 
with an imbalanced distribution totalling 600 samples. After 
initial classification on all the testing data to obtain pseudo-
labels, the relevant classification results are shown in Table 3 
and the ROC curve is shown in Figure 3.  

Table 3. Results of pseudo labelling on the imbalanced dataset 

Accuracy Precision Recall F1 ROC-AUC 

0.982 0.917 0.980 0.947 0.997 
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In the initial classification task to obtain pseudo-labels, from the 
confusion matrix, there are only 2 samples from the minority 
class and 9 samples from the majority class, which are the defect 
and normal class respectively, that are incorrectly labelled 
yielding 11 mistakes out of the total of 600 

4.2. human correction and re-sampling  
As further investigation, we conducted active sample selection 

based on the uncertainty sampling method and queried for 50 
samples that are calculated as the most informative for human 
correction. The uncertainty sampling and human supervision 
results in 2 samples from the true defect class and 2 from the 
true normal class to be corrected. Thus, after human correction, 
all the defect samples are correctly labelled in this particular 
labelling process. 

Figure 3. The ROC curves of the pseudo labelling using initial model 

To address the class imbalance issue within the selected 50 
samples, we conducted an examination of the class distribution 
of the samples which revealed that 10 samples belong to the 
minority class (defect), while the remaining 40 samples were 
from the majority class (normal). To achieve a balance between 
the two classes, we applied oversampling by augmenting the 10 
minority class samples while retaining only the first 20 most 
informative samples from the majority class using an uncertainty 
sampling strategy. The 40 balanced samples were then added to 
the training data for further updating the model. To check the 
change in performance, the classification results on the 
validation dataset using the updated model are shown in Table 
4. 

Table 4. Results of the updated model on the validation dataset 
compared to the initial model 

Classifier Accuracy Precision Recall F1 ROC-
AUC 

Initial 0.978 0.984 0.972 0.978 0.993 

Updated 0.989 0.992 0.986 0.989 0.995 

While our model enhances classification accuracy, it is worth 
noting that the absolute improvements obtained may appear 
relatively small due to the fact that the initial accuracies of the 
baseline are already quite high. Nevertheless, our primary 
objective was to demonstrate how HITL features can further 
enhance the performance of the classification model, even 
when starting from a high baseline level. 
   Using this updated classification model, we performed auto 
labelling again on the remaining imbalanced testing dataset, the 
labelling performance is shown in Table 5. Since there is no 
mislabelling in the minority class, the value of recall is 1 which 
means for this particular dataset, all the defect samples have 
been correctly classified. As this is a computer vision-based ML 
application for classification on images datasets, the results are 
based on ML models for classification using features extracted 
from the AM process, such as power bed defects in SLS. The 
condition of the powder significantly influences the 
performance of SLS sintered parts, making machine learning 
applications for monitoring powder bed conditions highly 

promising for defect detection, manufacturing efficiency, and 
non-destructive quality assurance. 

Table 5. Evaluation of pseudo labelling on the imbalanced dataset using 
updated model 

Accuracy Precision Recall F1 ROC-AUC

0.989 0.929 1.00 0.963 0.999

5. Conclusion 

This paper presents an approach that performs computer 
vision-based classification and labelling on image data from the 
additive manufacturing process. We use a CNN-based classifier 
in combination with transfer learning, active learning strategies 
and semi-supervised learning to overcome the small data 
challenge. We achieved accurate classification in different 
pattens and labelling work on an SLS image dataset. In future 
work we plan to further investigate the sampling strategies for 
active learning and to refine the labelling method. 
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Abstract

Surface quality evaluation of internal surfaces is vital while challenging. In this paper, we proposed a novel and non-destructive 
method for internal surface roughness measurement based on a magnetic tool and a data-driven model named fuzzy broad learning 
system (FBLS). The magnetic tool is placed on the workpiece's inner surface and dragged by an external magnet. The force between 
the tool and the workpiece is recorded and used as input for the FBLS. FBLS combines the logical reasoning ability of a fuzzy system 
with the self-learning ability of a neural network. It is suitable for nonlinear and uncertainty modelling, and the computational 
efficiency is high. Experiments show that this method is suitable for workpieces with surface roughness (Ra) larger than 1 μm and its 
average measurement error is only 10.1%, which is adequate for the quality control of most engineering surfaces. This method may 
be further applied to surface quality evaluation of additively manufactured internal surfaces and complex channels. 

Keywords: surface roughness; internal measurement; machine learning; magnetic tool; force signal

1. Introduction 

Internal surfaces are widely used in daily life and industries. 
Representative examples include the tubes in aeroengines, 
sanitary pipes in the semiconductor industry, conformal cooling 
channels in precision moulds, manifolds in automobiles, 
waveguides in communication devices, etc. These internal 
surfaces are commonly seen as excellent carriers for gas, fluids, 
or electromagnetic waves [1–3]. The surface quality of these 
internal surfaces significantly affects their service performance 
[4,5]. However, there are limited methods to measure the 
surface finish of these internal surfaces because conventional 
measurement tools, e.g., a stylus probe or a microscope, cannot 
access the enclosed space. The most commonly used method is 
to cut the sample and expose the internal surface so that 
conventional measurement devices can be employed, which, 
however, is a typical destructive measurement method. In terms 
of the tubes with large diameters, the stylus probe can be 
inserted into them and conduct the profile scanning. 
Alternatively, an endoscope can also be put inside a tube to 
measure the profile via white-light interferometry [6]. Some 
researchers converted the internal measurement to external 
measurement by a silicone replica [7]. This method is only 
suitable for some simple tubes and still needs the assistance of 
a profilometer or a confocal microscope. Regarding more 
complex components with small openings,  X-ray computed 
tomography (X-ray CT) can be used to obtain their volumetric 
information via scanning, reconstruction, and data visualization 
[8,9]. The reconstructed 3D model of the component contains 
the surface topography information of the internal features. 
However, the resolution of existing X-ray CT is usually larger than 
5 μm and the operating expense is extremely high. Another 

indirect and non-destructive evaluation method for the surface 
quality of pipes is by analyzing the acoustic emission (AE) signal 
which is generated by the flowing liquid [10]. The surface state, 
either rough or smooth, can be distinguished by comparing the 
extracted features of the AE signal. Nevertheless, it is impossible 
to provide an accurate value of the surface roughness. 
Therefore, a reliable, precise, low-cost, and non-destructive 
measurement method needs to be developed to tackle the 
challenge in surface quality evaluation of internal surfaces. In 
this paper, an indirect measurement system based on a 
magnetic tool and a fuzzy broad learning model is proposed. A 
sphere magnet is put inside the workpiece. An external magnet 
is used to drive the sphere magnet to slide on the surface to be 
evaluated. A dynamometer is employed to record the force 
signal, which will be the input data into a developed fuzzy broad 
learning system (FBLS). This FBLS system will return the surface 
roughness value of the workpiece. 

2. Methodology

2.1 Measurement principle 
The working principle of the proposed internal measurement 

method (hardware and software) is illustrated in Figure 1. In the 
hardware setup, the workpiece tube is mounted on a 
dynamometer which can measure the force exerted on the 
workpiece. A sphere magnet is placed inside the workpiece and 
an external magnet is used to drive the sphere magnet. The 
linear motion of the sphere magnet will produce a normal force 
(Fn) and a friction force (Ff) which will be recorded by the 
dynamometer. The force measured by the dynamometer is then 
sent to a fuzzy broad learning system (FBLS) [11] to generate the 
surface roughness data. 
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Figure 1. Working principle of the developed internal measurement 
technique: (a) schematic of the hardware and (b) the proposed FBLS 

2.2 The developed fuzzy broad learning system (FBLS) 
The basic architecture of FBLS is shown in Figure 1(b). Suppose 

that the FBLS consists of �  fuzzy subsystems and �
enhancement node groups, in which there are ��  fuzzy rules in 
the �th fuzzy subsystem, and there are ��  enhancement neurons 

in the �th enhancement node group. Given a training sample 
data set is represented as � = {�,�} , � = [��, ��, ⋯ , ��]� ∈
ℝ�×�  and � = [��, ��, ⋯ ,��]� ∈ ℝ�×�  represent the input 
data and target output, respectively where �� =
[���, ���, ⋯ , ���], � = 1,2,⋯ ,� . �  represents the number of 
training samples and � is the dimension of features for input 
data. 

At first, the input �� = [���, ���, ⋯ , ���] is mapped to the �th 
fuzzy subsystem by using the first-order Takagi-Sugeno-Kang 
(TSK) fuzzy system. The fuzzy if-then rule in the � th fuzzy 
subsystem can be represented as:  

if ���  is ��
� , ���  is ���

� , …, and ���  is ���
� , then one can get 

���
� = ��

�(���,���, ⋯ , ���), where � = 1,2,⋯ ,�� . 
The consequent part of the �th fuzzy rule can be defined by 

Eq. (1):  

���
� = ∑ ���

� ���
�
���                                  (1) 

where ���
�  are randomly generated coefficients from a uniform 

distribution [0,1]. 
For the �th fuzzy subsystem, the fire strength of the �th fuzzy 

rule is given by Eq. (2): 

���
� = ∏ ���

� (���)
�
���                               (2) 

where ���
�  is the Gaussian membership function corresponding 

to a fuzzy set ���
� , which is denoted by Eq. (3):  

���
� (���) = �

��
�������

�

���
� �

�

                                   (3) 

where ���
�  and ���

�  represent the center and width of the 
Gaussian membership function, respectively. For the �th fuzzy 
subsystem, the K-means method on the training sample input 
data is used to obtain ��  clustering centers, which are used to 

initialize the centers ���
�  of the Gaussian membership function. 

And for all fuzzy subsystems, the value of ���
�  is set to 1.  

After that, the weighted fire strength of each fuzzy rule can be 
computed using Eq. (4): 

���
� =

���
�

∑ ���
���

���

                                             (4) 

Before defuzzification by the TSK fuzzy subsystem, the 
intermediate output vector of the �th fuzzy subsystem for the 
�th training sample can be expressed by Eq. (5): 

��
� = [���

� ���
� ,���

� ���
� , ⋯ , ����

� ����
� ]                      (5) 

And the intermediate output matrix of the �th fuzzy subsystem 
for all training samples can be denoted by Eq. (6):  

�� = [��
� , ��

� ,⋯ , ��
� ]�                              (6) 

Therefore, the intermediate output matrix for all fuzzy 
subsystems can be shown by Eq. (7): 

� = [�� ,��, ⋯ ,��]                                     (7) 
After that, the intermediate output matrix �  is fed into the 

enhancement nodes for nonlinear transformation. Then, the 
output matrix of the enhancement layer can be represented by 
Eq. (8): 

� = [��,��, ⋯ ,��]                                    (8) 

where �� = �����
�

+ ��
�
�, � = 1,2,⋯ ,�. ��

�
 and ��

�
 are the 

weights and bias terms respectively, which are randomly 
generated from [0, 1] with proper dimensions. � is an activation 
function and is usually set as a hyperbolic tangent function 
(���ℎ). 

Since the defuzzification output of each fuzzy subsystem and 
the output of the enhancement layer are transmitted to the top 
layer together, the defuzzification output of the � th fuzzy 
subsystem for the �th training sample can be expressed by Eq. 
(9): 

��
� = ∑ ���

� ���
���

��� = ∑ ���
� �∑ ��

� ���
� ���

�
��� � =

��
���

∑ ���
� ���[���

� , ���
� , ⋯ , ����

� ]

⎣
⎢
⎢
⎢
⎡
��
�

��
�

⋮
���
�
⎦
⎥
⎥
⎥
⎤

�
���                    (9) 

where the parameter ��
�  is introduced to adjust the �th fuzzy 

rule, and can be defined by Eq. (10): 

�� = [��
� ,��

� , ⋯ ,���
� ]�                                 (10) 

The above formula can be simplified to Eq. (11): 

��
� = ��

���                                                   (11) 
For all training samples, the defuzzification output of the �th 

fuzzy subsystem is Eq. (12): 

�� = [��
� ,��

� , ⋯ ,��
� ]� = ����                      (12) 

Then, the defuzzification output of all fuzzy subsystems can be 
aggregated by Eq. (13): 

� = ∑ ���
��� = ���                                     (13) 

where �� = [��,��, ⋯ ,��]�. 
In the end, the defuzzification output � of all fuzzy subsystems 

and the output �  of enhancement node groups will be 
concatenated into a matrix to obtain the final output of FBLS, 
which can be expressed by Eq. (14): 

�� = � + ��� = ��� + ��� = [� �] �
��

��
�           (14)   

where ��  denotes the weight matrix from the enhancement 
layer to the top layer. 

Let � = [�,�], � = [��� ,��]� , Then ��  can be abbreviated 
by Eq. (15): 

�� = ��                                                         (15) 
Given the actual training target �, the weight matrix � from 

the hidden layer to the final output layer can be calculated by 
ridge regression using Eq. (16): 

� = (��� + ��)�����                              (16) 
in which �  denotes an identity matrix with proper dimensions 
and � is a nonnegative constant for regularization. 

3. Experiments and validation

3.1 Experimental setup  
A measurement setup (Figure 2) is built based on the 

schematic in Figure 1(a). An external magnet is fixed on the 
moving axis of a three-axis automatic stage (Sherline Products 
Inc). The workpiece is an Al6061 plate with milled grooves to 
simulate the internal surface of a tube. It is mounted on a fixture 
connecting a dynamometer (Kistler 9256C). A sphere magnet 
with an 8-mm diameter is placed on the groove. Due to the 
magnetic force, the sphere magnet can be driven to slide on the 
groove surface while the dynamometer records the force 
interactions simultaneously. It should be noted that the 
dynamometer may be replaced by cheaper and portable sensors 
(e.g., acceleration/vibration sensors) in practical applications.  
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Figure 2. Experimental setup for data acquisition

3.2 Workpiece preparation and data acquisition      
Totally 8 workpieces are prepared by end milling at a Makino 

V55 vertical milling machine. Three grooves are cut in each 
workpiece and a total of 23 grooves are machined (one groove 
failed due to tool breakage). The milling parameters i.e., spindle 
speed, feed rate, and tool wear condition, are varied to generate 
grooves with a large range of surface finish. Specifically, the 
varying of tool wear conditions is achieved by using milling tools 
with different VB values. After milling, the groove surfaces are 
scanned by a laser confocal microscope (Olympus LEXT 
OLS5000) and the surface roughness Ra is measured with a cut-
off length of 0.25 mm. Three measurements are conducted for 
each groove. The resultant surface roughness ranges from 0.193 
μm to 9.787 μm, covering the typical finish of engineering 
surfaces [12]. 

To acquire the force signal for the developed FBLS, the sphere 
magnet is driven to slide on the groove for 20 mm with a feed 
rate of 100 mm/min. And the corresponding force is recorded by 
the dynameter with a sampling frequency of 50 kHz. The 
parameters of the data acquisition process are listed in Table 1.  

Table 1. Parameters of the data acquisition process for surface 
roughness measurement  

Parameters Values 

External magnet  NdB G50 block magnet 20 mm 

 10 mm  6 mm 
Sphere magnet  NdB G35 sphere magnet with 

8 mm diameter 
Workpiece  A6061 Aluminium plate, 8 pcs, 

and 23 grooves 
The gap distance (mm) 5 
Scratching distance (mm)  20 

Feed rate (mm/min) 100 

Sampling rate (kHz) 50 

Figure 3. Segmentation of the force signal: (a) Fx, (b) Fy and (c) Fz 

3.3 Pre-process of the collected force data 
The X, Y, and Z force signals are effectively segmented by 

removing the near-zero sections at the beginning and the end, 
as shown in Figure 3. Besides, 8 representative time-domain 
features are extracted from the force signals in the three 
directions of X, Y, and Z, respectively, as the input of the model, 
with a total of 24 features, as shown in Table 2. 

Table 2. Time-domain features of the force signals 

No. Feature Equation 

1 Absolute average �� =
�

�
∑ |��|
�
���

2 Variance ���� =
�

�
∑ (�� − �̅)��
���

3 Standard deviation ���� = √����

4 Peak-to-Peak value ��� = ���(��) −���(��)

5 Kurtosis ���� =
∑ (����̅)�/��
���

�∑ (����̅)�/��
��� �

�

6 Skewness ���� =
∑ (����̅)�/��
���

�∑ (����̅)�/��
��� �

�
��

7 Root mean square ���� = �
�

�
∑ ��

��
���

8 Shape factor ��� =
����

��

4. Results

In this case study, a total of 23 groups of the force data set 
were collected, of which 16 data set were randomly selected for 
model training, and the remaining 7 samples were used for 
model testing. 

As seen in Table 2, the time-domain features have different 
dimensions and unit magnitudes. Thus, it is necessary to 
normalize the data using a standardized transformation method. 
Herein the min-max standardization approach is adopted, as 
expressed in Eq. (17): 

��� =
�������

���������
                                               (17) 

where ����  and ����  represent the maximum and minimum 
values of feature �, respectively. 

To verify the feasibility of the model in predicting the surface 
roughness, the root-mean-square error (RMSE), mean absolute 
error (MAE), and mean absolute percentage error (MAPE) can 
be selected as the evaluation performance indicators 
respectively, which are expressed in Eqs. (18–20): 

���� = �
�

�
∑ (�� − ���)��
���                                (18) 

��� =
�

�
∑ |�� − ��� |�
���                                       (19) 

���� =
�

�
∑ �

������

��
��

��� × 100%                         (20) 

in which � is the number of observations, ��  and ��  represent 
the actual and predicted values for sample �, respectively. 

Figure 4 presents the prediction results of the surface 
roughness (Ra) of the grooves by FBLS, and the values of the 
predictive errors are listed in Table 3. The predicted Ra shows 
good agreement with the experimental Ra for all evaluation 
criteria. Particularly, the model shows good predicting accuracy 
when the surface roughness Ra is larger than 1 μm if the RMSE 
and the MAE are employed as the evaluation criteria (Actually, 
there is no difference by using RMSE and MAE as the evaluation 
criteria), as shown in Figure 4(a) and (b). On the other hand, the 
model using MAPE can provide accurate predictions for the 
whole range of different surface finish except the Testing No. 6 
(Ra 3.163 μm), as seen in Figure 4(c). Figure 5 shows the 
variation of RMSE against the numbers of fuzzy subsystems and 
fuzzy rules. With the increase in the number of fuzzy subsystems 
and fuzzy rules, the RMSE tends to decrease. Particularly, the 
influence of fuzzy rules on the RMSE is more significant. In a  
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Figure 4. Measured and predicted surface roughness Ra under different evaluation criteria: (a) RMSE, (b) MAE and (c) MAPE.  

word, the investigations demonstrate that the proposed method 
is easy to implement and can yield a promising predicting 
outcome compared with the X-ray CT method [9] and the AE 
method [10]. The proposed method also exhibits great potential 
to measure the surface roughness of complex internal surfaces. 

Table 3. Measured surface roughness Ra and the predictive errors under 
different evaluation criteria i.e., RMSE, MAE and MAPE, respectively  

Testing 
No. 

Measured 
Ra (μm) 

By RMSE 
（%）

By MAE
（%）

By MAPE
（%）

1 0.346 111.4 111.4 39.1 

2 1.056 33.4 33.4 14.6 

3 1.066 13.4 13.4 7.2 

4 1.630 14.2 14.2 11.2 

5 2.206 18.5 18.5 19.6 

6 3.163 1.0 1.0 56.1 

7 3.659 3.5 3.5 12.4 

Figure 5. Dependence of RMSE values against the number of fuzzy 
subsystems and the number of fuzy rules 

5. Conclusion Remarks

Leveraging the advantages of machine learning, this paper 
proposed novel internal surface measurement methods via a 
magnetic ball scratching on the workpiece surface. A measuring 
setup was built and Alumiunium workpieces with milled grooves 
were employed as the specimens. The force interaction between 
the magnetic ball and the workpiece was obtained and pre-
processed before being fed into a proposed fuzzy broad learning 
system (FBLS). By training the FBLS with limited data sets, this 
model demonstrates an average measurement error (using the 
measured Ra by a stylus profilometer as a reference) of only 
10.1% for the surfaces with a roughness larger than 1 μm Ra, 
though the errors for finer surfaces are inadequate. The results 
indicate that the current measuring technique may be helpful to 
additively manufactured raw components that exhibt a relative 

rough surfaces. Future work will focus on integrating other 
signals (acceleration/vibration which uses much cheaper and 
more portable sensors rather than the dynamometer) as the 
input and exploring other machine learning models to improve 
the measuring accuracy of fine surfaces.  

Acknowlegement 
This research is supervised by Dr Hao Wang of the Department 

of Mechanical Engineering, National University of Singapore 
(email: mpewhao@nus.edu.sg) and financially supported by the 
Singapore Ministry of Education Academic Research Funds 
(Grant Nos.: A-8001225-00-00, MOE-T2EP50120–0010 and 
MOE-T2EP50220–0010). The proposed method has been filed as 
a PCT application (PCT/SG2023/050771).  

References     

 [1] J. Zhang, W. Tian, F. Zhao, X. Mei, G. Chen, H. Wang, Material 
Removal Rate Prediction Based on Broad Echo State Learning 
System for Magnetically Driven Internal Finishing, IEEE Trans. Ind. 
Informatics. (2022). https://doi.org/10.1109/TII.2022.3204003. 

[2] M. Kumar, M. Das, N. Yu, Surface Roughness Simulation During 
Rotational–Magnetorheological Finishing of Poppet Valve Profiles, 
Nanomanufacturing Metrol. 5 (2022) 259–273. 

[3] J. O’Hara, F. Fang, Magnetohydrodynamic-based Internal Cooling 
System for a Ceramic Cutting Tool: Concept Design, Numerical 
Study, and Experimental Evalidation, Nanomanufacturing Metrol. 6
(2023) 33. https://doi.org/10.1007/s41871-023-00210-9. 

[4] J. Zhang, H. Wang, Magnetically driven internal finishing of AISI 
316L stainless steel tubes generated by laser powder bed fusion, J. 
Manuf. Process. 76 (2022) 155–166. 
https://doi.org/10.1016/j.jmapro.2022.02.009. 

[5] Z. Liu, Q. Guo, Y. Sun, W. Wang, W. Zhao, Z. Yang, Surface 
roughness and burr generation in micro-milling: A review, J. Adv. 
Manuf. Sci. Technol. 4 (2024) 2023017–0. 
https://doi.org/10.51393/j.jamst.2023017. 

[6] M.W. Lindner, White-light interferometry via an endoscope, in: 
Interferom. XI Tech. Anal., SPIE, 2002: pp. 90–101. 

[7] J. Zhang, H. Wang, Generic model of time-variant tool influence 
function and dwell-time algorithm for deterministic polishing, Int. 
J. Mech. Sci. 211 (2021) 106795. 
https://doi.org/10.1016/j.ijmecsci.2021.106795. 

[8] J.P. Kruth, M. Bartscher, S. Carmignato, R. Schmitt, L. De Chiffre, A. 
Weckenmann, Computed tomography for dimensional metrology, 
CIRP Ann. - Manuf. Technol. 60 (2011) 821–842. 
https://doi.org/10.1016/j.cirp.2011.05.006. 

[9] A. Du Plessis, I. Yadroitsev, I. Yadroitsava, S.G. Le Roux, X-Ray 
Microcomputed Tomography in Additive Manufacturing: A Review 
of the Current Technology and Applications, 3D Print. Addit. 
Manuf. 5 (2018) 227–247. https://doi.org/10.1089/3dp.2018.0060. 

[10] Z.M. Hafizi, C.K.E. Nizwan, M.F.A. Reza, M.A.A. Johari, High 
Frequency Acoustic Signal Analysis for Internal Surface Pipe 
Roughness Classification, in: Appl. Mech. Mater., Trans Tech Publ, 
2011: pp. 249–254. 

[11] S. Feng, C.L.P. Chen, Fuzzy broad learning system: A novel neuro-
fuzzy model for regression and classification, IEEE Trans. Cybern.
50 (2018) 414–424. 

[12] J.T. Black, R.A. Kohser, DeGarmo’s Materials and Processes in 
Manufacturing, Eleventh, John Wiley & Sons, Inc., 2011. 

54



euspen’s 24th International Conference & 
Exhibition, Dublin, IE, June 2024 

www.euspen.eu

Automated scheduling system for parallel gear grinding machines    

Christopher Janßen1, Melina Kamratowski1, Mareike Davidovic1, Thomas Bergs1,2  

1Laboratory for Machine Tools and Production Engineering (WZL) of RWTH Aachen University, Campus-Boulevard 30, 52074 Aachen 
2Fraunhofer IPT, Steinbachstraße 17, 52074 Aachen, Germany  

c.janssen@wzl.rwth-aachen.de  

Abstract

In gear manufacturing at the Gear Department of the WZL of RWTH Aachen University the machine scheduling approach has 
predominantly been manual, creating potential inefficiencies. This study presents the development of an automated scheduling 
system designed for the simultaneous operation of two parallel grinding machines. Starting with a detailed definition of machine 
scheduling requirements and an in-depth analysis of the machine environment, a mathematical formulation of the scheduling 
problem was established. This formulation was subsequently translated into the Python programming language for efficient 
implementation. To further aid planners, the system generates visual outputs in the form of Gantt charts. Based on a color-coding 
scheme, these charts transparently indicate which job is being processed on which machine. Upon validation, the scheduling system 
demonstrated that an optimized allocation plan, depending on the number of jobs, can be derived in seconds. This system 
significantly enhances planning processes and augments transparency and adaptability in manufacturing workflows. 

Scheduling, Operations Research, Gear Manufacturing, Gear Grinding 

1. Introduction 

Gears are complex mechanical components that play a central 
role in a wide range of industrial applications. They are 
indispensable for the precise transmission of movements and 
forces in machines and technical systems. To ensure the quality 
and performance of gears, continuous research and further 
development of the load capacity and manufacturing processes 
of gears and gear components is necessary. The Gear 
Department of the Laboratory for Machine Tools and Production 
Engineering of RWTH Aachen University is working intensively 
on this scientific issue. 

The organization of the manufacturing processes in the gear 
department of the WZL poses a major challenge due to the 
different types of jobs, process times and variable batch sizes. 
The gear manufacturing process chain includes several 
sequential operations, whereby gear grinding as part of hard 
finishing is particularly important for the quality of the final 
gears. Implementing a job scheduling system can increase the 
efficiency and reliability of planning and reduce potential 
bottlenecks.  
The introduction of a scheduling system also leads to better 
traceability in planning. In addition, it is possible to react more 
flexibly to disruptions in the planned process, for example due 
to tool failures. 

The primary objective of this paper is to develop and 
implement a job scheduling system for the gear department of 
the WZL of RWTH Aachen University. The specific requirements 
and boundary conditions of the various jobs and machines are 
analyzed and a suitable model is developed. The successful 
implementation of this system will relieve the responsible 
planner and at the same time increase scheduling reliability and 
efficiency. As a result, machine utilization could be optimized 
and throughput times reduced, which would lead to an overall 
increase in productivity in the gear department. At present, 
there is no adequate scheduling model that meets the 

requirements of gear production under the current boundary 
conditions and could therefore be used or adapted. 

2. State of the Art

Scheduling is a decision-making process that is used in many 
manufacturing and service industries to optimize the 
distribution of resources and tasks [1]. The resources and tasks 
can be machines in a workshop or runways at an airport, for 
example [1]. Other examples include applications in the 
semiconductor or paper industry, optimizing catering services in 
a hospital or optimizing machine utilization in a factory. [2–4] 

Each task can have a priority, an earliest possible start time 
and a due date. The goals of optimization can be, for example, 
to minimize the completion time or the number of delayed tasks. 
It is also possible to ensure optimum utilization of machines by 
distributing tasks. [1] 

In the following, the focus is on scheduling for planning 
machine assignments. Job scheduling takes place directly before 
the jobs are released and production is carried out [5]. In 
machine scheduling problems, the assignment of jobs to work 
carriers or machines or vice versa is considered, taking into 
account targets and restrictions [6]. 

It is generally assumed in job scheduling problems that the 
number of jobs and machines is finite. The number of jobs is 
denoted by n and the number of machines by m. Usually, the 
index j refers to a job, while the index i refers to a machine. If a 
job requires a number of processing steps or operations, then 
the pair (i, k) refers to the processing step or operation of job j 
on machine k. [7] 

The processing time of a job j on machine i is represented by 
pij. The release date of a job j is represented by rj and can also be 
referred to as the provisioning time. It is the time at which job j 
arrives in the system, i.e. the earliest time at which job j can be 
processed. The actual starting time of a job is represented by tj. 
[8] 
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The latest completion date or due date of job j is referred to 
as dj and represents the binding dispatch or completion date. 
Completing the job after the completion date may be allowed, 
but will result in the imposition of a penalty. If a completion date 
for job j must be met, it is referred to as a deadline and is defined 

as dj. [1] 
The makespan Cmax is the total time required to complete a set 

of jobs on one or more machines. The goal in many scheduling 
problems is to minimize the makespan Cmax, especially when it 
comes to making optimal use of the capacity of machines or 
workstations and minimizing idle times. An overview of these 
parameters is given in Figure 1. 

Figure 1: Representation of job characteristics

3. Objective and Approach 

The aim of this report is to create a job scheduling system for 
optimizing production planning of gear grinding machines in a 
research institute's gear department. This system aims to 
simplify planning, improve visualization, and enhance planning 
reliability for both research and industrial projects. The 
approach involves analyzing production requirements, including 
existing machinery, orders, and time constraints.  

Based on the requirements analysis, a mathematical 
formulation of the scheduling problem is derived. This involves 
modeling machines, orders, and time constraints while aiming 
for a practical yet adaptable model. 

Next, the model is implemented in the programming language 
Python and solved using appropriate software. Validation is 
conducted using test data sets to assess correctness and solver 
performance. Both, commercial and open-source solvers are 
employed for this evaluation. 

4. Modeling of the Scheduling Problem 

This chapter elucidates the current state of machinery, 
clamping systems, and procedural factors impacting production 
order planning. It derives boundary conditions from available 
data and formulates assumptions for modeling the scheduling 
problem, culminating in its mathematical description. 

4.1. Manufacturing process in the Gear Department
The gear department of the WZL of RWTH Aachen University 

currently possesses two machines dedicated to the hard 
finishing of gears. These machines are the KX 500 Flex by KAPP 

NILES (referred to as KX 500) and the Viper 500 by KLINGELNBERG

(referred to as Viper).  
Both the KX 500 and Viper machines offer versatility in gear 

production, and are capable of performing operations such as 
profile, internal profile, and generating grinding. They can 
handle gears with a maximum tip diameter of da = 500 mm. 
However, their technical specifications differ, particularly in 
terms of module range mn and maximum gear width b. 

The Viper machine primarily serves research purposes, 
predominantly within a university setting, where it is employed 
for investigating the profile grinding process. In contrast, the 

Kapp KX 500 is assigned to research purposes in regard to 
generating grinding and the manufacturing of test gears. 

In addition to these primary distinctions, various influencing 
factors come into play, including clamping methods, interfering 
contours, and tool availability, which can impact the choice 
between the two machines. However, the machine selection 
may also be swayed by factors such as the current workload and 
other constraints. 

Current scheduling processes cover a timeframe of 3-5 months 
and typically involve managing approximately 10-15 jobs. 
Nevertheless, the ability to adapt flexibly to personnel or 
material shortages, whether arising from workforce constraints 
or tool and machinery availability, is essential. The frequency 
and extent of these adjustments can vary, occurring on a weekly 
or monthly basis depending on the specific circumstances. 

4.2. Problem formalization
Considering the machine environment and the constraints or 

specifications of the production job, the following boundary 
conditions and assumptions for the model are delineated.  

Boundary conditions 
(1)  Due dates: Each job has a fixed end time by which it must 

be completed at the latest. 
(2)  Availability: The jobs have an availability from which they 

can be started. They cannot be processed before this time. 
(3)  Sequence: There is no predefined sequence. The sequence 

is determined based on the availability of machine capacity and 
the due dates. 

(4)  Process times: Each job has a specific process time, which 
specifies how long this job takes on a machine to be fully 
completed. 

(5)  Mandrels: There is a limited number of mandrels for part 
clamping. If two jobs on different machines require the same 
mandrel, they cannot be processed at the same time. The same 
applies to shaft grinding. 

(6)  Two machines: Two gear grinding machines are available, 
on each of which only one job can be carried out at a time. 

(7)  Prioritization: The jobs are not prioritized. Prioritization is 
defined implicitly via the due dates of the respective job.  

(8)  Machine assignment: Some jobs must be executed on a 
specific machine, while other jobs can be processed on both 
machines. 

(9)  Machine speed: Both machines work at the same speed 
and have the same performance capacities. 

(10)  Maintenance and repair: The maintenance and repair of 
the machines can be specified as a job with a start and end date 
and an equivalent duration. This blocks other jobs at the 
relevant time. 

Assumptions 
The following assumptions are made in order to simplify the 

scheduling problem and map it realistically: 
(1)  Tools and Workpieces: It is assumed that tools and 

workpieces are readily available and prepared for each job as 
soon as the job becomes available. All requisite preparations 
have been executed in advance. 

(2)  Set-up time: The set-up time for each job is variable and 
cannot be standardized. It is therefore taken into account in the 
production time or process time of the respective job. 

(3)  Set-up process: The set-up process for the machines can 
take different lengths of time. This variance is also taken into 
account in the process time of the respective jobs. 

(4)  Quality recording: The recording of the quality of the 
manufactured gears during the production process is already 
included in the process time of the respective job. 

Job 1
Release date r1 2
Processing time p1 4
Due date d1 8
Start time t1 3

Job 2
Release date r2 5
Processing time p2 2
Due date d2 9
Start time t2 7

Job 3
Release date r3 1
Processing time p3 4
Due date d3 10
Start time t3 1

Number of jobs n 3
Number of maschines m 2

Time t / -

M
a
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e

1

1

2

Gantt representation of job characteristics

p2,3 = 4

p1,2 = 2

1 5 10

p1,1 = 4

t3 = r3 = 1

d3 = 10 

r2 = 5 d2 = 9t2 = 7 

r1 = 2 

t1 = 3 d1 = 8

Cmax = 9

Job 2

Job 3

Job 1
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(5)  Process times: The process times are identical on both 
machines for all jobs. However, since a change is conceivable, 
the following problem is modeled with variable process times 
depending on the respective machine. 

(6)  Interruption: Jobs cannot be interrupted. Jobs with large 
quantities can be divided into smaller jobs. 

Taking these boundary conditions and assumptions into 
account, the scheduling problem is modeled and a suitable 
strategy for optimizing production planning is developed. 

4.3. Mathematical formulation 
Certain indices, parameters and decision variables are 

required for modeling.The indices, sets and variables are shown 
in Table 1.  

Table 1 Variables required for modelling

Variables  Description 

Cmax Makespan 

i,j ∈ J = {1, 2, ..., n} Amount of jobs 

k ∈ = {1, 2 } Amount of machines 

ri Release date of job i 

di Due date of job i 

ti Start time of job i 

pik Process time of job i on machine k 

xik Allocation of job i on machine k 

yij Processing of job i before job j 

wij Usage of Ressources of job i and j 

M A big number e.g. 10,000 

Based on the selected indices, parameters and decision 
variables, the scheduling problem can be defined as depicted in 
Figure 1 and Figure 2. The objective of the optimization is 
described by Eq. (1) to minimize the makespan Cmax or the 
completion time, see Table 2. Eq. (2) defines that the start time ti

of a job i plus the respective process time pik must be less than 

or equal to the completion time d� i. This equation prevents a 
production delay of the jobs. Eq. (3) specifies that the start time 
ti of each job must be greater than the respective release time 
ri. Provided that all release times ri are greater than or equal to 
0, it is also ensured that the start time ti is not shifted into a 
negative time range. 

Table 2 Equations 1-7

Eq. (4) and Eq. (5) establish a direct sequential relationship 
between two jobs i and j. Both constraints specify that jobs 
processed on the same machine cannot occur in parallel. The 
formulation guarantees that the start time ti and its 
corresponding processing time pik must be less than or equal to 
the start time of the succeeding job j. 

Eq. (6) and Eq. (7) introduce the variable wij to consider 
mandrel usage and shaft grinding. Job start times ti and tj are 
determined as in Eqs. (4) and (5). However, a sequencing 

constraint is applied only when jobs i and j are processed on 
different machines, requiring limited mandrel availability. 

Further mathematical formulations are depicted in Table 3. 
Eq. (8) ensures that when switching between the profile and 
generating grinding process for jobs i and j, an additional setup 
time is taken into account.  

The sum of the decision variables xik across all machines k for 
each job i in Eq. (9) ensures that each job is assigned to a 
machine. If a job is already assigned to a machine by a user, the 
secondary condition is ignored. 

Eq. (10) states that the sum of all start times and process times 
for all machines is less than or equal to the makespan Cmax. The 
factor xik ensures that the respective process time is only taken 
into account if a job is actually executed on the corresponding 
machine. 

Eq. (11) and Eq. (12) define the partial machine assignments 
or the mandrels used and the necessity using a shaft clamping 
system. If a decision variable is part of a table specified by the 
user for the machine assignment Lpred or the mandrel 
assignment Wpred (pred for predetermined), the value of the 
decision variable is assigned according to the specification. 

Eq. (13) defines the type of decision variables for xik, yij and wij. 
All three decision variables are defined as binary variables. This 
condition means that the variables can only assume the values 0 
and 1.  

Eq. (14) ensures that the makespan Cmax is greater than or 
equal to zero. This prevents the makespan Cmax from being 
optimized into the negative range. 

Table 3 Equations 8-17

5. Validation of the scheduling system

To ensure the functionality of the scheduling system with 
regard to the boundary conditions and the target function, 
various scenarios are analyzed using test data sets. This is 
followed by a comparison of the functionality of the commercial 
Gurobi solver with the freely available PuLP solver. 

The first test data set is used to verify whether the boundary 
conditions, see section 4.1, are met. These include the 
limitations that no jobs may be processed in parallel on a 
machine, the release time ri of the jobs must be met and the due 

date d� i must not be exceeded. Six different jobs are scheduled 
for optimization in the first test data set. 

All jobs have the release time ri = 1, but have different process 

times pik and individual end times d� i at which the jobs must be 
completed. The results show that parallel processing on one 
machine can be ruled out, see Figure 2. Therefore, it was possible 
to assign a sequence relationship to all jobs. 

Furthermore, all jobs were evenly distributed between the 
two machines in order to minimize the makespan Cmax. Each 
machine was assigned a job with a process time pik = 1, 2 and 3 
respectively. The makespan is Cmax = 7, which corresponds to the 

1) Objective

2) Deadline

4) Sequence

5) Sequence

7) Resources

6) Resources

Description Mathematical Formulation

3) Start time

*

*

*

*

*

8) Process

9) Allocation

10) Def. Cmax

11) Allocation xik

12) Allocation wik

13) Def. Variables

14) Limitation Cmax

Description Mathematical Formulation

*
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latest end time d� i of jobs 1 and 4. All specified end times were 
met.  

Figure 2. Results of a validation test 

Due to the availability of two mandrels of the corresponding 
size 2, parallel machining on two machines is possible without 
any problems. The results of the optimization show the 
functionality of considering the availability of different 
mandrels. Jobs that require a mandrel that is only available once 
are not scheduled in parallel. When using mandrels that are 
available twice, however, jobs can be scheduled in parallel. 

For the second test, the machining processes, profile grinding 
(P) and generating grinding (W) were specified. Based on the 
specified process, it is checked whether a sequence of identical 
processes leads to reduced setup times and the avoidance of 
penalty costs. The results are shown in Figure 3.  

Figure 3. Results of the second validation test

There are no changes to the assignment of jobs on the KX 500 
Flex, as there is already an optimum here. However, there are 
significant changes in the sequence on the Viper. Job 1 was 
scheduled to start in week 3. Job 2 starts on the same day as 
week 1, while the start of job 3 has been moved to week 4. This 
postponement ensures that the grinding process is not 
interrupted by another process. 

6. Performance comparison

In a comparison, the solving speed of the commercial solver 
Gurobi and the open source solver PuLP is analyzed, see Figure 4. 

The scheduling system was implemented using the commercial 
solver Gurobi. To analyze the difference with an open source 
solution, a comparison was made. The results show that there is 
a critical threshold of 19 jobs, beyond which the solution time 
increases significantly from seconds to minutes and beyond. For 
example, with a job count of 20, the Gurobi solver requires 770 
seconds (equivalent to approx. 13 minutes), while finding a 
solution with PuLP takes 5,500 seconds (approx. 1.5 hours). With 
a job count of 50, these times increase to 4,500 seconds (75 
minutes) for Gurobi and 53,500 seconds (approx. 15 hours) for 
PuLP. These data illustrates the exponential influence of the 
number of jobs on the increasing complexity of the problem and 

the associated solution time. A duration of 770 seconds can be 
considered acceptable in the context of optimization, as it 
represents a significant time saving compared to manual 
optimization methods. This assessment also applies to a 
duration of 4,500 seconds with a job count of 50. However, the 
comparison suggests that with increasing complexity, a 
commercial solver such as Gurobi is preferable. 

Figure 4: Results of a performance comparison

7. Summary and outlook

This report outlines the development of a tailored scheduling 
system for hard finishing at the gear department of WZL of 
RWTH Aachen University. The main goal was to create an 
efficient and adaptable production schedule for two specialized 
machines: the KX 500 Flex from KAPP NILES and the Viper 500 KW 
from KLINGELNBERG. 

Through analysis, a flexible mathematical model for machine 
occupancy and clamping systems was formulated and 
implemented using Python and the Gurobi solver. Validation 
with two data sets confirmed functionality and adherence to 
specifications. A comparison with the PuLP solver showed 
significant time savings and efficiency gains as dataset 
complexity increased. 

The development of a job scheduling system at WZL Gear 
Department not only enhances operational efficiency within this 
academic setting but also holds significant potential for broader 
industrial application. This research, while specific to the WZL's 
unique needs, offers a scalable and adaptable framework that 
can inform scheduling practices in various manufacturing 
sectors. This work provides a methodological blueprint for 
industries facing similar production challenges, emphasizing the 
broader applicability and potential of academic research to 
improve industrial production planning and efficiency. 
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Abstract 

Titanium alloy, one of the representative difficult-to-machine materials, is light, has high high-temperature strength, and has 
excellent mechanical properties, so it is widely applied to major parts such as aviation and space. However, due to low thermal 
conductivity during cutting, a lot of heat is generated, so tool life is short and tool management is difficult. When machining titanium 
alloy, it is important to detect the condition of the tool and determine the appropriate replacement time when machining with one 
tool for a long time or when a large amount of machining is required. To monitor a tool during machining, it is necessary to measure 
signals generated during machining and find a way to determine the relationship between the condition of the tool and the machining 
signal. For this, it is useful to apply an AI-based analysis model. In this paper, a machining experiment of titanium alloy was conducted 
using an end mill tool with a diameter of 16mm to obtain the necessary data, and a monitoring system was created by attaching an 
acceleration sensor to the main axis of the machining equipment. In addition, tool wear was periodically measured using an optical 
microscope and used for data collection and tool condition analysis. In order to apply it to the AI-based analysis model, the signal 
from the acceleration sensor generated during processing was obtained as time series data. The acquired time series data was directly 
applied to an AI model combining CNN, LSTM, and MLP (Multi-Layer Perceptron) to train an AI model for multi-class classification 
that determines tool status according to signals generated during machining. Tool monitoring during the titanium alloy end mill 
process was performed and evaluated through an AI model learned using the acquired time series data. 

End mill, Titanium alloy, Tool monitoring, AI model, Time series data 

1. Introduction

Drilling and milling processes are among the oldest machining 
process that are still vastly practiced in the recent manufacturing 
industry. Modern machining sector has been establishing an 
effort in developing automated machines that are competent of 
precisely detecting tool defects to avert machining processes 
from continuously running with defected tools. A study 
disclosed that the manufacturing and production industries 
spend most of the whole operating costs on machine 
maintenance [1]. Estimating tool life is crucial, but challenging to 
be achieved and although tool manufacturer provides an 
estimated period of tool life [2], the information provided could 
not be fully relied on due to the fluctuation of tool lifespan [3], 
and implemented machining parameters.  

Certain characteristics of the work materials such as low 
thermal conductivity, strong chemical reactivity with the cutting 
tool materials at high temperatures, and relatively low elastic 
modulus, make Titanium alloy as one of the difficult-to-cut 
materials [4]. The deformation or damage of the sharp edges of 
the cutting tool due to the interaction between the tool and the 
workpiece during machining is called tool wear. Deterioration of 
product quality due to tool wear and increase in product cost 
due to frequent tool replacement are major issues in machining 
difficult-to-cut-materials. In manufacturing, cutting tool failure 
increases costs and maintenance time and reduces production 
rates. When machining titanium alloy, it is important to detect 
the condition of the tool and determine the appropriate 
replacement time when machining with one tool for a long time 

or when a large amount of machining is required. To monitor a 
tool during machining, it is necessary to measure signals 
generated during machining and find a way to determine the 
relationship between the condition of the tool and the 
machining signal. 

Signals obtained from sensors during processing are large 
amounts of complex time series data, making it difficult to find 
patterns. Therefore, in the case of time series data, machine 
learning is mainly used to process the data by characterizing it 
with a statistical model to find appropriate patterns and learn 
them. Deep learning, which even learns the process of 
recommending and selecting features from learning data, is 
suitable for real-time monitoring because it can be applied 
directly to time series data without characterizing it with a 
statistical model. Therefore, in this study, we designed deep 
learning models consisting of a combination of CNN MLP and 
CNN LSTM MLP, and examined the model's performance by 
directly applying time series data to the designed AI model. 
Vibrations generated during machine tool processing are 
measured using an acceleration sensor and analyzed using an AI-
based analysis model to identify the relationship between the 
processing state of the machine tool and the tool condition. 
Signals that fluctuate according to the processing state of the 
machine tool were collected, and an AI model for multi-class 
classification was designed and evaluated by combining CNN, 
LSTM, and multi-layer perceptron (MLP). 
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2. Experiments

The machining experiment of titanium alloy (Ti-6Al-4V) was 
conducted using an end mill tool with a diameter of 16mm to 
obtain the necessary data, and a monitoring system was created 
by attaching an acceleration sensor (Kistler 8688A10) to the 
spindle of the machining equipment as shown in figure 1. A case 
for installing the accelerometer was manufactured and attached 
to the non-rotating part of the spindle with adhesive. NI-9234 
and cDAQ-9178 were used for data acquisition, and the sampling 
rate was 20kHz. The cutting conditions (cutting speed: Vc, feed: 
fz, axial depth of cut: Ap, radial depth of cut: Ae) are showed in 
table 1. Side milling was applied as shown in figure 2(a), and 
figure 2(b) shows the state of the workpiece after processing. In 
addition, tool wear was periodically measured using an optical 
microscope and used for data collection and tool condition 
analysis. 

Figure 1. Experimental Set-up and installation of acceleration sensor 

Table 1 Cutting conditions

Vc (m/min) fz (mm/tooth) Ap (mm) Ae (mm) 

80 0.1 5.0 3.0 

(a) Cutting path 

(b) Workpiece after cutting 
Figure 2. Cutting path and workpiece after cutting 

Figure 3 shows the signal of acceleration sensor and the 
relation between obtained signal and tool wear. In order to 
obtain processing characteristic signals according to tool wear, 
the tool states are classified into 6 categories such as no wear 

(first point), very light wear (second point), light wear (third 
point), moderate wear (fourth point), and severe wear(max. 
peak of the graph), and tool failure (fifth point). 

Figure 3. Data comparison between the signal of acceleration sensor and 
tool wear 

Figure 4. Flowchart of the signal analyzation through CNN LSTM MLP 

3. Data analyzation methods

Recently, in the case of AI models that combine CNN 
(Convolution Neural Network) and LSTM (Long Short-Term 
Memory), there have been many reported cases of designing AI 
models with high accuracy and reliability by directly applying 
time series data to find the best features [5 - 6]. 

To analyze the state of the tool using the processing signal of 
the machine tool, we designed and trained an AI model for 
multi-class classification by combining CNN, LSTM, and multi-
layer perceptron. The process of learning by applying 
acceleration sensor signals for each tool wear condition to the 
AI model is summarized in figure 4. A study was conducted to 
predict the tool wear by directly applying time series data to an 
AI model created using CNN and hybrid deep learning 
techniques, and various models combined CNN MLP and CNN 
LSTM MLP were reviewed.  

60



Figure 5. Architecture of CNN MLP for deep learning 

Figure 5 and figure 6 show the structure of a model combining 
CNN MLP and CNN LSTM MLP. Figure 5 is the architecture of a 
model designed with an input layer, CNN layer, Dense layer, and 
output layer, and figure 6 is the architecture of a model designed 
with an input layer, CNN layer, LSTM layer, Dense layer, and 
output layer. 

Figure 6. Architecture of CNN LSTM MLP for deep learning 

4. Results and discussion

The learning curves composed of the model accuracies and 
losses of each CNN MLP architecture and CNN LSTM MLP 
architecture are presented in figure 7 and figure 9. The 
confusion matrix was plotted for each CNN MLP architecture 
and CNN LSTM MLP architecture, as shown in figure 8 and figure 
10, based on the predicted and true labels for each tool 
condition. The evaluation metrics of the confusion matrix for 
each AI model is summarized in table 2. As a result of verifying 
the learned model with test data, the accuracy and evaluation 
indexes of CNN LSTM MLP architecture was higher than that of 
CNN MLP architecture. As a result of evaluating the AI model of 
CNN LSTM MLP architecture with test data, the accuracy was 
over 95% and the developed model was able to classify each 
data precisely based on the true label.  

(a) Training score 

(b) Model loss 
Figure 7. Training score and model loss curve by test data (CNN MLP 
architecture) 

Figure 8. Confusion matrix of CNN MLP architecture plotted based on 
true and predicted data 

(a) Training score 
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(b) Model loss 
Figure 9. Training score and model loss curve by test data (CNN LSTM 
MLP architecture) 

Figure 10. Confusion matrix of CNN LSTM MLP architecture plotted 
based on true and predicted data 

Table 2 Evaluaiton metrics of the confusion matrix for each AI model

AI 
model 

Macro 
precision 

(%) 

Macro 
recall (%) 

Macro 
F1-score 

(%) 

Accuracy  
(%) 

CNN + 
MLP 

90 90 90 89.9 

CNN + 
LSTM 
+ MLP 

98 98 98 98.2 

5. Conclusion

In order to predict and monitor the state of the tool during 
processing of titanium alloys, an AI model for multi-class 
classification was designed and trained by combining CNN, LSTM 
and a multi-layer perceptron to analyze the state of a tool using 
processing signals of a machine tool. The performance of the AI 
model, which classifies the tool states into 6 categories.  

To predict the tool wear by directly applying time series data 
obtained from acceleration sensors during machining to an AI 
model created using CNN and hybrid deep learning techniques, 
various models combined CNN MLP and CNN LSTM MLP were 
reviewed and evaluated. As a result of verifying the learned 
model with test data, the accuracy and evaluation indexes of 
CNN LSTM MLP architecture was higher than that of CNN MLP 
architecture. As a result of evaluating the AI model of CNN LSTM 
MLP with test data, the accuracy was over 95% and the tool state 
was successfully predicted. In the future, it is believed that 

collecting and analyzing more data can develop into predictive 
maintenance technology that can predict tool state 
abnormalities during processing. 
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Abstract 

Typical flexure-based XY-stages have a serial design, and their layout results in the flexures being loaded in flection in face of heavy 
payloads or vertical loads. This paper presents a design with zero parasitic shift in which all flexures are loaded in 
traction/compression, resulting in a high-precision and high-load-capacity flexure-based XY-stage. A proof-of-concept demonstrator 
validates the concept and numerical simulations indicates sub-micron straightness error. 

Flexure, XY-stage, high precision, straightness, compliant mechanism 

1. Introduction 

XY-stages are standard mechanical components that provide 
in-plane motion and are typically implemented with rolling 
bearings. The precision of these systems, which lies within the 
micron range, can be increased by turning towards flexure-
based stages. These flexures, which rely on elastic deformation 
of flexible elements within the mechanism, are free from friction 
and provide a high repeatability which is desirable for high-
precision applications. Moreover, flexures have the advantage 
of being compatible with vacuum or clean environments. In 
conventional designs for flexure-based XY-stages, all the blades 
lie within the plane of motion [1-3]. This configuration has the 
disadvantage of losing its straightness when high loads are 
applied along the z-axis, for example when moving a heavy 
payload (assuming the z-axis is vertical). It is indeed 
advantageous to avoid parts working in flection or in overhang 
[4]. Several XY-stage designs with parts working in traction or 
compression exist in the literature [5], but these suffer from 
parasitic motion (which forms a straightness error). This paper 
provides the design of a flexure-based XY-stage with zero 
parasitic motion and in which all key flexures are solicited in 
traction or compression, resulting in a high load capacity and 
high stiffness-to-load properties. 

2. Kinematics of the mechanism and working principle

The two sources of inspiration for this design will be 
introduced and will then be combined to form the presented 
mechanism. Its mobility, internal degrees-of-freedom and 
overconstraints will be studied using Grubler’s method. The 
design will then be further modified to improve its load capacity, 
compactness, and manufacturability.  

2.1. Sources of inspiration 
The compound linear stage is a well-known one-degree-of-

freedom linear stage in which two parallel leaf spring stages are 
stacked in series to cancel out each other’s parasitic motion. This 
design is underconstrained and requires a coupling lever that is 
connected to the base via a pivot, and whose role is to ensure 
proper synchronisation between the intermediate stage and 

end-effector, as shown in Fig. 1. A connecting rod is also required 
between the coupling lever and both the intermediate stage and 
end-effector. Their role is to impose the lever’s x-motion to the 
end-effector and intermediate stage while tolerating relative z-
motion and pivoting.  

Figure 1. coupled compound flexure linear stage. This is a one-degree-
of-freedom mechanism in which the end-effector moves along the x-

axis. 

The second source of inspiration is the three-rod-XY-stage 
presented in [6] (Fig. 2). This design allows planar XY-motion and 
z-rotation but suffers from a parasitic straightness error due to 
beam shortening.  

2.2. Working principle  

The presented design consists of two stacked three-rod-XY-
stages which are synchronised with a central coupling lever, 
effectively creating a coupled compound XY-stage. The 
particularity of this slaving mechanism is that the coupling lever 
must now be linked to the base via a tip-tilt joint (allowing 
rotation around the x- and y-axes), and an equivalent to the 
connecting rods must be implemented which imposes both the 
x- and y- motion of the coupling lever to the end-effector and 
intermediate stage, while still tolerating relative z-motion and 
tilting. The tip tilt joint consists of a flexure CV-joint presented in 
[7] and the connecting rod equivalent is implemented with three 
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coplanar flexible rods. The working principle of the mechanism 
can be seen in Fig. 3. 

Figure 2. three-rod-XY-stage, allowing planar xy-motion as well as 
rotation around the z-axis. 

Figure 3. Overview of the mechanism. The CV-joint is a sectional view 
and therefore only three of its four flexible rods are visible. 

2.3. Mobility, degrees-of-freedom and overconstraints of the 
XY-stage 

The structure’s mobility is evaluated using Grubler’s method. 
The mechanism’s rods can be seen as joints with five degrees-
of-freedom [5]. The resulting mobility M is given by:

� = 6� − ∑ (6 − ��)
�
��� =2, 

with � = 3 being the number of moving parts, � = 16 being 
the number of joints (i.e. the number of rods) and �� = 5 being 
the degrees-of-freedom of each rod. 

The mechanism has therefore two degrees-of-freedom and is 
free from overconstraints and internal degrees-of-freedom. 

To help the understanding of the mechanism, the rigid parts 
and their connectivity is shown schematically in Fig. 4: 

Figure 4. Summary of rigid parts and joints connecting them. The joints, 
represented by the red dotted lines, all consist in wire-flexures (i.e. 

rods, 5-degree-of-freedom linkages). 

2.4. Improved flexure design      
Even though the design shown in Sect. 2.3 is exactly 

constrained, it lacks compactness and does not have a large load 
capacity. Indeed, even though the six vertical rods are loaded in 
traction and compression, their slenderness prevents them from 
sustaining vertical loads efficiently. 

It can also be seen in Fig. 3 that the fixed base is present in two 
locations: once linked to the intermediate stage, the other linked 
to the coupling lever. This base spanning a large distance is 
detrimental for precision but is best to find compact designs [4].  

The improved version results in the structure shown in Fig. 5: 

Figure 5. Overview of the improved design. The ground is in three parts 
which are then all fixed to a plate (not shown here). 

 The six vertical rods are replaced by legs consisting of two 
pairs of stacked blades. Each pair of stacked blades acts as a two-
degree-of-freedom universal joint and increases the load 
capacity and stiffness-to-load [5]. 

The coupling lever is shortened by opting for a remote centre 
of compliance (RCC) ball-joint, highlighted in Fig. 6. This ball-joint 
is based on [8], in which the flexible rods are again replaced by 
stacked blades. The advantages of this RCC design are its 
compactness and that it shares the same base as the six vertical 
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rods. This joint no longer blocks torsion around the z-axis and 
the end-effector now has three degrees-of-freedom: 
XY-planar motion and a z-rotation. 

Figure 6. Highlight of the RCC coupling lever with its remote centre of 
rotation. 

3. Demonstrator prototypes

The complexity of this design is a good opportunity to 
showcase the benefits of additive manufacturing. A first cheap 
demonstrator prototype is constructed out PA12 (Nylon) by SLS, 
on which the straightness of motion was experimentally 
measured. A second prototype made of steel and printed by SLS 
is currently underway, for which the numerical results for 
straightness and stiffness-to-load will be shown. 

3.1. PA12 demonstrator prototype      
The constructed demonstrator prototype out of PA12 is shown 

in Fig. 7: 

Figure 7. picture of the PA12 3D-printed prototype. 

The XY-stage is actuated by means of three manual 
micrometric screws (as there are three degrees-of-freedom) 
with preloading springs to ensure contact between the screws 
and the end-effector. The straightness error was measured in a 
preliminary manner using a height measuring gauge, suggesting 
as straightness error of +-3 um. In the setup, the XY-stage was 
fixed to a reference Granit surface plate and the height gauge 
measured the z-motion of the end-effector (always on the same 
target fixed to the end-effector). Moreover, the linear 
component in the measured height was removed, as it is not a 
straightness error, but comes from the plane of motion not 

being parallel to the Granit surface plate. After inspection 
however, the repeatability of the measurement was also in the 
range of +-3 um, meaning that a more precise measurement 
setup should be considered. Though the numerical values of this 
experiment are inconclusive, they show that the low-cost 
prototype is still able to provide a straightness in the order of a 
few microns.  

Figure 8. Measured straightness error of the PA12 demonstrator 
prototype. Note: the value at +20 um is most likely a measurement 

error, suggesting a straightness error of +-3 um. 

3.2. Steel 3D-printed prototype      
The second, higher quality, steel 3D-printed prototype is 

currently under fabrication and is shown in Fig. 9. The printing 
of the connecting rods is difficult for this technique as they are 
horizontal. For this reason, only the vertical legs and the RCC 
coupler are printed. The connecting rods and end effector are 
then added during assembly. 

Figure 9. Left: 3D-printed part 
Right: After assembly of the connecting rods and the end-effector. 

The expected straightness error for the end-effector has been 
estimated by simulating a selection of vertical loads (in the  
(-z) direction). For simplicity, the stage was displaced in a single 
direction, therefore using only one of its two degrees-of-
freedom. The results are shown in Fig. 10. It should be noted that 
the simulation considered geometric non-linearities. 

To reduce the computation time and simulation complexity, 
only the flexible elements were simulated, assuming the rest of 
the parts as infinitely rigid, as shown in Fig. 11. 
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Figure 10. Simulated parasitic motion of the end effector for the steel 
3D-printed stage for a selection of vertical compressive loads. 

The parasitic motion lies within 0 to 1 micron for loads up to 
10 N, corresponding to a straightness error of +-0.5 um. It can 
also be seen that the straightness errors for the 0 N and 10 N 
loads have an almost constant difference of 0.3 um. Last, even 
for zero load, the straightness error is roughly parabolic. 

Figure 11. FEM simulation (COMSOL) of the XY-stage at 5 mm stroke. It 
can be seen that only the flexible elements are simulated and that the 

stress does not exceed 350 MPa. 

4. Discussion

The PA12 demonstrator prototype validates the concept of the 
kinematics, as it was shown experimentally that the straightness 
error is within several microns. This demonstrator also 
highlighted the need for a more precise measurement setup, as 
the straightness error is within the measurement noise. 

The simulated metal further consolidates the concept by 
reaching a straightness error of +-0.5 um for loads up to 10 N. It 
should be noted however that the performances will be lower 
for a physical prototype, as the connecting parts are not 
infinitely rigid and as there will misalignments between the 
parts. 

Moreover, the small vertical shift of 0.3 um between the non-
loaded and 10 N loaded stage shows how this design is well 
suited to move heavy objects with little loss of straightness. 

Lastly, the straightness error may yet be further improved by 
adjusting the position of the connecting rods as these will adjust 
the quadratic straightness error of the stage. 

5. Conclusion

This paper presented the concept, design, and kinematics of a 
flexure-based XY-stage. The particularity of this design is that it 
follows a planar motion with high-precision and that its load-
bearing flexures are all solicited in traction/compression. This 
last property is what allows the stage to withstand higher 
vertical loads and to have a high stiffness to these loads. 

Future work includes fabricating the steel 3D-printed 
prototype. It will also be necessary to implement a new 
measurement procedure as it was highlighted by the PA12 
demonstrator. Actuation will be a key issue for the automation 
of this stage. 
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Abstract 
 

CNC milling, one of the most essential and popular machining processes in the manufacturing industry, shows highly time-varying 
and complicated dynamical characteristics. The importance and complexity of the milling processes have made tool condition 
monitoring (TCM) a hot issue over the past decades. Recently, the rapid development of machine learning has set off new waves in 
various fields of industry. Numerous TCM methods utilizing machine learning methods have been explored, and most of them focus 
on tool wear monitoring, including wear state identification and remaining useful life prediction. However, there is still a lack of 
capability to predict tool breakage, a more severe and unexpected cutting tool failure mode, concurrently with tool wear status using 
machine learning. Therefore, the article provides a state-of-the-art review of tool state recognition (TSR), indicating the identification 
of the holistic tool states from health, wear, and breakage. Specifically, the main sections outline traditional machine learning 
methods that require signal processing and feature extraction and advanced neural network models that can detect tool states across 
different working conditions. Three primary methodologies are selected to present a more reliable analysis and intuitive comparison, 
including typical traditional methods, advanced machine learning, and transfer learning. Benchmark studies are carried out for a tool 
vibration dataset collected by milling experiments under different working conditions to compare the recognition accuracy and 
computational efficiency quantitatively. The comparison results address the primary strengths and weaknesses of current methods 
for TSR. Finally, potential research directions are concluded to enhance TSR's accuracy, efficiency, and reliability. 

Milling, Neural networks, Pattern recognition, Tool 

 

1. Introduction  

CNC milling, which utilizes rotational cutting tools to 
intermittently cut workpieces into desired geometric surfaces, is 
one of the most popular and efficient machining processes in the 
manufacturing industry. Due to the complex mixed physical and 
chemical effects caused by forces, shocks, and heat, cutting 
tools, which are the most active cutting element during the 
milling process, have high failure risks [1]. Recently, due to the 
fast development of sensing and information technology, 
various monitoring signals have been collected during the 
milling process, and machine learning has become the foremost 
tool in TCM. However, most TCM studies focus on progressive 
tool wear, such as wear state identification, wear volume 
estimation, and remaining useful life prediction. Much less 
attention has been paid to tool breakage, which is a more severe 
and unexpected tool failure mode during the milling process.  

In order to illustrate the difference between tool breakage and 
progressive tool wear, a schematic diagram of degradation 
curves for both situations is given in Figure 1. The average flank 
wear width (VB) is a widely accepted metric to evaluate the tool 
life. As shown in Figure 1(a), there are three distinct stages for a 
progressively worn tool: initial wear, normal wear, and severe 
wear. The VB values of the tool increase rapidly in the initial 
wear stage and severe wear stage and vary slowly in the normal 
wear stage. However, as shown in Figure 1(b), the VB values 
suddenly jump to a high level close to failure once tool breakage 
occurs. Usually, tool breakage is prone to occur in the initial wear 
stage due to improper setting of cutting parameters at the 
beginning and in the severe wear stage due to the rapidly 
growing forces acting on the tool with accumulation wear. Tool 
breakage may also occur when the machining workpiece has a 

high hardness and the tool is relatively brittle. Additionally, 
milling chatter is another main cause of tool breakage. Although 
analytical models were developed to guide parameter selections 
[2], the changing geometrical status of cutting tools and 
unexpected fluctuations in cutting depth could turn stable 
milling into unstable conditions, and further lead to tool 
breakage [3,4]. Compared to monitoring progressive tool wear, 
the detection of tool breakage is more difficult because the tool 
breakage occurs randomly and instantaneously without 
warning. Therefore, the quality of the monitoring signals and the 
detection algorithms need to be further improved to identify the 
tool breakage status [5]. 

 
Figure 1. Schematic diagram of progressive wear and breakage 
degradation curves. (a) Progressive tool wear. (b) Tool breakage. 

2. TSR review   

2.1. Feature extraction for TSR  
Generally, feature extraction methods could be categorized as 

time-domain methods, frequency-domain methods, and time-
frequency domain methods. Time-domain analysis has the 
advantage of inexpensive computation. Cutting force signals can 
directly reflect the dynamic variation between tools and 
workpieces, so multiple studies extracted time-domain features 
from force signals for TSR [6]. Altintas et al. [7] utilized the 
difference of force signals to detect the tool breakage in the 
milling process. Since the current/power varies rapidly with the 
cutting force and its measurement does not require additional 
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sensors, various time-domain statistical features like the 
maximum, average, and standard deviation can be extracted 
from current/power signals for TSR [8]. Another efficient signal 
for time-domain analysis is acoustic emission, the primary 
advantage of which is that the significant frequency range 
relevant to tool status is much higher than that of the 
environmental noise and machine tool vibration [9].  

The frequency-domain analysis utilizes the fast Fourier 
transform (FFT) to convert time-domain signals to the frequency 
domain, and tool failure features are then extracted from the 
frequency spectra [10]. Compared to pure frequency-domain 
analysis, the time-frequency analysis is more powerful and more 
appropriate for the nonstationary and nonlinear monitoring 
signals [11]. Short-time Fourier transform (STFT), empirical 
mode decomposition (EMD), and wavelet transform (WT) are 
mainstream time-frequency methods. STFT is an extension of 
FFT and can simultaneously analyze signals in both time and 
frequency domains [12]. WT and its variants, such as discrete 
wavelet transform (DWT), continuous wavelet transform (CWT), 
and wavelet packet decomposition (WPT) could be the most 
popular time-frequency methods. The ability to use high-
frequency resolution makes them powerful in the feature 
extraction of TSR [13]. Compared to WT and its variants, EMD 
can adaptively decompose signals into a series of intrinsic mode 
functions (IMFs), which has the advantage of not requiring any 
predetermined parameters and functions [14]. Hilbert 
transform [15] and energy-based analysis [16] are widely 
combined with EMD for TSR.   
2.2. Machine learning-based TSR    

Machine learning is widely used in TSR to predict the tool 
states from extracted features, including support vector 
machine (SVM), hidden Markov model (HMM), random forest 
(RF), clustering, and artificial neural network (ANN). SVM, 
developed by statistical learning theory and structural risk 
minimization principle, is a popular machine learning algorithm 
[17]. HMM consists of a Markov process that describes 
transition sequences of hidden states and a random process that 
establishes observation sequences of hidden states [18]. RF is a 
typical ensemble learning method that combines the output of 
multiple decision trees to give a comprehensive prediction [19]. 
Dahe et al. [20] extracted statistical features from vibration 
signals and utilized RF to recognize tool conditions. Jogdeo et al. 
[21] utilized a statistical analysis method to tune 
hyperparameters of the random forest and achieved robust 
recognition of tool states.  

ANN has become the most popular decision-making method 
in various domains, which shows excellent nonlinear learning 
ability to recognize tool breakage and tool wear from signal 
features [22]. Huang et al. [23] proposed a probabilistic neural 
network for the decision-making analysis of a tool breakage 
detection system. Different from other machine learning 
algorithms, clustering is an unsupervised learning method that 
can be used for anomaly detection purposes [24]. Torabi et al. 
[25] extracted wavelet features of force and vibration signals for 
the clustering analysis, and the results showed that clustering 
methods are repeatable and noise-robust in TSR. Gui et al. [26] 
utilized the clustering method to analyze the time-domain 
features for real-time tool breakage detection. 
2.3. Deep learning-based TSR  

Deep learning models with powerful nonlinear fitting abilities 
have the advantage of handling large and complex datasets [27]. 
Typical deep learning models for TSR include auto-encoder (AE), 
recurrent neural network (RNN), and convolutional neural 
network (CNN). AE is a powerful unsupervised learning 
algorithm for the extraction of tool failure features [28]. Kin et 
al. [29] proposed a stacked AE-based CNC machine tool 

diagnosis system. Popular RNNs include long short-term 
memory (LSTM) [30] and gated recurrent units (GRU) [31], which 
are ideal options for the process of time-series tool monitoring 
signals [32]. Nam and Kwon [33] proposed a tool breakage 
monitoring system with LSTM-based autoencoders. Due to the 
outstanding ability of nonlinear mapping, CNN has become the 
actual standard in deep learning communities and is widely used 
in TSR [34]. Yin et al. [35] combined the one-dimensional CNN 
(1D-CNN) and deep generalized canonical correlation analysis 
for tool failure diagnosis based on multiple sensor signals. 

The application of deep learning models in TSR requires a large 
amount of training data. However, in the practical milling 
process, the cutting tool is only allowed to work in health 
conditions. Once the tool wear/breakage occurs, the CNC 
machine tool will shut down immediately. Namely, limited 
failure samples could be collected for TSR in the practical milling 
process. In this case, transfer learning methods are studied to 
solve the data imbalanced problem [36]. Li et al. [37] proposed 
a Wasserstein generative adversarial network to monitor tool 
breakage under data-imbalanced conditions.  

3. Benchmark study    
3.1. Experimental setup 

To perform the benchmark study of typical TSR techniques, 
milling experiments were carried out on a five-axis machining 
center. As shown in Figure  2, a three-axis accelerometer was 
mounted on the spindle box to collect the cutting vibration 
signals, and the machined workpiece is a brick with a material of 
#45 steel. The four-edge end milling cutter with a diameter of 12 
mm was studied in the experiments, and those in health, wear, 
and breakage status, as shown in Figure 3, were used to machine 
the workpiece. The cutting depth was 1 mm, and the feed rate 
was set to 0.1 mm/rev. Moreover, rotation speeds of 2000 RPM, 
2600 RPM, and 3200 RPM were used to collect cutting vibration 
signals with a sampling frequency of 12 kHz.  

 
Figure  2. Milling experimental setup 

 
Figure 3. Three different cutting tools status 

After the milling experiments, vibration signals of cutting tools 
under different health conditions (health, wear, and breakage) 
and various working conditions (2000 RPM, 2600 RPM, and 3200 
RPM) were obtained. Since these vibration signals were 
collected under actual machining processes, signal pre-
processing techniques were performed to remove the signal 
segments collected during air cutting. Finally, the X-directional 
vibration signals collected under different working conditions 
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are utilized to organize data samples, and a total of 1500 data 
samples were obtained for each condition. The constructed 
three datasets are shown in Table 1. The raw vibration signals as 
well as the frequency spectra of data samples in dataset C are 
visualized in Figure 4. 
Table 1 Dataset definition  

Dataset Spindle speed Tool condition Sample Number 

Dataset A  2000 RPM Health/wear/breakage 500/500/500 
Dataset B 2600 RPM Health/wear/breakage 500/500/500 
Dataset C  3200 RPM Health/wear/breakage 500/500/500 

 
Figure 4. X-directional vibration signals collected under 3200 RPM  

3.2. TSR methods selection 
Three typical TSR methods are selected to present the 

comparative studies, which include typical machine learning 
methods, deep learning neural networks, and transfer learning 
techniques. A brief introduction to these approaches is given as 
follows, 

1) Feature extraction with SVM (FE-SVM). As one of the most 
popular shallow learning approaches, SVM is widely used in TSR. 
Fault features extracted from the time domain, frequency 
domain, and time-frequency domain are utilized as the model 
inputs [38]. FE-SVM is introduced in comparative studies to 
demonstrate the performance of traditional shallow models for 
TSR.  

2) 1-D CNN. The 1-D CNN is a standard of deep learning 
approaches and is also widely used in TSR. Thus, a 1-D CNN with 
a typical structure of two convolutional layers and three fully 
connected layers is studied [34], which can give a comparison of 
deep models to shallow ones. The frequency spectra of vibration 
signals are utilized as the model inputs. 

3) Cross-domain adaptation networks with attention 
mechanism (CDATT). CDATT is an advanced transfer learning 
model that utilizes the attention mechanism to capture the 
significant fault features, and a joint distribution adaptation 
regularization term is constructed to solve the performance 
degradation under variable working conditions [39]. 
3.3. Results and analysis 

The comparative studies are performed under nine scenarios, 
and the identification results are given in Table 2. It is worth 
noting that the ratio of training data to test data in all scenarios 
is 7:3, and the training and testing data are the same for all 
methods. For scenarios 1, 5, and 9 where the testing samples are 
from the same dataset as the training samples, the identification 
results show that the identification accuracies of FE-SVM are 
close to 1-D CNN and CDATT, indicating that shallow learning 
models can achieve competitive performance with deep 
learning models in the scenario of same working conditions. 
However, for the other scenarios where the testing samples are 
from different datasets, the identification results show that FE-
SVM suffers from a significant performance degradation 
compared to 1-D CNN and CDATT in TSR. On the other hand, 
although the identification results of 1-D CNN are much better 
than FE-SVM, there is a distinct performance gap between 1-D 
CNN and CDATT. Namely, the results indicate that the tool 
failure features extracted by 1-D CNN are more robust than 
hand-crafted features utilized in FE-SVM, but these features 
cannot be well adapted to a fresh situation in TSR. In such 
different situations, transfer learning models like CDATT can be 
a good option for TSR. The ability to learn cross-domain tool 

failure features can solve the domain discrepancy caused by 
different working conditions. 
Table 2 Identification accuracy (%) for different models under different 

scenarios. 

No. Scenario FE-SVM  1-D CNN CDATT 

1 Dataset A to A 99.1 100 100 
2 Dataset A to B 23.87 61.93 99.29 
3 Dataset A to C 25.46 57.54 86.59 
4 Dataset B to A 27.32 63.1 99.09 
5 Dataset B to B 88.9 98.57 99.87 
6 Dataset B to C 32.2 61.47 90.32 
7 Dataset C to A 32.4 66.31 91.48 
8 Dataset C to B 37.75 73.94 99.5 
9 Dataset C to C 93.16 99.42 100 

The computation burden and efficiency of the identification 
algorithm are other evaluation metrics in TSR. The training and 
testing time of different algorithms in scenario 9 are presented 
in Table 3. It can be seen that the training time of FE-SVM is 
much lower than deep learning models, and the computation 
burden increases with the complexity of deep learning models. 
Nevertheless, well-trained 1-D CNN and CDATT are more 
efficient in the testing stage than SVM. The results indicate that 
although deep learning models require more computation 
burden in the model training stage, they could be more efficient 
than shallow learning models. 
Table 3 Computation time for different models in scenario 9. 

Model Training time (s) Testing time (ms) 

FF-SVM 4.31 377.65 
1-D CNN 72.56 8.92 
CDATT 167.05 16.14 

4. Conclusion    

This paper provides a comprehensive review of TSR, while 
feature extraction-based, machine learning-based, and deep 
learning-based methods are detailed and summarized. 
Moreover, milling experiments under different working 
conditions are carried out, and benchmark studies among three 
popular TSR approaches are presented through the collected 
tool data. Based on the review and benchmark studies, 
conclusions and suggestions for TSR, especially potential 
challenges for the practical application of deep learning models 
in  TSR are summarized as follows, 

1) Literature review indicates that machine learning and deep 
learning methods have become state-of-the-art techniques in 
TSR. The results of benchmark studies demonstrate that deep 
learning models show better identification accuracy than typical 
feature extraction-based shallow learning methods. Therefore, 
exploring more accurate and robust deep learning models in TSR 
can be a good research direction. 

2) Regarding computation burden and efficiency, the results of 
benchmark studies reveal that deep learning models take more 
computation time but operate more efficiently in the testing 
stage. However, some occasions, such as online monitoring, 
require the TSR model iterative upgrades with increasing milling 
data. So, the requirements on heavy computation burden may 
still be a nonnegligible drawback that restricts the application of 
deep learning models. Therefore, research on simplifying 
models without degrading model performance is still a 
necessary and promising topic. 

3) Since collecting sufficient data samples with specific milling 
conditions to train a deep learning model from scratch is always 
costly and time-consuming, the development of transfer 
learning TSR models can be a good solution to tackle this 
problem. The results of benchmark studies exhibit that the 
transfer learning-based model can perform well in unseen work 
conditions. Therefore, exploring robust and accurate TSR models 
on limited or even no data conditions needs more attention in 
future work. 
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4) Although advanced deep learning models show superior 
performance than traditional feature extraction-based models 
in TSR, the black-box nature and complex information mapping 
process make them difficult for users to understand. However, 
in industrial scenarios, especially high-value milling processes, 
the explainability and reliability of the identification algorithm 
are of great importance. Therefore, integrating various 
knowledge like physics, simulation, or theory in deep learning 
models and improving their interpretability is an urgent and 
essential topic. 

5) Current TSR research concentrates on developing models 
with higher detection accuracy and lower prediction error but 
ignores the inevitable effects of uncertainties on prediction 
results. Typical uncertainties include milling environment 
fluctuation, data collection device degradation, and noise 
interference. Therefore, considering the uncertainty and 
transforming the point prediction framework into an interval 
prediction framework to improve model practicality are also 
challenging and valuable topics. 
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Abstract 

Due to the problem of depletion of energy resources and the rise in energy prices in recent years, as SDGs of section 7and 9.4, and 
GX (green transformation) are being advocated, energy conservation has become an essential issue in various fields. Therefore, the 
authors focused on the power consumption required for feeding during machine tool operation and clarified that the energy 
consumption differs depending on the tool path. Based on the results, we thought that it would be possible to save energy by 
modifying the tool path when processing the same product. In this study, we regenerated an energy-saving tool path by solving a 
path search problem that uses energy consumption as a weight for the tool path generated by our unique tool path generation 
system. This paper shows that it is possible to save energy in the tool path by considering the energy required for the feed motion of 
the machine tool, and its effects. 

Keywords: Energy consumption, NC machine tools, Tool path, Model based simulation

1. Introduction 

In recent years, reducing energy consumption at production 
sites is an urgent issue, and efforts are being made to make NC 
machine tools, which are the main production equipment for 
machining, more energy efficient. Measurement of power 
consumption, miniaturization, and improvement of efficiency 
have been carried out, but few have focused on the tool path.
The machining tool path of NC machine tools is generated by 
CAM software. However, these generated programs do not 
consider the energy consumption of the feed drive system, and 
cannot be said to be an energy-saving tool path. 

Therefore, the authors focused on the power consumption 
required for feeding during machine tool operation and clarified 
that the energy consumption differs depending on the tool path. 
In this study, we develop an energy-saving tool path generation 
system that takes into account the power consumption in the 
feed drive system of machine tools. We propose a system that 
performs machining simulation on 3D-CAD and obtains tool 
position coordinates and calculates tool paths while taking 
energy efficiency into consideration.  

Furthermore, by using the mathematical model of the 
machine tool's feed drive system,  we simulated the power 
consumption in tool paths during driving of the machine tool's 
moving table. Finally, we verify the energy saving effect of the 
proposed method by estimating the energy consumption.
However, this paper only examines the energy consumption due 
to the tool path by the feed drive axis, and does not take into 
account the spindle energy required for cutting. 

2. Proposed energy saving tool path generation system

In this study, we used SolidWorks as the 3D-CAD software, and 
created a tool position coordinate acquisition system using the 
VBA (Visual Basic Application) engine. CAD models of machined 
parts and tools are placed in the assembly as shown in Figure 1. 
Then, the tool is moved on the CAD so that the tool end and the 

part shape come into contact, and the tool center coordinates 
at that contact point are obtained as the tool path. Rough 
machining is performed using scanning line machining.  

Furthermore, we developed a program that generates the 
shortest and energy-saving tool path from the acquired tool 
position coordinate points. In this study, for a method for 
calculating the shortest and energy-saving tool path, we 
adopted the greedy method that minimizes the sum of the 
distances of a circuit that passes through the coordinate points 
of all points only once.  

Considering that the power consumed when moving on each 
axis is different, we used the power consumption of each axis as 
a cost index, as shown in Figure 2. The system calculate for a tool 
path that minimizes the total cost. Equation (1) shows the cost 
on the X axis as C_x, the cost on the Y axis as C_y, the cost on the 
Z axis as C_z, and the total cost as C_min. This results in the 
generation of a tool path that consumes less energy. 
Furthermore, by using a cost index, the proposed system can be 
applied even if the mechanism of the machine tool used 
changes. 

Figure 1. Schematic diagram for tool path generation on 3D-CAD
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Figure 2.  Schematic diagram for energy saving tool path generation 

3. Evaluation of proposed method

In order to demonstrate and evaluate the energy-saving tool 
path generation method, tool paths were generated using a 
workpiece model shown in Figure 3. The tool was assumed to be 
a square end mill with a tool diameter of 5 mm.  

Figure 4(a) shows the generated tool path when the cost 
values for each movement direction are set to C_x=1 and C_y=2, 
and Figure 4(b) shows the generated tool path when the cost 
values are set to C_x=2 and C_y=1.

Then, the power consumption of each axis are simurated by 
simulation model of the feed drive system as shown in Figure 5 
[2], and calculated the energy consumption. The power 
consumption is simulated assuming that it is equal to the motor 
power, which is the multiplied of the motor torque and the 
angular velocity. Here, it was confirmed that the power 
consumption of each axis (X, Y) of the machine tool is greater for 
the X axis. The power consumption simulation results in tool 
paths are shown in Figure 6. Table 1 also shows the energy 
consumption.  

The results for tool path (a) show that energy consumption is 
reduced. This is because by setting the cost values C_x=1 and 
C_y=2, the X-axis movement time becomes longer with low 
power consumption cost. From this, the effectiveness of the 
energy-saving route generation system was demonstrated by 
understanding the power consumption of the machine tool's 
feed axis and introducing this into the system as a cost index. 

4. Conclusions

In this study, we focused on the power consumption of the 
feed drive system of machine tools, and developed tool path 
generation system  that considering the energy efficiency. In 
addition, we performed tool path generation and simulation the 
energy consumption based on the model of the feed drive 
system, and evaluated the validity of the proposed method. The 
conclusions obtained in this study are shown below. 

1. We proposed a tool path generation method that uses the 
power consumption of each axis as a cost index to generate the 
shortest path. 

2. By the proposed tool path generation method, we achieved 
energy savings in the tool path based on the power consumption 
of each axis. 

In tool path generation in this paper, only the X- and Y-axes are 
set as cost indicators, and the Z-axis movement is not 
considered. However, the power consumption of the Z-axis is 
extremely large, and it is known that it also varies depending on 
the direction of vertical movement. Taking this into account is 
thought to lead to further energy savings, and is the next topic 
of this study. In addition, the model of spindle considering 
cutting force will be generated. Then, the energy consumption 
by the cutting power can be simulated and estimated. 

Figure 3. Workpiece model for tool path generation 

(a) C_x=1, C_y=2                  (b) C_x=2 and C_y=1
Figure 4. Regenerated tool paths for energy-saving 

Figure 5. Two-inertia model of ball screw feed drive system [2] 

(a) Cx=1, Cy=2

(b) Cx=2, Cy=1
Figure 6. Power consumption of regenarated tool path for energy saving

Table 1 Energy consumption in each axis

X axis [J] Y axis [J] Total [J]
(a) 16.65 0.927 17.57
(b) 0.618 19.37 19.98
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Abstract 

The use of Digital tools and IIoT (Industrial Internet of Things) has been a common theme in global research and development over 
the past decade.  This paper describes a newly developed digital environment where the simulation of the machine and machining 
process can be carried out, with the results indicating the process capability using inspection of a virtual part.    

By developing high fidelity digital twins of systems using a process that combines pre-calibration and on-machine data captured 
from both the machine controller and external sensors, it is possible to use a series of mathematical models to simulate the machining 
process and develop an accurate prediction model of the machined parts. The digital environment combines models of known and 
predicted geometric and thermal errors. This process can be used to accelerate product and process development without needing 
to waste valuable production time or precious materials. It can also be used virtually to validate new machine concepts and de-risk 
high value manufacturing operations, enabling a much more cost effective and sustainable method of manufacturing machine and 
process design and development. This paper outlines the approach taken to enable the application of the digital tools developed and 
focuses on the effect of machine geometric errors in a case study. Preliminary validation is achieved by comparing virtual inspection 
of the virtual part with CMM data for a test part, showing good correlation of typical feature characteristics. 

Keywords: Machine tool, error simulation, digital twin, virtual part production, digitalisation of manufacturing 

1. Introduction 

The use of Digital tools and IIoT (Industrial Internet of Things) 
has been a common theme in global research and development 
over the past decade. For machine tools, simulation of the 
machine is used in CAM packages to calculate nominal tool 
paths. Machine tools are complex mechatronic systems with 
build tolerances, finite stiffness and temperature variations 
from endogenous and exogenous sources. Models have been 
created to calculate these effects and, in some cases, 
compensate for them [1]. Some simulation tools also provide 
cutting force prediction for complex subtractive processes. 
Merdol and Altintas [1] integrated a general force model into a 
process simulation application to predict static cutting forces 
along a given toolpath. The models have been integrated into 
commercial software packages such as MachPro [3] to help 
improve quality and productivity, however the machine path in 
such simulations is nominal. Soori et al [4] predicted the effects 
of multiple machine errors sources but only a path profile was 
compared. Similarly, Lyu et al [5] predicted error on a complex 
S-shaped profile but did not have machined part comparison. 
Production capability for a range of parts, features and 
characteristics is not known unless test parts are produced and 
inspected. Although case- or error- specific models have been 
developed in the past, they have not been combined coherently 
and translated into a virtual part with virtual inspection to 
provide a general view of cumulative machining errors and 
feature/characteristic specific analysis for GD&T type capability 
analysis. This paper describes a digital environment where the 
simulation of the machine and machining process can be carried 
out efficiently, with the results indicating the process capability 
using CMM style inspection of a virtual part. 

2. Simulation methodology 

This research follows on from previous work on developing 
modular machine and process simulation [6] but focuses on 
feature generation and GD&T characteristic analysis and 
validation. Figure 1 shows a block diagram of the main elements 
of the modular program. Iso standard G-code programs are 
parsed and run a virtual machine that incorporates a custom 
interface to the highly efficient MachineWorks Limited Boolean 
engine. Stock, tooling, and error data (geometric in this case) are 
loaded as needed depending on the machine configuration. 

Figure 1. Modular machine and process simulation diagram 

2.1 Error measurement 

The simulation accuracy is dependent on the quality of the 
measurement data, therefore well-established measurement 
methods and equipment were used to capture the geometric 
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errors in accordance with the ISO230-2 standard. A Renishaw 
XM-60 multi-axis calibrator was the primary tool for efficient 
measurement of the axis motion errors. The squareness 
between the axis was obtained using a granite artefact. 

2.2 Part detail and CAM setup     

The test parts are based on the ISO 10791 part 7 standard with 
the size ranging from 150mm to 250mm stock size. The 150 mm 
part was machined on a small 3-axis milling machine with 
configuration wX’Y’bZ(C)t using ISO 10791-2 notation [7]. The 
250 mm part was machined on a small to medium sized 5-axis 
machine with configuration wC’A’X’Y’bZ(C)t. Example 
configurations are shown in Figure 2. The right image from the 
standard has the X axis moving the column whereas the test 
machine had the X axis moving the tilt/rotary table. 

Figure 2. Machine configurations [7]. 

Figure 3 shows the finished 250 mm part clamped on the CNC 
machine. Aluminium was chosen to minimise tool wear and 
cutting force effects thereby reducing uncertainties associated 
with tool deflection which are still being worked on in the 
software. The machining parameters were different on each 
machine due to different operators and tooling availability. The 
brief was to minimise forces and generate good surface finish 
during the finishing. 

A 0.1 mm axial depth of cut and 0.05mm radial depth of cut 
was used for the finishing cuts to further minimise cutting force 
effects. For the 150mm part, which was machined at MTTs   
facility (the company affiliate), a 16mm diameter, 2 flute cutter 
was used. The spindle speed was 8017 rpm and feedrate of 4810 
mm/min. For the 250 mm part, a 12mm diameter, 3 flute cutter 
was used. The spindle speed was 5305 rpm and feedrate of 795 
mm/min.  

Figure 3. Aluminium test part located on the machine tool. 

2.3 Virtual production 

The machine geometry is usually represented by simplified 
structures although detailed models can be used if they are 
available. A Parent/child tree is built as per the machine 
structure with additional 6DoF added to each joint to allow the 
axis motion errors to be added to each axis using simple 
rotational and translational transformations, applied 
sequentially. Additional non-motion axes can be used to add 
additional degrees of freedom, for example for squareness 

between axes or where the centre of rotation does not move 
with the axis. There is no algorithmic definition of the machine 
so developing new configurations with any configuration is very 
easy and accessible for many types of users. This assumes rigid 
body behaviour which has shown to be effective [1] and is used 
in most NC systems for compensating geometric errors. 

During the simulation, multiple parts can be generated 
simultaneously in the engine, one nominal and the rest with 
different sets of errors active. In this case just one extra with 
geometric errors was used. Figure 9 (left) shoes a uniform mesh, 
the spatial resolution of which depends on the number of cuts 
and the simulation resolution. Figure 9 (right) show more 
variability in the face shapes due to the tool to workpiece errors. 
The generated meshes can also be saved as STL files for 
additional post processing such as virtual inspection (section 
3.1). 

Figure 4. Generated STL surface examples with and without errors 

During machining, the tool to workpiece cartesian error and 
orientation errors are recorded. Figure 5 shows the errors during 
the full machining cycle. The number of process steps on the X 
axis is 1.9 x 105. The software has built in colour map analysis to 
show material on and off compared to set tolerances. Increasing 
dark red colour indicates more material off and increasingly 
darker blue indicates material on. The 250mm part is shown in 
Figure 6. 

Figure 5. Full machining path tool to workpiece error record. 

Figure 6. Colour map indicating path errors on virtual part. 

3. Part inspection 

Part inspection was performed on a Zeiss Prismo Access CMM 
in a temperature-controlled room. The volumetric accuracy of 
the CMM is 3 µm. Typical characteristics of size, roundness 
flatness and straightness were measured on the main features 
with a selection of these included in this short paper. Figure 7 
shows the part on the CMM (inset) and some of the 
characteristics in the Zeiss Calypso software.  

No errors With errors 
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All the features were scanned so that a high number of points 
were available to the form characteristics. For example, the top 
circle scan typically includes between 500 to 1000 points 
depending on the size. Standard filtering and outlier elimination 
were used which are included in the Calypso software and which 
conform to the ISO standards. The typical scan speed was just 
10mm/s to minimise vibration and the stylus tip was a 4 mm 
diameter ruby. 

Figure 7. Modular machine and process simulation block 

3.1 Inspection of virtual part 

The STL file faces were selected for each of the features using 
a search for all contiguous faces based on how similar the 
normal angles are. Figure 8 shows two example features (top 
cylinder and diamond edge), the faces of which are saved to be 
compared with the CMM probing points. In this example there 
are more than 2000 faces for the top cylinder but the number 
varies depending on the spatial resolution of the simulated cuts 
and the rate of change of the errors. 

Figure 8. Selection of mesh faces for different part features. 

The Zeiss CMM Calypso software stores the probe contact 
points and these are used to find the closest mesh faces or 
vertices to calculate virtual parts errors. If the virtual part datum 
is made the same as the CMM, then no global mesh modification 
is needed and the next stage is to find all the mesh faces that 
have a centre location nearest to all the CMM probe locations. 
Figure 9 shows the CMM probing points as red dots on the green 
mesh surface for the top circle feature. Figure 10 shows the 
differences in the nearest face centre location to all the probe 
points for a cylinder feature and the cartesian distances are all 
less than 4mm. There should be negligible change in machine 
error over such small distances, however the option for 
weighted triangle centroid is being considered as future work. 

Figure 9. Imported top circle feature surface and CMM probing points. 

Figure 10. Variation in face centre locations to CMM probe location. 

4. Virtual part inspection results 

 Figure 11 and Figure 12 shows the roundness plots for the 
same top circle feature of the real (from Zeiss Calypso software) 
and virtual parts respectively. The shape of the characteristic is 
very similar, and the roundness values are 0.024 mm for the real 
part and 0.028 mm for the virtual part. Similar low pass filtering 
was used for the Matlab calculation of roundness (A UPR of 50 
is used in the Zeiss Calypso software but their implementation is 
not known). 

So far in this work, a few characteristics have been compared 
and these are included in the table 1. The percentage correlation 
uses a comparison between the magnitude of the error 
measured by the CMM and difference between the simulated 
error and the CMM measured error. This did result in a relatively 
low correlation for the bottom roundness because the 
magnitude of the error is very small. In terms of dimensional 
differences, they are all within 6 µm. 

One of the benefits of the virtual production is the potential 
for time and cost saving for testing new processes. Using a 
drawing to create a model and NC program are the same and 
currently the simulation does not run much faster than real 
machining. Most of the time saving comes from not needing 
fixture creation or taking a machine out of production. Another 
significant benefit is reduced material, tooling, and energy costs. 
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Part Measurement Nominal Sim CMM Sim Error CMM Error Difference Correlation % 

250 Diameter 160 159.966 159.969 0.034 0.031 -0.003 89 

250 Roundness 0 0.028 0.024 -0.028 -0.024 0.004 82 

250 Distance 150 150.032 150.027 -0.032 -0.027 0.006 79 

150 Diameter 108 107.975 107.973 0.0246 0.027 0.003 90 

150 Roundness 0 0.012 0.007 -0.012 -0.007 0.005 31 

Table 1 Comparison of simulated inspection results to CMM results
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Figure 11. Roundness plot for test part top circle  

Figure 12. Roundness plot from the virtual part top circle 

5. Conclusions

The correlation of the virtual part inspection characteristics 
with the CMM results is greater than 74% on average with 
deviations of less than 6 µm. With due consideration of the 
conformance zone, this software can be used to predict machine 

and process capability and work toward right first time or reduce 
the cost of prototyping and setting up new processes. It may also 
help schedule maintenance and calibration activity on machines. 
Providing the ability to derisk capital investment in machining 
platforms by virtually trialling operations prior to procurement 
and through out machine acceptance processes. 

5.1 Future work 

A new 5-axis test part has been designed that will be used, in 
combination with the ISO 230 part 12 (Test code for machine 
tools. Accuracy of finished test Pieces) fulcrum test, to validate 
5-axis machining simulation and characteristics that involve 
multi axis interpolation. 

Incorporating time varying and dynamic error source models 
is also in development using new and existing models developed 
in previous research. 
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Figure 13. Tool deflection during machining  
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Abstract 
 

 Ischemic  or    hemorrhagic    s  troke,   a  c  ommon c  ause  of loss   of    hand function,   oft  en  results  in  spasticity and    makes  it  impossible t o 
 perform   activities   of  daily     living  (ADL). R  ecovering hand   functions    is  therefore of    vital  importance. Neur  orehabilitation, based    on 
 using r obotic de  vices  in  the ther  apeutic  process,  is a    promising w  ay  to e  xercise the    hands, impr  ove  patient initia  tive,  and incr  ease 
neur  al c  onnections with   minimal   in  tervention  of  the ther  apists.  On  the other   hand,    complex  human hand   ana  tomy c  omplicates  the 
 development  of specialised   r obotic  rehabilitation de  vices. As   a   r esult, ob  taining  simplified but   r epresentative  mathematical models   
 of  the     human  hand     kinematics   based  on    c  ommon   grasps  is     crucial.   The   aim   of   this   research   is   to   identify  the     intra-finger 
dependencies   f or gr  asping  types  that ar  e of    utmost import  ance  for the   e  xecution of    ADL, such   as   opening   a   bot  tle, using    a  knife  and 
holding   a    pen. The    study  is based   on   the    largest  known  database  of  human  hand  movements,  encompassing  77  test  subjects.  The 
fir  st  part    of    the    r esearch   deals with    data cleaning   in   t erms  of  relabelling, pr  e-processing and    filtering.  The  correlation analy  sis is   
perf  ormed ne  xt,  enabling iden  tification of   highly    correlated  dependency-movement  associations.  The s  tudy  in  this  work r epresents 
the f  oundation for further development of simplified but accurate rehabilitation-oriented human hand models. 

r ehabilitation robotics, rehabilitation-oriented hand modelling, dependency-movement associations, activities of daily living 

 1. Introduction 

 Stroke,  increasing  both  in  incidence  and  prevalence,  is  an  ever 
 rising  society  problem.  Distributing  timely  therapy  with  proper 
 intensity  and  frequency,  critical  for  proper  recovery,  is 
 becoming  increasingly  difficult.  Robotic-assisted  rehabilitation 
 can  be  utilised  as  a  possible  solution  to  the  problem.  A 
 fundamental  problem  in  hand  rehabilitation  is  selecting  proper 
 movement  subsets,  or  grasps,  which  would  benefit  recovering 
 ADL  the  most,  as  well  as  modelling  them  accurately  and  simply. 
 Models  should  comprise  as  little  as  possible  degrees  of 
 freedom  (DOFs)  while  fully  satisfying  intended  functionality.  To 
 obtain  such  models,  it  is  necessary  to  research  and  understand 
 hand  kinematics  using  recorded  hand  movements.  In  [1,  2], 
 kinematic  models  were  presented,  but  only  a  few  subjects  were 
 used,  and  grasps  were  divided  into  prismatic  and  circular  types 
 only.  In  [3],  five  sparse  hand  synergies  were  identified  across  26 
 grasp  types,  but  data  from  22  subjects  was  used.  A  largest 
 known  database  [4],  recorded  using  a  data  acquisition  glove 
 fitted  with  sensors,  including  77  test  subjects  is  analysed  in  this 
 paper.  First,  data  is  prepared  using  summary  statistics  and  joint 
 anatomical  ranges  of  motion  (ROMs),  then  correlation  matrices 
 were  obtained  for  valid  identification  of  highly  correlated 
 grasp-oriented  intra-finger  dependencies  as  a  basis  for 
 generalisation  of  previously  performed  modelling  [2]  to  23 
 functional movements using everyday objects. 

 2. Data preparation and analysis 

 The  dataset  used  in  this  paper,  which  contains  synchronously 
 collected  values  of  joint  angles  in  degrees,  was  prepared  using 
 Apache  Spark  and  tidyverse  [5],  a  collection  of  R  packages  for 
 data  science.  Only  the  functional  movements  (grasps)  were 
 selected  for  further  processing,  while  resting  positions  and 

 different  hand  configurations  (gestures)  were  omitted.  All 
 missing  and  duplicate  values  were  removed  from  the  database, 
 as  well  as  adduction/abduction  (AA)  movements  since  a  lot  of 
 values  were  missing  due  to  noise  problems.  Further  processing 
 was  focused  on  identifying  relationships  between 
 flexions/extensions  (FE),  but  only  reducing  to  intra-finger 
 dependencies.  After  all  subjects,  movements  and  repetitions 
 were  concatenated,  the  resulting  dataset  contained  over  50 
 million  time  recordings  for  16  different  finger  joint  angles, 
 posing  an  admirable  number  for  further  analyses.  Fingers  were 
 labelled  using  numbers  (1  -  thumb,  2  -  index,  3  -  middle,  4  - 
 ring,  5  -  little),  and  joints  using  abbreviations,  list  of  whom  can 
 be  found  in  [2].  The  description  of  the  database  is  summarised 
 in Table 1. 

 Table 1.  Description of the prepared database records. 

 2.1. Summary statistics and preprocessing 
 For  preliminary  analysis  of  the  dataset,  descriptive  statistics 

 was  used  since  this  was  the  most  straightforward  way  to  gain  a 
 quick  insight  into  such  a  large  database.  The  dataset  was  first 
 grouped  by  subject,  movement  and  joint  angle,  while 
 computing  boxplots  (mean,  min,  max,  median,  1st  quartile  Q1, 
 3rd  quartile  Q3,  interquartile  range  IQR)  considering  all 
 repetitions.  It  led  to  a  conclusion  that  a  lot  of  measurements 
 fall  outside  joint  anatomical  ROM  limits  (adopted  from  [1,  6]), 
 most  likely  due  to  sensor  noise,  and  imperfect  glove  fit  to 
 different  hand  sizes.  This  necessitated  the  removal  of  errors  in 
 recorded  joint  angles  to  obtain  valid  data  for  further  analysis. 
 After  data  removal,  some  motion  repetitions  were  left  with  too 
 small  sample  size  or  diversity  for  proper  inferences.  Samples 
 with  less  than  100  data  points,  and  those  with  recorded 

 Subject  Laterality  Gender  Movement  Repetition

 1 - 77 
 right handed, 
 left handed 

 male, 
 female 

 1 - 23  1 - 6 
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 insufficient  portions  of  the  entire  movement  range  (IQR  of  the 
 sample  less  than  50%  of  mean  IQR  for  the  same  movement 
 across  all  subjects)  were  also  removed  from  the  prepared 
 dataset.  Validation  boxplots  for  small  digit  MCP  joint  angle 
 medians  (per  subject),  before  and  after  anatomical  ROM 
 filtering,  are  shown  in  Fig  1.  For  each  of  16  investigated  joints, 
 similar  validation  graphs  were  plotted.  Also,  by  investigating 
 boxplots  in  Fig  1  (top),  many  outliers  still  remained  in  the  data, 
 so  an  additional  1.5  IQR  outlier  detection  and  removal 
 procedure  was  performed.  It  is  applied  on  a  subject-level 
 summary  statistics,  where  all  measurements,  whose  median  fell 
 outside  range  (Q1  -  IQR,  Q3  +  IQR)  was  deemed  outlier  and 
 removed  from  further  processing.  In  Fig  1  (bottom)  the 
 example  of  summary  statistics  for  MCP5,  after  preprocessing 
 and outlier removal steps, is presented. 

 Figure 1.  Validation for removing data points outside  anatomical ROM. 

 3. Results and correlation analysis 

 After  data  preprocessing  at  a  joint  level,  the  subsequent  steps 
 involved  forming  18  intra-finger  dependencies,  such  that  every 
 combination  of  joint  trajectories  belonging  to  the  same  finger 
 can  be  correlated  using  Pearson’s  r  .  Owing  to  data  acquisition 
 parameters,  some  repetitions  comprised  numerous 
 measurements,  while  some  only  100,  resulting  in  disbalance  in 
 the  dataset.  Dependencies  were  observed  on  a  repetition  level 
 as  a  unit  for  data  analysis,  thus  balancing  each  subject  share 
 during  further  inferences  since  each  subject  performed  4 
 repetitions  on  average  after  data  preparation.  Correlation 
 analysis  was  then  performed,  and  more  than  70  000  correlation 
 coefficients  obtained  (matrices  with  combinations  for  each 
 finger,  movement,  subject  and  repetition)  for  identifying 
 further  relationships.  The  same  1.5  IQR  rule  was  then  applied 
 to  correlation  coefficients  for  each  movement  dependency  to 
 eliminate  outliers.  Only  highly  correlated  intra-finger 
 dependencies  with  absolute  median  correlation  coefficient 

 larger  or  equal  to  0.7  (breakpoint  according  to  [7])  were 
 isolated.  Outlier  removal  procedure  example  (for  Movement 
 10, MCP5 - PIP5 dependency) is shown in Fig 2. 

 The  correlation  analysis  resulted  in  dependency  -  movement 
 matrix  in  Fig  3,  where  only  the  median  coefficients  are 
 visualised.  From  a  total  of  18  investigated  dependencies  (y-axis 
 in  Fig  3),  16  were  highly  correlated  during  at  least  one 
 movement,  indicating  a  relationship,  while  ring  and  little  finger 
 DIP  and  PIP  joints  were  the  only  ones  not  correlated.  On  the 
 other  hand,  in  each  of  the  23  investigated  movements,  there  is 
 at  least  one  correlated  dependency,  while  in  movements  2 
 (power  grip)  and  3  (fixed  hook  grasp)  a  large  number  of  joint 
 dependencies  (10  and  11  respectively)  can  be  identified.  Also,  it 
 can  be  concluded  that  the  thumb  is  the  most  independent  digit, 
 with  identified  only  5  dependency-movement  associations, 
 agreeing with [3]. 

 Figure 2.  1.5 IQR rule outlier removal on Movement  10, MCP5 - PIP5. 

 4. Conclusions and outlook 

 We  presented  a  novel  method  for  extracting  useful  data  for 
 grasp-oriented  hand  modelling  using  noisy  sensor 
 measurements.  The  validity  of  data  was  investigated,  as  well  as 
 116  highly  correlated  dependency-movement  associations 
 identified  (median  absolute  correlation  ≥  0.7).  The  provided 
 identification  will  serve  as  a  basis  for  future  comprehensive 
 modelling  of  hand  grasps  oriented  at  rehabilitation  robotics.  In 
 future  work,  regression  modelling  is  planned  with  the  aim  of 
 estimating  the  corresponding  coefficients  for  all  the  identified 
 dependency-movement  associations.  Then,  synthesis  of  all 
 coefficients,  using  dependency  matrix  and  clustering  methods, 
 will  be  necessary  for  presenting  valid  and  comprehensive 
 rehabilitation-oriented  grasp  models,  as  well  as  a  grasp 
 taxonomy based on similar intra-finger dependencies. 
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Abstract 

Injection moulding is a widely used process in modern manufacturing, offering an economically efficient production of high-precision 
components in various economic sectors, e.g. for medical applications. However, an inherent challenge in injection moulding is the 
formation of small burrs, particularly in the regions of the mould parting line. These represent a significant risk in fluid technology 
applications such as cardiac support systems, where patient safety may be compromised by damage to vital blood components. 
Conventional deburring techniques like disc finishing or brushing prove ineffective in eliminating these microscopic burrs due to the 
complex and sensitive geometries. In this context, thermal energy machining represents a promising post-processing approach for 
deburring of high-precision injection-moulded components. Using controlled thermal energies to precisely shape and smooth the 
edges of these components, this technique offers a viable solution. This study includes a comparison of conventionally used edge 
deburring methodologies such as disc finishing, abrasive flow machining as well as thermal energy machining. These techniques were 
analysed to identify their efficiency in achieving edge deburring on high-precision injection moulded thermoplastic polyurethane 
elastomer components. Based on the results, it could be proven that only thermal energy machining enables a complete and 
homogeneous removal of the initial burr, whereby the edge rounding could be increased by a factor of 20 compared to the initial 
state. These results provide a fundamental basis for refining and optimising post-processing strategies with a particular focus on 
safety and performance within critical domains such as medical devices and fluid technology applications. The use of the thermal 
process leads to an increase in efficiency in the edge deburring process and contributes to the overall goal of improving patient safety 
and the overall functionality of equipment used in medical and fluid-related contexts. 

Keywords: thermal energy machining, injection moulding, micro deburring

1. Introduction

The demographic change with it’s increasing life expectancy of 
the population leads to a growing demand for medical supplies, 
instruments and implants [1, 2]. Technical plastics are an 
important factor in the manufacturing of these products as they 
offer significant freedom of design and fulfil the high 
requirements of mechanical, chemical and physical properties. 

With regard to the processing of these high-performance 
polymers, injection moulding is one of the most economic 
solutions for the manufacturing of high-precision components 
across diverse sectors, particularly in medical applications [3]. 
Nevertheless, the manufacturing of high-precision polymer 
parts using injection moulding is limited regarding the formation 
of small burrs, especially along parting lines. In critical 
applications like fluid technologies such as cardiac support 
systems, these microscopic burrs result in significant risks to 
patient safety [4]. Conventional deburring methods like disc 
finishing or brushing prove inadequate due to the intricate 
geometries involved. As a result, the need for reliable and cost-
effective post-processing technologies in this area is growing. 

For this purpose, this study adresses the research regarding 
the capability of thermal energy machining (TEM) as a post-
processing technology for deburring complex high-precision 
injection-moulded components. By employing controlled 
thermal energies Eth to precisely shape and smooth component 

edges, this method presents a promising solution for the 
deburring of complex parts. Through a comparative analysis of 
conventional deburring methodologies including abrasive disc 
finishing and abrasive flow machining, the investigation aims to 
identify the efficiency of thermal energy machining in achieving 
complete and homogeneous burr removal as well as edge 
rounding. The results contribute to refining post-processing 
strategies, particularly in critical domains such as medical 
devices with a focus on enhancing patient safety and 
performance. 

2. Experimental Setup

The TEM process belongs to the subgroup of chemical ablation 
and can effectively remove burrs and improve specific geometric 
parameters of the components such as edge rounding rβ, surface 
roughness as well as the K-factor k. It is a versatile and cost-
effective method that can be used on a wide range of metallic 
and polymer-based materials, even in geometric hard-to-reach 
areas. The combustion can be as short as a few milliseconds and 
can reach combustion temperatures up to ϑC ≤ 3,000 °C, 
depending on the chamber filling pressure pC, gas type and 
equivalence ratio ϕ. Areas of the part with a large surface-to- 
volume-ratio ψ, such as burrs, can overheat and melt [4].  

The used workpieces were high-precision injection moulded 
parts made of the thermoplastic polyurethane Tecobax (TPU) by 
the company THE LUBRIZOL CORPORATION, Wickliffe, USA. 
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TPU is a thermoplastic polyurethane and is characterised by 
high elasticity, making it suitable for applications that require 
excellent rebound resilience. For that reasons, the selected TPU 
ensures that the components maintain dimensional stability and 
structural integrity under varying conditions even after 
compression and expanding. The workpieces are characterised 
by a cylindrical structure with inlets providing a maximal blood 
flow. These consist of several small struts with a minimal 
geometrical width of aS = 0.5 mm. The workpieces are further 
characterised by complex geometries, which results in 
challenging deburring. The use of these specific high-precision 
components aimed to provide a representative and practical 
application for evaluating the efficiency of thermal energy 
machining in addressing micro-burrs and sharp edges on 
injection moulded polymer parts.  

The high-precision injection-moulded components underwent 
the post-processing deburring using the TEM machine type 
iTem Plastics by the company ATL ANLAGENTECHNIK LUHDEN GMBH, 
Luhden, Germany. The schematic layout of the machine is 
shown in Figure 1. 

Figure 1. Schematic Layout of the TEM machine iTem Plastics

The configuration of the process chamber encompasses 
several critical components. The centrepiece of this system is 
the process chamber, which positions the parts to be deburred. 
This chamber is fortified with a hydraulically sealable door, 
which has to withstand the forming pressures pD generated 
during the deburring operation. Preceding their placement 
within the process chamber, the components are loaded into a 
carrier basket. This basket supports loading and unloading 
processes as well as optimising efficiency in the operation of the 
deburring chamber. The total deburring time of tD = 5 min 
includes the application of the vacuum and the injection of the 
gas. For this reason, the carrier basket is important for the 
economical operation, as new components can be already 
loaded during the deburring process. 

Recognising the potential destructive force by the 
deflagration, precautions are taken to shield the small structures 
of the components from the unrestrained impact of the 
deflagration front. Diverse protective geometries are employed 
to protect the parts against inadvertent damage. The structural 
integrity of the chamber is complemented by the installation of 
a mixing block. This component enables both homogeneous 
mixing of the process gases and their controlled introduction 
into the process chamber. The various gases used in this process 
include natural gas, hydrogen and oxygen. For reasons of 
ecological sustainability, hydrogen and oxygen are now primarily 
used as combustion gases. The ignition of the explosive mixture 

is initiated through strategically positioned spark plugs, installed 
both atop and along the sidewall of the process chamber.  

In this research, the deburring process was carried out using 
hydrogen and oxygen as the process gases. Therefore, a 
controlled mixture of oxygen and hydrogen gases with a 
volumetric ratio of ψG = 3:1 was employed. The deburring 
process was conducted under a vacuum pressure of 
PV = 200 mbar. Following the establishment of the vacuum, the 
processing chamber was filled with the process gases at a 
pressure ranging of 350 mbar ≤ PI ≤ 600 mbar. Furthermore, the 
ignition of the deflagration was initiated from the top of the 
process chamber. The parts were positioned within a metal plate 
made of stainless steel type 1.4301 featuring holes with a 
diameter of DH = 10 mm and a height of hH = 40 mm. This 
arrangement ensured that the resulting deflagration was 
directed toward the inner geometry of the components. In 
addition, parts of the combustion energy EC could be dissipated 
to keep the precise strut structures intact. The protective 
geometry is shown in Figure 2. 

Figure 2. Protective geometry and workpiece holder

In addition to the holes in the thick steel plate, the components 
were enclosed by a perforated cover. This additional layer of 
protection served to further dampen and evenly distribute the 
deflagration. To prevent any displacements of this cover due to 
the deflagration pressure pD, the cover was attached to the 
carrier basket using rods. For a visual representation of this 
setup, please refer to Figure 3. 

Figure 3. Final protective cover on top of the workpiece holder
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In the comparative assessment of post-processing, additional 
experiments were conducted using abrasive disc finishing. 
Therefore, the machine tool CF 2x18 by OTEC PRÄZISIONSTECHNIK 

GMBH, Straubenhardt, Germany, was applied. The initial 
processing step involved wet processing for a duration time of 
tP = 180 min using fine-grained ceramic particles composed of 
sintered ceramic type KXMA. Subsequently, a polishing 
procedure in corn granulate with attached diamond particles 
classified as media M5/400 was used for a duration time of 
tP = 600 min. In addition, the injection-moulded components 
underwent post-processing through abrasive flow machining, 
whereby a non-Newtonian fluid containing silicon carbide 
particles type F400 were pressurised through the components 
using a hydraulic piston. This procedure was carried out with the 
machine tool Delta Towers 100D IPC by MICRO TECHNICA 

TECHNOLOGIES GMBH, Kornwestheim, Germany. 
To assess the deburring results, the edges of the components 

were measured using the focus variation microscope 
InfiniteFocus by ALICONA IMAGING GMBH, Graz, Austria. The 
measured data were used to analyse the edge rounding rβ of the 
machined parts.  

3. Experimental Results 

Within the investigation of high precision injection-moulded 
polymer components, three deburring processes in form of 
abrasive disc finishing, abrasive flow machining and thermal 
energy machining were applied. The results of the experiments 
are shown in Figure 4. In their initial state, the components 
showed an edge rounding of rβ = 3 µm. In the context of a 
cardiac support system application, this represent a potential 
risk of damage to blood components or cardiac tissue. Through 
abrasive disc finishing, the edge rounding could be improved to 
rβ = 16 µm. However, noticeable inhomogeneities and 
breakouts were observed along the edges of the machined 
parts. Due to geometric limitations, only isolated edges could be 
reached by the processing medium, preventing a homogeneous 
treatment of all edges. Similar challenges were encountered 
using the abrasive flow machining, whereby an improvement in 
edge rounding to rβ = 21 µm was achieved. Nevertheless, the 
processing results also showed inhomogeneities concerning the 
machined surfaces and edges. Additionally, the high machining 
pressure of PA = 12 bar led to a permanent component 
deformation, thus compromising the high-precision geometry. 
By using the thermal energy machining, a homogeneous 
maximum edge rounding of rβ = 60 µm could be obtained, 
without any observable breakouts or other irregularities along 
the edges. To gain extensive knowledge about the influence of 
the pressure PI of the used processing gases hydrogen and 
oxygen, a pressure ranging of 350 mbar ≤ PI ≤ 600 mbar was 
analysed. The results are shown in Figure 5. 

Figure 5. Edge rounding rβ in dependency of the pressure PI using TEM

As a result of the investigations, an almost linear correlation 
between the pressure PI of the gases and the edge rounding rβ

could be identified. The application of increased pressures PI

facilitated a greater induction of thermal energies ET into the 
component, leading to an increased edge rounding rβ. However, 
structural damages to the components could be observed at 
pressures PI > 600 mbar. Therefore, this also represents the 
process limitations for the TEM process for the material TPU and 
the specific component geometry.  

4. Simulation  

The results presented show the fundamental suitability of the 
TEM process for deburring high-precision injection molded 
parts. In addition, TEM is a very experience-based process that 
requires iterative adjustments to identify the right operating 
conditions or the need for additional equipment such as flame 
guide geometries or absorber materials to achieve high-quality 
deburring results. To avoid these iterative adjustments, 
numerical simulations are proposed in this study as they provide 
reliable and condensed spatio-temporal data of chemically 
reacting flows and conjugate heat transfer challenges between 
solid and gaseous phases. Therefore, two different transient 2D 
simulations of the TEM process were performed in this study to 
demonstrate the ability of high-fidelity simulations to analyze 
the TEM process:  

One combustion simulation within the process chamber 
(Figure 6a - d) and one simulation of the heat transfer from 
burnt gases into the cold workpiece (Figure 6e - h). Both 
simulations are based on a simplified generic process chamber 
with a dimension of 60 mm x 60 mm that confines two different 
generic workpieces featuring generic burrs. 

The simulation of the combustion process within the chamber 
was performed with the reactingFoam-solver by the company 
OPENCFD LTD, Bracknell, UK, that solves the compressible Navier-
Stokes equations as well as the governing reaction chemistry. 
The walls of the process chamber and the boundaries of the 
workpieces were set as isothermal with ϑB = 20°C and no-slip 
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boundary conditions. The resting gasous phase was initialised as 
a suitable premixed mixture of methane and air with a 
stochiometric equivalence gas ratio ψG at atmospheric 
pressure pA and room temperature ϑR, which was ignited by a 
spark in the upper left corner. Figure 6a - d depicts the 
subsequently ignited mixture that forms a flame front that 
causes a steep temperature rise, propagating towards the 
unburnt mixture. While this propagation mostly unperturbed at 
first (Figure 6a), the flame interacts with the workpieces that 
cause deflections of the flame front (Figure 6b - c). After a time 
of t = 34.0 ms, the flame further propagated confining both 
workpieces with hot burnt gases (Figure 6d). The temperature 
field that encloses the workpieces exhibits strong 
inhomogeneities in the vicinity of the workpieces. The 
temperature ϑ  between the workpieces is significantly lower 
than on the other workpiece surfaces.  

The second simulation utilizes the chtmultiregionFoam solver 
by the company OPENCFD LTD, Bracknell, UK, and governs the 
heat transfer between the gasous phase and the workpieces. For 
this purpose, the workpieces were discretised in addition to the 
gasous phase. While the workpieces were initialised with a 
temperature of ϑWP = 20 °C, the gasous phase was set with an 
average hot gas temperature of ϑG = 1.800 °C. Furthermore, the 
gasous phase was set to the species composition of completely 
combusted gases corresponding to a stoichiometric methane-air 
mixture, whereas the workpieces feature the material 
properties of TPU. After the start of the simulation, the large 
temperature gradient ϑΔ causes a heat flux from burnt gases 
into workpieces as shown in Figure 6 e-h, leading to an overall 
rise of the temperature ϑ in the workpieces, where the burrs 
display significantly larger temperatures ϑ compared to the 
remaining parts due to the different surface-to-volume ratios ψ 
of the burrs. Based on this, the figures with contour lines of 
ϑ = 230 °C as the melting temperature ϑM of TPU show that the 
smaller workpiece heats up significantly more than the larger 
one. This indicates that the surface-to-volume ratio ψ is a 
decisive parameter for the deburring quality. Overall, both 
simulations depict a high complexity of the TEM process, 
featuring large spatio-temporal inhomogeneities. While the first 
simulation indicates a strong interaction between workpiece 
geometry, flame propagation and the resulting temperature 
field, the latter highlights the importance of the surface-to-
volume ratio ψ for the spatial temperature evolution within the 

workpiece. However, it is noted that both flame propagation and 
heat exchange between gasous and solid phase occur 
simultaneously in reality. This results in further complexities of 
the TEM process, which will be further addressed in future 
studies. 

5. Conclusion and further investigations 

This study adressed post-processing techniques for deburring 
complex high-precision injection-moulded components. Using 
TPU workpieces, the TEM process demonstrated superior edge 
rounding of rβ = 60 µm without irregularities at the surfaces and 
edges. In contrast, abrasive disc finishing and abrasive flow 
machining showed uneven results and several deformations. 
The use of TEM enables an almost linear relationship between 
the edge rounding rβ and the pressure p of the applied gases 
hydrogen and oxygen. In addition, initial simulations of flame 
propagation and heat transfer during the TEM process were 
carried out. It was found that the TEM process is a highly 
transient process. Overall, TEM represents a promising post-
processing method for deburring of high-precision injection-
moulded components made of TPU, demonstrating superior 
efficiency in achieving homogenous edge rounding rβ. While 
traditional methods show significantly limitations, TEM is a 
suitable solution and shows its potential for enhancing safety 
and performance in critical applications such as cardiac support 
systems. Future research work will address the more detailed 
simulation of the TEM process. This will primarily involve a more 
precise simulation and detailed analysis of the interaction 
between the flame propagation and the burr geometry in order 
to achieve a comprehensive model of the TEM process. The 
fundamental aim is to significantly reduce iterative process  
adaptations and to develop a detailed scientific knowledge of 
the TEM process. 
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Figure 6. Simulation of the a) - d) flame propagation and the e) - h) heat transfer into the workpiece and the burr (contour line ϑ = 230 °C) 
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Abstract 

The digitalization of manufacturing processes enables the tracing of dynamic influences in the production processes to specific 
characteristics of the final product. In this case, existing models for surface simulation of ultra-precision fly-cut surfaces were 
extended to dynamically incorporate acquired axis data of the machine tool to further improve the prediction of the machined surface 
topography. Therefore, a signal splitter was incorporated into the machine tool’s control systems, which allows for a seamless 
readout of the axes’ encoder signals without influencing the control system of the machine itself. The readout of the sensors was 
referenced to the machine tool and workpiece coordinate system and then fed into the dynamic model, which periodically examines 
the interaction of tool and workpiece (i.e. the cutting procedure) and calculates the resulting surface geometry, i.e. topography and 
form. 

The topic to be presented is a detailed description of the applied modeling and simulation framework, the integration of the axis 
data as well as a validation of this approach, which is illustrated by three examples. While the surface roughness comparison showed 
clear differences, certain characteristics could be found in the corresponding image when comparing the simulated surface features 
with the actual generated topography.  

Precision machining, surface shadow, simulation 

1.  Introduction  

Digitalization has been gaining importance in manufacturing 
technology for decades and it has become an integral part of 
modern production environments. Production data and 
integrated machine data interfaces can be used for a wide 
variety of purposes, such as process control, maintenance and 
interruption planning or to make statements about production 
progress or component quality. The last point in particular is 
important for precision machining. 

Today ultra-precision parts are applied in a widespread field of 
sectors such as the automotive, fusion, metrology and 
aerospace industries, in the health sector and in the field of 
photography to afford very different functions. Therefore the 
range of parts is diverse and extends from optical components 
such as flat, pyramidal, spherical and aspherical-mirrors, 
ellipsoids, toroids, optics, microlenses, spectrometers installed 
inside satellites, components for vehicle lighting systems, energy 
conductors e.g. waveguides, air bearing components, lenses for 
photography and laser applications to ultra-precision tools like 
mould inserts. 

Ultra-precision manufacturing is a time consuming and 
challenging task, because of the tiny scaled chip removal and the 
fact that most steps in this process are nearly invisible to the 
human eye. This leads to the process requiring long machine 
production times and to a high uncertainty about the quality of 
the workpiece along the whole process. 

In order to make an adequate prediction of the result at the 
end of the machining process, a simulation of the generated 
surface is built from axis data of the manufacturing machine. 
Ideally, the waste of energy, resources, time and costs can be 
avoided by recognizing critical moments in the production 
process at an early stage during runtime and taking appropriate 

countermeasures. The development of this approach is pursued 
with the help of a digital surface shadow in an ultra-precision fly-
cutting process. 

1.1.  Previous work  
In recent decades numerous research projects have been 

carried out to optimize ultra-precision fly-cutting processes. 
Several approaches aim the high speed cutting of ultra-precise 
surfaces in order to reduce the production time [1, 2]. Other 
approaches investigate the vibration [3] and the prevention of 
critical machine states or the identification of critical events [4, 
5]. Fewer approaches explore the live representation of the 
surface. A foundation to build up a digital surface twin for fly-
cutting processes was laid by the authors in 2022 [6]. Two 
different models, a numerical height map and a dexel-based 
simulation model for generating the surface were developed. 
The incorporation of axis data took place after the machining 
process. For the dexel approach the surface is split up in dexel 
and intersection points. The tool engagement is determined as 
sweep-volume and for the simulation the position data is 
transformed to a path of the tool-center-point.  

For the height map approach the complete surface is 
tessellated into smaller patches containing height points. The 
tool engagement apex points, referring to the height, are 
determined using the process parameters such as feed, raster 
spacing and fly-cutting radius. To handle overlapping and the 
failure addition of material the minimum of either the tool 
footprint or of the existing surface is saved in the height map. 
Both approaches achieved high accuracy in predicting the 
surface. 

In the presented work the height map approach is extended in 
order to set up a data interface for axis data, a live data handling 
and a parallel simulation of the surface while the machine is 
running.  
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1.2.  Intention  
The intention of the presented work is a simulation of the 

surface, parallel to the machining process utilizing live axis data 
and static process data. This approach is validated in machine 
tests and the results of the simulation is compared to the 
physical surface measured by white light interferometry. 
Section 2 presents the methodology, describing first in 2.1 the 
experimental setup and the materials utilized for this purpose. 
Then in 2.2 the data operations are briefly outlined followed by 
2.3 explaining the simulation. Section 3 presents the results of 
the simulation divided into the presentation of the simulated 
surface in 3.1 and the measured surface in 3.2. Followed by the 
comparison of simulated and measured surfaces presented in 
3.3 and a disturbance test described in 3.4. Finally, section 4 
summarizes the contents. 

2.  Methodology 

The methodology for setting up the surface simulation 
essentially consists of two main parts: The management of live 
data and the visualization of the surface. The dynamic axis data 
is obtained within a fly-cutting process that is depicted in 
Figure 1.  

2.1  Experimental setup and materials 
The utilized ultra-precision 5-axis machine tool Nanotech 350 

FG is placed in the Laboratory for Precision Machining LFM in 
Bremen on a marble base in an air-conditioned room in order to 
eliminate external influences. The material of the workpiece, 
German silver, which is a Nickel alloy with copper and zinc, was 
also chosen for this reason. The surface is generated in a fly-

cutting process with a fly-cut radius rfly = 67 mm using 
monocrystalline diamond as cutting material with a tool nose 

radius rε = 0.762 mm.
To achieve the axis data during the machine run an interface 

system EIB 741 (Heidenhain) is used, which splits the axis signal 
directly from the machine control cabinet into two signals; one 
for the machine control and one for the laptop input socket. 
Furthermore a Talysurf CCI HD (Taylor Hobson) while light 
interferometer is utilized to measure the generated surfaces 
after machining. 

Figure 1. Surface machining of a workpiece with a diamond tool 
mounted in a fly-cutter on the main spindle

2.2  Axis Data  
The data of the machine axis are routed to a software interface 

where the arranged data packets are streamed into a file. This is 
done by the signal splitter before the computation job of the 
machine itself. After that a Python script reads the latest data 
out of the file and converts the values from the raw format to 
the actual length scale.  

2.3   Simulation  
When the simulation starts the current position is saved as 

reference position and the first tool operation is visible. If the 

axis data changes, the surface is updated simultaneously. The 
simulated tool sweep is repositioned periodically as the tool is 
moved relative to the workpiece.  

Figure 2. Program flowchart of the live simulation 

If the new height is deeper than the current height of this tool 
position, the mesh is changed and passed to the visualization in 
order to show the new surface. The calculation of the height 
points is mainly dependent on the radius of the diamond tool 
and the fly-cut radius, but also on the feed and the raster space, 
since they define the tool engagement. An outlined program 
flowchart is shown in Figure 2. 

Although there is a data transition in both processes, the 
update function of the new height map and the visualization 
function, can operate independently of each other. While the 
process is running it is possible to move and zoom the 
visualization to check the generated surface and stop the 
machining process when a critical fault is identified. The 
prerequisite is a suitable choice of the resolution parameter to 
prevent long calculation times. With the developed graphical 
user interface a visualization and several options e.g. to save the 
current mesh and a picture or to edit the reference positions are 
presented, as shown in Figure 3. 

Figure 3. Graphical user interface of the simulation  
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3.  Results

In order to be able to find the section for the measurement, 
the tool was moved close to the simulation area during tool 
engagement. This resulted in features at the left and right edge 
of the section. During machining the simulated surface is 
visualized and shows these features. In addition the simulation 
input axis data and the resulting surface could be saved during 
the machining session. 

As the tool path data is handled separately from the 
visualization, the resulting surface geometry can be repeatedly 
generated in the post processing mode. This reveals the 
advantage of a higher resolution and the opportunity to change 
simulation parameters e.g. the smoothing value.  

3.1.  Simulated surface  

Figure 4. Simulated Surface as a result after the process (sample 5)

The post processed simulated surface from the machine test 
setup of the presented example is depicted in Figure 4. 
Conspicuous are the features on the edge; some are more 
pronounced e.g. the feature near the bottom left corner. The 
features in the middle are less noticeable.  

3.2.  Measured surface 
Figure 5 shows the measured surface referring to the 

simulated surface depicted in Figure 4. 

Figure 5. Measurement of the surface (sample 5) 

In the measured surface the edge features are also clearly 
visible, although in a slightly different way. In comparison it 
looks as if the simulated image has been sharpened. This could 
be due to the different height scaling. The measured image is 
displayed on a scale ranging from approx. 250 to approx. 
400 nm, with a maximum range of 650 nm. On the other hand, 
the simulated image is displayed on a scale ranging from zero to 
approx. 35 nm, utilizing the full range of the scale, although this 
is dependent on the simulation, the zoom and the scale settings.  

3.3.  Feature and roughness comparison 
In Figure 6 three distinctive features are selected for 

comparison.  

Figure 6. Comparison of the features in the simulated surface and the 
measurement of the first example (sample 5)

Although there were some matching features, the result is not 
entirely clear, as not all features were found in the respective 
comparison image.  

The second example presented here also shows ambiguous 
results, according to Figure 7.  

Figure 7. Comparison of the features in the simulated surface and the 
measurement of the second example (sample 12)

For this reason the roughness values of the surfaces were 
compared, see Table 1. The comparison shows for the mean 
arithmetic height clear differences of ΔSa = 6.6 nm between the 
parallel simulated and the measured surface and for the 
maximum height ΔSz = 601.75 nm. The differences between the 
post processed simulated and the measured surface vary in the 
same area. In percentage terms, the Sa values of the simulated 
surfaces are approx. ten times higher.  

Table 1. Comparison of the surface parameters

Surface roughness of the second example (sample 12), ISO 25178

[nm] Parallel simulated 
surface 

Post processed 
surface (higher 

resolution, 
generation not in 

real-time) 

Measured 
surface 

Sa 2.18 3.12 8.78

Sz 19.85 34.80 621.60

One reason for the differences may be the mechanism of the 
simulation, which causes a limitation of height outlier values. 
This can be seen even more clearly in the disturbance test 
presented below. 
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3.4.  Disturbance test  
The post processed simulated surface of the machine test with 

introduced disturbances is investigated in the following part. 

Figure 8. Comparison of the features in the simulated surface and the 
measurement of the third example (sample 9) 

Figure 8 shows the external influences clearly in both the 
simulated and the measured image. Although the same sharp 
effects can be observed as in the previous presented samples, a 
connection of the simulated image with the measured one can 
be determined. 
The surface roughness parameters in Table 2, however show a 
discouraging result, that does not reflect the real situation. 
Although the values are higher than for the samples without 
interference, with differences of ΔSa = 419.28 nm between the 
parallel simulated and the measured surface and ΔSz = 
2462.19 nm, they are still far from the values of the measured 
surface. The Sa values of the simulated surfaces also differ 
greatly in percentage terms. It should be noted that even the 
smallest outliers, that occur e.g. due to the material, influence 
the measurement of the maximum height. 

Table 2. Comparison of the surface parameters 

Surface roughness of the third example (sample 9), ISO 25178

[nm] Parallel 
simulated 

surface 

Post processed 
surface (higher 

resolution, 
generation not in 

real-time) 

Measured 
surface 

Sa 2.72 35.46 422.00

Sz 44.81 130.70 2507.00

4.  Conclusion

To summarize, a live axis data stream was implemented and fed 
into a simulation of the generated surface during the machining 
process.  
The experimental setup and the materials as well as the data 
operations and the simulation were described. As a result of the 
simulation the visualization was compared with the measured 
surface in a qualitative and quantitative way. With a disturbance 
test the observations could be confirmed. 
In conclusion the axis data seem to be a good choice for this 
purpose, but the evaluation did not reveal a clear result. While 
a similarity cannot be denied in the image comparison a direct 
coincidence cannot be ruled out. The surface roughness 
comparison in particular showed very clear differences. Thus 
further work in the area of limit data management and 
resolution improvement is necessary. This work represents 
preliminary work that can be expanded and utilized for 
optimizing fly-cutting processes. 
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Abstract

The proposed paper introduces a 3D vision system that harnesses the capabilities of mirrors. This visionary system is designed to 
capture three distinct images, achieved through the strategic arrangement of three cameras and two mirrors. These images are the 
building blocks for facilitating three-dimensional reconstruction, ushering in a new era of depth perception in imaging technology. 
The paper also presents the development of a dedicated autofocus stage and a motor control system. The motor control unit is 
ingeniously built around the Raspberry Pi, showcasing the system's adaptability and versatility. Furthermore, the user interface (UI)  
is constructed using Node-Red, which offers user-friendly web-based control. The implications of this measurement system have 
potential applications spanning various industries. One particularly promising application is within the field of manufacturing. This 
system can measure even the most hidden areas, such as the obscured rear parts of objects, where conventional viewing angles fall 
short. In manufacturing, precise measurements are paramount, and the proposed 3D vision system, with its multifaceted design and 
innovative technologies, promises to revolutionize the way these measurements are taken. As this paper and the associated system 
advance our understanding of 3D imaging, it is clear that the proposed system holds significant potential in improving the accuracy 
and efficiency of measurements in manufacturing, ultimately contributing to enhanced product quality and process optimization. 

Engineering, Measuring instrument, Tool, Visual inspection 

1. Introduction

In recent technological advancements, the integration of 
Computer Numerical Control (CNC) systems in manufacturing 
processes has significantly contributed to automated machining 
and production. CNC tools, vital components in these processes, 
play a crucial role in shaping specific parts with precision and 
repeatability. However, the use of damaged CNC tools can lead 
to various problems, including overheating, equipment damage, 
and errors affecting the entire system. Therefore, it becomes 
imperative to develop a system that can diagnose tool damage 
effectively. 

This paper introduces a novel 3D diagnostic solution for CNC 
tools, departing from traditional image-based solutions. While 
traditional 3D scanners come with a hefty price tag, often 
exceeding $1000  for industrial-grade equipment, this proposed 
system offers a cost-effective alternative. The system aims to 
provide diverse views of CNC tools for precise diagnostic 
information, overcoming the limitations of existing 3D scanning 
methods vulnerable to light reflection and refraction. 

To address these challenges, the proposed system utilizes a 3D 
vision system employing mirrors and a sophisticated motor 
control unit based on Raspberry Pi. The system captures three 
distinct images through strategic camera and mirror 
arrangements, enabling three-dimensional reconstruction. The  
use of mirrors allows the system to measure challenging areas, 
such as obscured rear parts of objects, which conventional 
viewing angles struggle to reach. The motor control system, built 
around Raspberry Pi, ensures adaptability and versatility, while 
the Node-Red-based user interface offers a user-friendly web-
based control mechanism. 

The potential applications of this cutting-edge system extend 
across various industries, with a particularly promising impact on 
manufacturing. Precision measurements are critical in 
manufacturing, and the proposed 3D vision system, with its 
multifaceted design and innovative technologies, promises to 
revolutionize the way measurements are taken. The use of 
mirrors for image capture, coupled with Raspberry Pi-based 
motor control and a web-controlled interface, adds an 
unprecedented level of flexibility and ease of use to this 
technology. 

As the paper progresses, it delves into the challenges faced by 
conventional 3D scanning methods, highlighting their 
vulnerabilities to light reflection and refraction. The paper then 
introduces the concept of Neural Radiance Fields (NeRF)  [1,-6] 
as a promising alternative due to its ability to depict light 
reflection accurately. NeRF's advantages, including ease of 
dataset creation and representation of continuous space for 
natural view transitions, are discussed. Despite NeRF's longer 
processing times, the paper proposes a feasible application in 
the industrial sector for real-time rendering systems. 

In summary, this research aims to construct a 3D diagnostic 
system for CNC tools, utilizing a cost-effective approach with a 
single manual focus camera and NeRF technology. The proposed 
system demonstrates commendable performance in analyzing 
the external state of CNC tools economically and effectively. This 
approach is anticipated to find practical utility in small-scale 
manufacturing or environments with budget constraints, 
providing an innovative solution for CNC tool diagnostics. 
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2. Proposed Methodology

2.1 Hardware description 
The proposed method involves positioning two mirrors and 

three cameras to obtain images of the unseen areas from the 
cameras through the reflection in the mirrors. In this setup, 
cameras with adjustable focal lengths are controlled using DC 
motors due to the variations in focal length and field of view 
depending on the camera's position. Figure 1 illustrates the 
process of measuring a solid end mill, showcasing two mirrors 
reflecting the top surface of the solid end mill, captured by three 
cameras in action. This method can find practical applications in 
tasks requiring high precision measurements. By utilizing mirrors 
to expand the field of view and capturing images from multiple 
angles through multiple cameras, it becomes possible to 
scrutinize detailed information about the target object. This is 
particularly advantageous for measuring small objects or 
objectswith intricate shapes. Moreover, the ability to adjust the 
camera's focus adds flexibility to measurement tasks across 
various environments. By automatically adjusting the focus 
using DC motors, users can maintain accuracy in the 
measurement process while operating efficiently.  The hardware 
is installed in a clean environment and is not integrated into the 
actual manufacturing system but rather deployed for proof of 
concept purposes. 

Figure 1. Proposed Hardware (Mirrors, Cameras, DC motors) for test-
bed. 

2.2. Software description      
To establish a seamless integration between the cameras and 

DC motors, a connection was established with the Raspberry Pi. 
This intricate setup involved attaching gears to the focus ring of 
the manual focus camera and the DC motor, enabling changes in 
the camera's focus with the rotation of the DC motor. The 
automated focus feature of the DC motor and its impact on the 
captured images were implemented through Node-Red, as 
depicted in Figure 2. Utilizing three cameras in tandem allowed 
the system to acquire three distinct images in a single 
measurement session, amplifying the efficiency and depth of 
data collection.  

Figure 2. Proposed Software (User Interface  with Node-red)  

2.3. 3D reconstruction results  
Figure 3 depicts the three-dimensional reconstruction results 

achieved using NeRF. The cost of the applied system, at less than 
$1000, indicates the feasibility of building an economical and 
effective 3D diagnostic system. However, the approximately 1-2 
minutes required for image pre-processing and 3D rendering 
pose challenges with performance matric [7-9] for real-time 
rendering system implementation. The proposed method can 
help improve product quality by measuring machine tools 
through 3D Rendering.  

Figure 3. Reconstruction Results

3.Conclusion

This paper introduces an 3D diagnostic system for CNC tools, 
using mirrors and a Raspberry Pi-based motor control unit to 
overcome traditional 3D scanning limitations. The system 
enables precise measurements and three-dimensional 
reconstruction in challenging manufacturing areas. Exploring 
NeRF technology as an alternative to conventional 3D rendering, 
the paper highlights its potential for real-time rendering in 
industrial applications. The cost-effective approach, employing  
three  autofocus camera and NeRF, performs well in analyzing 
CNC tool states. In conclusion, this research offers an accessible 
and efficient solution for CNC tool diagnostics, promising 
improvements in accuracy and efficiency for manufacturing 
processes. 
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Abstract 

In this study two types of bulk metallic glasses (BMG) were treated by plasma electrolytic polishing (PEP). Namely Vitreloy 101 with 
chemical composition Cu-Ti-Zr-Ni and AMZ4 with chemical composition Zr-Cu-Al-Nb. Both types of samples were manufactured by 
means of a laser powder bed fusion (PBF-LB/M) technology. In addition, AMZ4 samples were prepared using two distinct PBF-LB/M 
parameter sets. Owing to the similar chemical composition of the BMGs, they underwent the PEP-treatment in the same electrolytes. 
Surprisingly, different AMZ4 samples responded to it differently, whilst the results obtained on Vitreloy 101 samples were 
reproducible and predictable when process parameters and/or electrolyte were modified. Furthermore, some AMZ4 samples broke 
during or shortly after the PEP-treatment as they became more brittle and/or their surface became strongly oxidised. On the other 
hand, the Vitreloy 101 samples showed no signs of degradation and their surface became more glossy and smooth after the PEP-
treatment. Nevertheless, it must be mentioned that for some AMZ4 samples satisfactory results were obtained, as they did not 
disintegrate during the process and/or did not break immediately after it and their surface became smoother and glossier. This 
inconsistency in the response to the same treatment of the same material could be attributed to the varying surface oxidation level 
of the AMZ4 samples and/or not yet properly selected electrolyte(s). The PEP duration varied from τ = 300 s to τ = 600 s with applied 
voltage between U =300 V and U = 420 V. The pH value of the electrolyte varied between 3.4 and 3.8 during the PEP process and the 
electric conductivity was κ ≈ 105 mS/cm at electrolyte temperature of t = 75 °C. 

Plasma electrolytic polishing; bulk metallic glasses; additive manufacturing; surface oxidation; hatching strategy 

1. Introduction

Material science is on an ongoing quest to develop new more 
durable, more mechanically stable and/or biocompatible, etc. 
materials. Recently a metastable austenitic CrMnNi steel was 
presented that demonstrates both increased yeld and tensile 
strength and improved ductility at the same time [1], [2]. Bulk 
metallic glasses (BMGs), however, have been known since 60s’. 
The vitrification of metals with various chemical compositions 
were achieved by rapid quenching [3]. The benefits of hardness, 
increased elastic limits and biocompatibility sparked the 
intereset for using BMGs for a number of different applications 
ranging from medical engineering to sports [4]. Recently, 
successful attempts to produce BMGs, namely Vitreloy 101 and 
AMZ4, by means laser powder bed fusion (PBF-LB/M) were 
reported [5]–[9]. It is well known, that the size of BMG parts is 
constricted by the precise cooling rate of a bulk material at 
which the vitrification takes place [3], [5]. A successful 
application of additive manufacturing (AM) technologies in 
producing BMGs, relaxes this constraint [5]. 

However, it is well established, that the surface quality of 
additively manufactured parts is rather poor. This, in many 
engineering applications, and customary preferences, is a 
serious drawback limiting parts applicability. Of course, there is 

a number of techniques to refine the surface of AM parts, like 
particle blasting, (dry) electrochemical polishing, mechanical 
polishing etc. All these methods with greater or lower efficiency 
can be applied on AM parts made out of conventional material, 
like steel or titanium alloys [10]–[12]. Yet BMGs like Vitreloy 101 
and AMZ4 pose a challenge to all of these polishing methods, 
especially to those exploiting electrochemistry. The chemical 
composition of these materials is very complex, thus an 
electrolyte used in such processes must be well tailored to avoid 
selective material removal, or other kind of surface damage. 
Furthermore, the unique material properties vanish upon 
crystalisation, which limits the temperature window during the 
post processing. Since cast BMGs typically feature a very good 
surface finish, and PBF-LB/M just recently emerged, studies on 
post-treatments are limited to a few exemptions. 

Though there is a research gap on polishing BMGs, few studies 
have emerged reorting the efficiency of successful plasma 
electrolytic polishing (PEP) of BMGs [13]–[15]. 

In this study, results on PEP of AMZ4, a Zr-based alloy, and 
Vitreloy 101, a Cu-based alloy, are presented. The selection of 
the used electrolyte and PEP process marameters is discussed. 
The effect of the surface quality, namely the existing oxide film 
on as-received samples, is determined by the achieved polishing 
results. The efficacy of the PEP treatment is evaluated in terms 
of an area surface roughness Sq, a rooth mean square height, 
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and Sv, a maximum pit height, as it is shown to influence the 
fatigue life of AM parts the most [16]. 

2. Material and methods

2.1. Plasma electrolytic polishing 
A bath-PEP technology where samples are immersed into the 

electrolyte bath was used for post-processing additively 
manufactured AMZ4 and Vitreloy 101 samples with different 
surface quality in as-received condition. The principal scheme of 
the test rig is presented in [17]. The applied direct voltage, U, 
was varied in the range from 300 V to 420 V. The electrolyte 
temperature, t, was varied from 75 °C to 85 °C. The process time, 
τ, was varied from 300 s to 600 s. 

An electrolyte for Zr-based alloys was prepared following the 
chemical composition of an electrolyte used for polishing Zr-
based bulk metallic glasses as reported in [13]. Yet, the 
Vitreloy 101 samples were also polished in this electrolyte. As it 
will be discussed later in this article, the polishing results of the 
AMZ4 samples were not reproducible, thus some additives, e.g., 
surfacants were added. 

Due to the hydrodynamic conditions occurring during the 
bath-PEP process that is not assisted by an electrolyte stream 
directed to a specific sample surface, samples might be exposed 
to a different intensity of the PEP process. In other words, the 
efficiency of the treatment depends on the sample orientation 
in the electrolyte. In order to achieve as uniform as possible 
polishing effect, all samples were polished in two-steps, i.e. after 
half of the PEP time, τ, the samples were rotated by 180° and 
continued to be polished. 

2.2. AMZ4 and Vitreloy 101 samples 
Owing to the success of the previous experience in PEP-

treating Vitreloy 101+Sn [15], only few test samples out of 
Vitreloy 101 were used for the PEP treatment in this study. Thus, 
the main focus of this article is placed on polishing the AMZ4 
samples. It is acknowledged that the chemical compositions of 
AMZ4, which is a Zr-based material, i.e. Zr-Cu-Al-Nb, and 
Vitreloy 101, which is a Cu-based material, i.e., Cu-Ti-Zr-Ni, are 
rather different. Yet, the Vitreloy 101 samples were also 
polished in AMZ4-specific electrolyte(s). 

In total four types of the AMZ4 samples were PEP-treated. 
They are so categorised according to the used PBF-LB/M-
parameters and/or additional surface treatment using the 
particle blasting (PB) technique, which resulted in different 
surface quality of the analysed samples. Figure 1 shows the 
characteristic AMZ4 and Vitreloy 101 samples used in this study. 

(a) (b) (c)

(d) (e)

Figure 1. Chracteristic AMZ4 samples manufactured using (a) standard 
PBF-L/M settings, (b) additional contouring strategy, (c) standard PBF-
L/M settings with PB, (d) additional contouring strategy + PB and (e) 
Vitreloy 101 sample in as-received condition. 

The characteristic measurements of the samples dimension 
and mass were taken before and after the PEP process. For these 
measurements a digital micrometer BGS technic 8427
(resolution 0.001 mm), a digital electronic calliper (resolution 
0.01 mm) and a scale KERN 572 were used. The surface 
roughness of the samples before and after the PEP treatment 
was measured by a confocal microscope MarSurf CM Explorer. 

3. Results and discussion

The PEP process conditions are listed in Table 1. One can see 
that the current during the PEP process, when the standard 
electrolyte was used, is significantly higher compared to the 
modified electrolyte. This is because the experiments using the 
basic electrolyte were conducted in a three times lower 
electrolyte volume. Note that the electric conductivity of both 
electrolytes was κ ≈ 105 mS/cm at t = 75.0 °C. 

Table 1 PEP process parameters investigated in this study and resulting surface roughness Sq and Sv. 

Sample No. Sample class Electrolyte PEP time, τ, s Voltage, U, V Current, I, A Temperature, t, °C 

1
Standard 

Base 

600 331 4.0 79.4
2 600 328 4.0 79.2

3 600 328 4.0 79.6

4

Contour 

600 329 4.0 79.7

5 600 329 4.0 79.4

6 300 330 4.0 77.8

7

Standard 

Additives 

600 300 2.5 74.6

8 600 300 2.3 74.7

9 600 300 2.5 74.4

10

Contour 

600 300 1.5 75.0

11 600 300 3.6 75.4

12 300 300 1.0 84.8

13 600 420 1.1 84.7

14

Standard+PB 

600 300 2.1 74.9

15 600 300 2.1 74.6

16 600 300 2.5 74.8

17

Contour+PB 

300 300 2.3 74.9

18 300 300 2.5 74.1

19 600 300 2.2 75.3

20
Contour 

600 360 1.1 84.2

21 600 360 1.1 84.7
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Figure 2 presents the selected samples after the PEP. One can 
see that the surface of Sample 5, which was treated in a basic 
electrolyte, was ruined since a dark oxide layer was formed on it 
during the treatment. Sample 1, on the other hand, which was 
PEP-treated at the same conditions developed no signs of 
degradation. Furthermore, the initial surface roughness of both 
samples, as shown in Figure 3, was comparable. Remarakably, 
the surface roughness of both samples was reduced by the PEP 
process, regardless of the developed oxide layer on Sample 5. 
Note that surface roughness of all the investigated samples was 
measured on the same sample side, in the middle of the sample 
in 2.3 × 2.3 mm2 area. 

From Figure 3, one can see that the surface roughness could 
consistenly be reduced when samples were polished in a basic 
electrolyte, while using the modified electrolyte the surface 
roughness, especially Sv parameter, would increase/decrease 
unpredictably. One can argue that these results could have been 
affected by the applied voltage. Indeed, samples polished in a 
basic electrolyte were exposed to U ≈ 330 V, while samples 
polished in the modified electrolyte were exposed to U = 300 V, 

except a few samples polished at 360 V and 420 V. However, 
samples that were polished in the basic electrolyte at U = 300 V 
broke, thus they are not further discussed in this article. 

(a) (b)

(c) (d)

Figure 2. Photographs of (a) Sample 1, (b) Sample 5, (c) Sample 20 and 
(d) Sample 21 after PEP. 

Figure 3. Surface roughness Sq and Sv before and after PEP. The colour scale shows the mass difference before and after PEP. 

Further investigation of the surface topography of the samples 
before and after the PEP revealed that PEP uncovered some 
defects of the PBF-LB/M process causing artificial increase in 
surface roughness. These defects, like weld tracks and/or lack of 
fussion, partly molten particles etc. create artificial surface 
valleys/peaks that are evaluated as surface roughness. Some 
examples of such surface defects are highlighted with red arrows 
in Figure 4. Nevertheless, the duration of the PEP treatment for 
Sample 9 and other samples, which were manufactured using 
the standard PBF-LB/M parameters and had higher initial 
surface roughness compared to those that were produced with 
contour scanning strategy and/or addtionally particle blasted 
could have been extended to achieve lower surface roughness. 
The surface quality of the samples with already low initial 
surface roughness, on the other hand, was significantly 
improved in τ = 300 s of PEP. 

Finally, it must be reported that multiple samples that were 
polished in a base electrolyte broke during or shortly after the 
PEP and/or developed black oxide layer as shown in Figure 2 (b). 
A very few samples, that are reported in Table 1 were 
successfully polished in this electrolyte. Initial hypothesis was 
that the samples had a light oxide layer that prevented a good 
electrical contact with the power source. Thus a new batch of 
samples with improved surface quality, i.e. after particle 
blasting, was produced. Indeed, a light oxide layer on the 
samples with standard manufacturing parameters was indicated 
under the microscope. A trial test was performed on one sample 

with improved surface quality in the base electrolyte and it was 
ruined. Thus the initial hypothesis was disregarded and a 
modified electrolyte was developed and used for polishing the 
rest of the samples. However, the phenomena of the modified 
electrolyte was rather temporary. At a certain point, samples 
polished in this electrolyte also started to develop a black oxide 
layer. Fortunately, no sample broke during or shortly after the 
PEP treatment. Despite the continuous modulation of the pH 
level and the electrolyte conductivity, no successful PEP 
experiments could be conducted at U = 300 V. Thus, several 
trials at higher applied voltage, as reported in Table 1, were 
carried out that astonishingly led to positive results. However, 
the reason behind this is not yet understood. The Vitreloy 101 
samples, though, could be successfully polished using both 
eletrolytes at varying process conditions without any signs of 
sample degradation. 

4. Conclusions

In this study two electrolytes were tested for PEP of AM AMZ4 
and Vitreloy 101 samples. The AMZ4 samples were prepared 
using two distinct PBF-LB/M process parameter sets. Part of 
these samples were also particle blasted. These samples were 
PEP-treated using various process settings and the obatined 
results are summarised as follow:
1. The efficacy of the PEP process on AMZ4 / Vitreloy 101 does 
not depend on the initial surface oxide layer. 
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2. The results obtained using the base electrolyte for PEP of 
AMZ4 are not reproducible. 
3. The degeneration of the modified electrolyte was slowed 
down by added surfactants. Yet, the damage to the surface of 
the polished AMZ4 samples could be avoided only by modulating 
the process parameters rather than electrolyte properties. 
4. Vitreloy 101 samples could be successfully polished in either 
of the electrolytes witout any signs of damage to the surface. 

Future studies will focus on a wider PEP parameters in terms 
of electrolyte temperature and applied voltage to determine the 
right set of parameters for post-processing BMGs materials. The 
crystallisation of the samples as well as mechanical properties of 
the PEP-treated AMZ4 samples will be investigated to find out 
whether PEP influences the material properties.

(a-1) (a-2) (b-1) (b-2)

(c-1) (c-2) (d-1) (d-2)

(e-1) (e-2) (f-1) (f-2)

Figure 4. Micrographs of analysed samples in (1) as-received and (2) after PEP conditions: (a) Sample 9, (b) Sample 10, (c) Sample 11, (d) Sample 17, 
(e) Sample 18 and (f) Vitreloy 101. 
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Abstract 

Float-Zone (FZ) crystal growth process is a critical process for producing ultra-pure silicon crystal with extremely low impurities, 
particularly low oxygen level. However, the occasional oxide problem on polysilicon surface acts as a impediment to the process 
efficiency. Hence, this study aims to address this problem by conducting root cause analysis. Specifically, association rule mining is 
applied on a dataset with the input identified by a fishbone diagram from different aspects. The results showed that a high moisture 
level from the early phase could potentially be a critical contributor to the oxide problem, thereby indicating the next step of research 
– exploring the underlying reasons for the high moisture level. 

Float-zone crystal growth; root cause analysis; association rule mining

1. Introduction

It is undisputed that silicon wafers have become crucial to our 
modern life and the world’s commercial and military 
applications. The demand for silicon wafers has witnessed a 
substantial surge in recent years, necessitating a substantial 
increase in productivity. In order to meet these growing 
demands and enhance the competitiveness of businesses, single 
crystal growth process as the key process for the fabrication of 
silicon wafers, has been driven to increase good-for-order 
single-crystal silicon yield while keeping costs low. Float-Zone 
(FZ) crystal growth process is a critical process in the production 
of high-quality single crystals used in various applications, 
including solar cells, insulated gate bipolar transistors (IGBTs) 
[1], etc, where there purity of the silicon crystal is essential. The 
FZ process can allow for producing a higher purity silicon crystal 
with much lower concentrations of impurities, particularly lower 

content of oxygen (below 5 × 10�� atom/���  [2]) due to the 
absence of crucible. However, the high production costs of FZ 
crystals have been a hindrance for its wider applications,  due to 
the high costs for the feedstock material, polysilicon feed rod [3]. 
The contribution of the feed rod to the Cost of Ownership (CoO) 
of the growth process is far more than 50% [3]. Therefore, 
crystal yield is of great significance for the FZ process. However, 
the FZ process occasionally suffers from the oxygen 
contamination, which may disrupting the process efficiency, 
thus affecting crystal yield. The oxygen contamination can be 
visually observed in the images captured by the FZ vision system, 
as seen in Figure 1. To enhance the crystal yield and thus 
enhance the competiveness of the FZ process, it is essential to 
optimize the FZ process and achieve consistent quality by 
mitigating the oxide problem. Therefore, it is desired to discover 
the root causes of the oxide problem, which motivates this 
study. 
Root cause analysis is a process through which we can 
understand the fundamental triggers of a problem, thus leading 
to more effective solutions. Knowledge-driven approaches are 
widely used in conventional root cause analysis involving 

domain-specific expertise, and human intuition to identify the 
underlying causes of issues. Typical examples are fishbone 
diagram, 5 Why, and FMEA. However, these knowledge-driven 
approaches are time consuming and inefficient, which becomes 
particularly evident in the era of big data [5]. The rise in data 
accessibility, coupled with the increased availability of 
computational resources, has prompted researchers and 
practitioners to utilize data-driven approaches such as data 
mining and machine learning techniques to enhance the 
efficiency of the root cause analysis process [5]. 
Hence, this paper aims to improve the FZ process, by conducting 
root cause analysis for the oxide problem in the FZ process. To 
this end, association rule mining [6], a data-driven approach 
would be leveraged for the root cause analysis. 

Figure 1. The comparison of normal process and abnormal process with 
oxygen contamination. 

2. Root cause analysis with association rule mining

Association Rule Mining (ARM) [6] is a data-driven approach that 
can provide quantitative evidence of relationships between 
variables, allowing for discovering hidden relationships within 
the data that might have been overlooked. The frequent 
patterns extracted by ARM are in the form of X → Y  The 
frequent patterns are then examined by a minimum threshold 
of statistical measures, such as support and confidence and lift. 
The larger these measures, the more robust the rule is. One only 
needs to look into the strong rules extracted from ARM, and 
examine if they are related to the source of the problem using 
expert knowledge.  

93



However, it should be noted that ARM can only handle binary or 
categorical attributes, which is not common in manufacturing 
data. Therefore, if ARM is applied, the manufacturing data 
should be processed and converted into binary or categorical 
data. Besides, since the number of rules is highly dependent on 
support (frequency), some interesting rules might have been 
filtered due to the rarity. Hence, to assign equal importance to 
each variety of the oxide, ARM would be applied on each 
subdataset categorized by the varieties of the oxide. 

3. Experiments

Before applying ARM, the relevant data associated with the 
oxide problem was first identified by a fishbone diagram from 5 
aspects: Machine, Process, Ambition, Human, Material, as seen 
in Figure 2. Several potential factors were identified that may 
contribute to oxide (see Figure 2).    

Figure 2. Fishbone diagram for identify potential factors that contribute 
to the oxide problem. 

Subsequently, a total of 387 observations of these potential 
factors along with FZ images were collected from 387 production 
runs. These observations were cleaned and transformed to 
categorical data types. After data-preprocessing, the dataset 
consists of 387 samples and 135 features along with three oxide 
types: normal, spot and shadow. Next, FP-Growth from rCBA 
package in R was applied with a minimum class-wise support 
threshold of 30% and a maximum length of the itemsets of 3 
which is equivalent to considering at most two features. The 
generated rules were pruned with the absolute confidence 
threshold of 50% and the absolute lift threshold of 1.2, followed 
by removing redundant rules that have no positive improvement 
on confidence and lift measures. Finally, a total of 68 rules were 
identified, with lift values ranging from 1.2 to 11.88. 
The scatter plot for visualizing all rules can be see in Figure 3. As 
seen, the rules with the highest lift values are concentrated in 
the bottom left corner of the plot, indicating low support and 
confidence. In fact, the majority of these rules are linked to the 
normal type. While these rules may not be very actionable in 
practice, they offer valuable insights into the optimal conditions 
for a normal process. Another cluster stands in the upper-right 
corner of the plot with both a high level of support and 
confidence, making them particularly interesting. These rules 
are associated with spot and shadow oxide types. The network 
graph for the classes of normal, spot and shadow can be seen in 
Figure 4, 5, and 6, respectively. The highlighted itemsets of each 
graph are the most commonly occurring itemsets, indicating 
their great significance. As seen, the spot and shadow are 
associated with the moisture level from the early while the 
normal case is associated with high preparation time and low 
oxygen level. As mentioned in the scatter plot, the priority would 
be put on the rules of spot and shadow types rather than the the 
normal. Hence, the subsequent research would be to discover 
the root cause of high moisture level. 

4. Conclusions

In order to identify the fundamental triggers of the oxide 
problem to improve the FZ process, association rule mining  was 
leveraged for root cause analysis. The results showed that high 

moisture level from the early phase could potentially contribute 
to the spot and shadow types. Therefore, the next step of 
research would be focus on the root cause analysis of high 
moisture level. 

Figure 3. The scatter plot of rules. 

Figure 4. The network graph for normal case. 

Figure 5. The network graph for spot case. 

Figure 6. The network graph for shadow case. 
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Abstract 

The application of digital manufacturing technologies to additive manufacturing offers significant potential to improve process 
resilience, sustainability, and productivity. While Machine Learning (ML) is now widely applied in AM, the ability of operators to use 
and act on predictions from ML approaches in real time has been limited. Factors such as heterogeneity of data, inexpressive data 
models, timeliness of results, and poor contextualization of ML results have contributed to this limitation. The novel software 
platform described in this paper addresses this deficit in two parts; first, a digital twin outlined in this paper represents the additive 
manufacturing process state using a novel data model that collects and fuses various information, including real-time hardware 
sensor data. The second component is a Decision Support System that captures operator expertise and heuristics in the form of rules. 
Drawing insights from both successful and unsuccessful print runs, the system continuously learns, enhancing its ability to provide 
informed recommendations for remedial actions over time. Together, the digital twin and decision support system provide 
recommendations to operators while a print process is ongoing.  

Additive Manufacturing, In-process Monitoring, Digital Twin, Recommender System, Decision Support System, Machine Learning  

1. Introduction 

Metal Additive Manufacturing (AM) offers significant 
advantages over traditional subtractive manufacturing, such as 
enhanced design flexibility, increased sustainability, and shorter 
product development times [1]. However, AM faces challenges 
related to process stability and repeatability [2]. In-process 
analysis during part printing can identify and predict anomalies 
using machine learning (ML) and other forms of artificial 
intelligence. To harness machine learning successfully, obstacles 
like data heterogenization, suboptimal data architectures 
(especially for real-time analysis), and inadequate data models 
must be addressed [3]. Digital twins, dynamic virtual copies of 
physical assets, offer a solution to these challenges, especially 
when employed in real-time scenarios. However, platforms 
providing near real-time decision support for AM processes, 
particularly in sensor fusion and data management applications, 
are still considered in their early stages [4]. 

This paper describes a real-time digital twin that informs an in-
process decision support system, aiding operators of additive 
manufacturing equipment in addressing processing issues and 
thereby improving product quality, production line efficiency, 
and sustainability. Additionally, we present an example 
illustrating the application of the digital twin and decision 
support system in a production environment. 

2. Platform Description

The digital twin outlined in this paper represents the additive 
manufacturing process state using a novel data model that 
collects and fuses various information, including real-time 
hardware sensor data. This information populates a data model 
describing the printing process. Our digital twin enhances the 

data model by employing machine learning-based analysis on 
the collected data to gain profound insights into the print's state. 
It works in conjunction with a rules-based decision support 
system that assesses the digital twin's described printing process 
state, providing real-time recommendations to guide 
manufacturing. These rules are tailored on a per-product basis 
and can be refined and reused for similar manufacturing 
processes. The interactions among data sources, the digital twin, 
and the decision support system for our approach are illustrated 
in Figure 1. 

The digital twin’s data model describes a series of tables that can 
be integrated into other schema, for example the NIST schema 
[4],  to provide support for real-time reasoning about an ongoing 
build. The data schema is capable of capturing information in 
fine detail; these data can be aggregated to various levels to 
provide summary information about individual build layers, the 
build or collections of builds. Information can be represented in 
different forms, including image data obtained using optical 
sensors and camera, measurements derived from in-process 
data and events such as anomalies reported by analysis 
modules. Details of the analysis module that generates an event 
are also captured.  

The developed system also incorporates a Recommender 
System framework that captures operator expertise and 
heuristics in the form of rules. Drawing insights from both 
successful and unsuccessful print runs, the system continuously 
learns, enhancing its ability to provide informed 
recommendations for remedial actions over time. 

The platforms user interface is shown in Figure 2. It displays 
three key pieces of information. Figure 2 (A) shows summary 
information about the print and provides an overview of key 
metrics about the print. Figure 2 (B) shows sensor data, 
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Figure 1. Overview of the I-Form Digital Twin/Decision Support Platform, including data collection, analysis and generation of 
recommendations.

Figure 2. Screenshot of Web-based Decision Support Interface showing (A) a summary of the AM processes’ current status (B) Monitor for Laser 
Energy Output (C) a series of recommendations.  

displayed as a series of graphs, displaying aggregated values per 
layer for the overall build area and each of the observed 
volumes. In this view of the print, the mean value of the laser 
output are displayed. The graph of the laser output shows a fall 
in laser output has occurred. This drop began at layer 400 and 
continued over three contiguous layers. Figure 2 (C) shows 
generated recommendations; here analysis modules associated 
with an observed volume noted the laser power drop for a layer. 
This triggered a recommendation with advice to check the laser 
focus. When this anomaly was detected over three layers, the 
second FSM generated a second recommendation type that 
advised that the print be abandoned.  

The versatility of the developed digital twin and decision support 
system extends beyond L-PBF processes, making it applicable to 
a broader spectrum of manufacturing processes. This is 
attributed to its flexible structure, capacity to consume data 
from various sources, and the application of diverse analysis 
methodologies to this data. However, it's imperative to note 
that, for each process application, defining and applying rules to 
the outputs of the analysis is essential. 

3. Conclusions 
In conclusion, the outlined digital twin and decision support 
platform not only addresses the intricacies of additive 

manufacturing but also holds promise for broader 
manufacturing applications, thanks to its adaptable architecture 
and robust analytical capabilities. Having been successfully 
deployed in an industry setting, the platform seamlessly 
processed high-volume and high-velocity sensor data in near 
real time. For instance, in the L-PBF process discussed in this 
paper, each print layer generates approximately 450 MB of data. 
Despite this substantial volume, the system defines and delivers 
recommendations to operators before the next layer completes. 
This rapid processing speed coupled with operator decision 
support represents a distinctive advantage within the realm of 
AM processing. 
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Abstract 

Minimizing lead time without sacrificing accuracy is a major challenge in various industries. In CNC milling, geometrical inspection 
takes one of the biggest efforts. Process-parallel simulations have the potential to reduce down-time and effort spent in inspection. 
Especially for real-time workpiece quality estimation, the cutter workpiece engagement methods must be improved to achieve 
effective computation without sacrificing precision. According to the literature, the dexelisation method is one of the best contenders 
for high-fidelity material removal simulations. 
The literature shows promising results for offline part geometry estimation considering cutting loads. However, academic studies and 
industrial software tools are scarce for process-parallel material removal simulation. This is due to the need of high computation 
power. Therefore, in this study, an adaptive dexelization approach for workpiece is proposed. The method is accelerated by using a Ray 
Tracing algorithm and GPU cores without comprising the accuracy of inspection considering cutting loads. Around five times reduction 
on computation time has been reached with this method. 

Material removal simulation, dexelization, Tridexel, milling, cutter workpiece engagement. 

1. Introduction 

Currently, the manufacturing field is experiencing the fourth 
industrial revolution, which enables value-adding 
interconnected assets to communicate with each other so that 
digital data can provide greater added value. This digital 
revolution allows faster reporting and hence efficient and timely 
decision making and intervention. Like in other manufacturing 
methods, in CNC milling, there is a trend through the 
digitalisation of the process to generate a digital model of the 
physical product [1]. In that sense, virtual machining is critically 
important to evaluate whether the physical workpiece is in the 
desired condition during the process. 

Three primary methods exist for virtual workpiece 
representation for milling. (1) Solid Modelling, including 
Constructive Solid Geometry (CSG) or Boundary Representation 
(B-rep) [2], uses primitive volumes updated through Boolean 
operations. However, both CSG and B-rep have limitations; 
Brep's reliability in updating the workpiece for every cutter 
location is uncertain, and CSG struggles with supporting free- 
form objects [3]. 

(2) Space Partitioning, representing the workpiece through 
voxels, discrete volume elements defined as binary (1 for 
material, 0 for empty) [4]. Here the memory allocation is directly 
proportional to O(n3), where O is memory allocation, and n is the 
number of voxels. Dexel method overcomes the memory 
requirements. Here, the workpiece is represented by vectors, 
where memory allocation is proportional to O(n2) [5]. On top, tri-
dexel methods address fidelity problems, e.g. on high slope 
surfaces by sending line segments from three perpendicular 
axis-aligned planes [6]. The tri-dexelisation can be sped by 
running ray tracing algorithm on a GPU [7]. 

Despite progress in virtual workpiece representation for CNC 
milling, achieving high-fidelity and low-latency in the digital twin 

context remains a challenge. This study focuses on enhancing 
Tri-dexel method efficiency by adaptively adjusting dexel density 
based on known cut regions and their expected tolerance. This 
step is pre-processing for process-parallel geometry estimation 
intended to save memory and reducing simulation time while 
improving the precision at required locations. 

2. Tridexel algorithm 

2.1. Step -1: Adaptive Workpiece Dexelisation 
In this section, details of adaptive Tri-dexel algorithm are given. 

Our method requires the input of tessellated CAD model of the 
stock material. The user divides the CAD model into sub- 
geometries with respect to required tolerances in every x, y, and 
z directions separately while triangulating the geometry (.STL 
conversion). Each sub-geometry is to be defined in a specific 
dexel resolution and corresponding spatial grids are generated 
along the three axes. From each grid, rays are cast to make 
intersection with triangles of sub-geometries. This procedure is 
applied only once before the material removal is calculated. It 
should be noted that each grid execution is done in one GPU 
block. The results from every ray-triangle intersection are 
transferred to the CPU to find the starting and ending points of 

Z dexel grids X&Y dexel grids 

Lower Density Grids Higher Density Grids 

Figure 1. Adapted Grids for WP in X,Y,Z directions 
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every intersection calculation between ray and triangles. 
Depending on the intersection distance and grid IDs, the starting 
and ending points are found by sorting for each grid IDs. In this 
study, an 80x80x30 mm workpiece material was dexelised 
adaptively. Referring to Figure 1 the inner 40 mm diameter 
cylindrical pocket is dexelised with higher density grids. Here a 1 
mm from the cylindrical surface is chosen for high density dexels. 
Similar procedure is applied in X and Y direction independently. 
In all directions, remaining part is kept with relatively lower grid 
density, i.e., 0.5 mm grid resolution, which is represented in 
Figure 1. Regarding to these grids, adaptive dexels in X and Z 
directions can be seen in the Figure 2. Note that because of the 
symmetricity, Y dexels are basically the same figure with 
dexelised workpiece (WP) in X direction. 

Dexelised WP in X Dexelised WP in Z 

Figure 2. Dexelised WP in X and Z directions. 

2.2. Step 2: Finding Axis Aligned Bounding Box (AABB) 
At this stage, another improvement on calculation can be done 

by using an axis aligned bounding box (AABB). First, multiple 
cutter locations are collected and AABB is calculated by the 
finding an envelope for the collected cuter locations. The AABB 
allows to locate the dexels within this envelop. For the material 
removal simulation to proceed, only the dexels inside the AABB 
are loaded for further calculations. That means only the rays 
inside of the extreme point of cutter regions is to be activated 
for ray to tool geometry intersection. In the Figure 3, the blue 
lines represent the tool path and corresponding tool locations in 
grey. By finding the extreme points in XY plane (for Z direction 
dexel intersection) the AABB is created. In this way, only the 
dexels that fit into this box are activated for ray-cylinder/tool 
intersection. 

Figure 3. Active Z dexels by finding AABB of tool locations. 

2.3. Step 3: Ray-tool intersection 
To further simplify the calculations, the tool (end mill) is 

represented as a cylinder. The ray cylinder intersection 
calculation was used, which is computationally effective as 
opposed to intersection problem with a triangulated tool. If the 
intersection distance is lower than the end point of 
corresponding active dexel element’s end point, then the dexel 
element end point updated with the intersected point. 

The algorithm is developed on MATLAB by using the parallel 
computing tool of CUDA cores. NVidia GeForce RTX3070 
graphics card with 8GB dedicated memory was used for ray- 
triangle/cylinder intersection. In this simulation a 10 mm flat end 
tool is selected. Cutter is simulated as a cylinder geometry with 
total 553 cutter locations for the circular (high density) region as 
40 mm diameter and 5 mm depth. 

Figure 4. Dexel trimming 

3. Results and Conclusion 

The comparison of computation time for uniform dexelisation 
and adaptive dexelisation is shown in Figure 5. The low density 
region in the adaptive dexelisation case is always set to 0.5 mm. 
Whereas, the high density region is varied from 15 to 250 µm. 
On the other hand, for uniform density dexelisation, the whole 
workpiece is dexelised with the same density. The GPU memory 
imposed a limit in dexel resolution, at 15 µm uniform density 
case utilised the whole 8 GB of GPU. 

It is seen that at the highest resolution a 5 times simulation 
time improvement is achieved. The calculation cost is compared 
based on Step 2 and 3, because adaptive dexelisation (Step 1, 
pre-process) is a one-time operation and it is not the part of 
process-parallel geometry estimation during the milling process. 

2.5 

2.0 

1.5 

1.0 

0.5 

0 

0 50 100 150 200 250 
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Figure 5. Comparison of uniformly and adaptively WP calculation 

As a conclusion, adaptive dexelisation provides a potential use 
with GPU parallelized dexelisation. Since part geometry features 
can be read from PMI data of the CAD by using some 
standardized formats like QIF or STEP 242, these standardised 
formats allow the user to reach features of the CAD data with 
their IDs in .xml format. Therefore, finding these regions by using 
standardized formats for adaptive dexelisation is the potential 
future study. 
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Abstract 

This paper explores the application of micro manufacturing in the production of plastic parts, focusing on the widely used injection 
molding process. The increasing demand for high-quality parts in industrial settings has led to a heightened need for digital twins in 
micro injection molding. To address this demand, a Data-Driven approach is employed, involving the simulation of process 
parameters effects in plastic injection molding. The project employs the Design of Experiment (DOE) methodology for a specific 
geometry, varying three key input process parameters—Melt Temperature, Mold Temperature, and Injection Speed—across 
different material grades. Responses such as Part Weight, Cavity Injection Time, and Maximum Injection Pressure are simulated using 
a commercially available Finite Element Analysis (FEA) Simulation software. Data Driven Modelling is achieved by incorporating 
viscosity and pvT coefficients of each material, along with the specified process parameters. Statistical Analysis, Machine Learning, 
and Deep Learning methods are employed for the data driven modeling. The results indicate that Part Weight and Maximum Injection 
Pressure are influenced by all three input parameters, while Cavity Injection Time is primarily affected by the Injection Speed of the 
machine. Both Statistical and artificial intelligence models demonstrate effective performance with the selected materials. 
Importantly, these models successfully predict results for materials not initially considered, affirming the achievement of Data Driven 
Modelling for the specific geometry under investigation. 

Keywords: plastic injection molding; design of experiments; machine learning; digital twin; process optimization 

1. Introduction

In the modern engineering world, the widespread adoption of 
algorithms has lead to a transformative era by eliminating 
additional costs associated with time-consuming and expensive 
tests in the product design and production development cycle. 
Contemporary modeling, prediction, and optimization methods 
have markedly diminished the reliance on traditional 
experimental trials and measurements for enhancing both 
product and process. This spectrum of techniques including 
statistical methods (such as ANOVA), machine learning methods 
(including artificial neural networks – ANNs), and optimization 
methods utilizing meta-heuristic algorithms.

In the present context, the integration of Finite Element 
Analysis (FEA) methods with modern optimization approaches 
has proven to be effective for manufacturers in identifying 
optimal levels of input parameters, leading to the production of 
products of the highest quality. Given the intricate behavior of 
polymers, especially during injection molding processes, the 
multitude of parameters influencing product quality 
underscores the importance of monitoring and controlling each 
parameter and their interactions. This becomes imperative in 
the prevention of injection defects. 

Many studies have been conducted till now focusing on the 
application of data analysis in plastic injection molding process. 
They have used experimental tests and statistical analysis to 
rank the significance of some process parameters on the quality 

measures of the product [1,2]. In some other studies, 
researchers used ML-based techniques on experimental data to 
create a prediction model for an injection process [3,4,5]. Silva 
et al. [6] introduced an intelligent method to classify the quality 
of products. For this purpose, they employed artificial neural 
networks (ANNs) and support vector machines (SVMs) and a 
combination of the two methods. The trained models showed a 
good capability to predict the defects and classify them by type. 

Deep Neural Networks (DNNs) are preferred over traditional 
Artificial Neural Networks (ANNs) due to their increased depth, 
signifying the presence of multiple hidden layers. This depth 
allows DNNs to automatically learn hierarchical representations 
of features, making them highly effective in handling complex 
tasks such as image processing [7] and other intricate problem 
domains. The added depth enables DNNs to capture and 
understand intricate patterns in injection molding data, leading 
to superior performance compared to shallower networks with 
fewer layers. 

2. Materials and methods

The part under study has a dogbone-shaped geometry with 
the dimensions of 12×3×1 mm. the total volume of the part is 
76.4 mm3, and the surface of the part is 241.2 mm2. The mould 
has 2 cavities (see Figure 1). For this study, 36 different grades 
of different classes of thermoplastic polymers (both amorphous 
and semi-crystalline) have been chosen. The list includes ABS 
(Terluran EGP-7, Novodur E211, ALCOM AWL 10WT 1308-05 LB, 
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Terluran 2802 TR, Terluran GP 22, Sinkral F332), COPE (Tritan 
MX731, Eastar DN011), HDPE (Dowlex IP60), PA6 (Ultrmid B3K), 
PA12 (Grilamid L20L), PC (Iupilon S-2000), PES (Ultrason 
E2010G6), PET (Petro 140), PMMA (95UX-BK 13, Altuglas drm), 
POM (Ultraform N2640 E2, Ultraform N2320 003, Ultraform 
S2320 003), PP (80CM-NC 601, ALCOM PP 6201 WT 0134-05LB, 
Exxon Mobil PP1013H1), PS (Polystyrol 456M), SAN (Kostil 
B266), PLA (Natureworks 7000D), PEEK (RTP 2205HF), PBT 
(Ultradur B4500), PVC (Polyvin 6620), LDPE (Lacqtene 1003 FL 
22), PPO (Noryl 731), PPSU (Ultrason P 3010), PEI (Ultem 1000), 
PSU (Ultrason S 2010), PPS (Fortron 1131L4), LCP (Vectra A430), 
and PAI (Torlon 5030). In the beginning, the CAD geometry of 
the part was created. Then the model was transferred to the FEA 
software, Moldex 3D.  

Figure 1. Micro part geometry and dimensions including miniaturized 
sprue, runners, and gates. 

  A 3D mesh with the seeding size of 0.2 mm was employed 
which created 12061 elements on the part. Then, for some 
materials, a 2-level (with the levels of -1 and +1) and for some 
others, a 3-level full factorial DOE (with the levels of -1, 0, +1) 
was employed for the 3 input factors. So, in total, 8 and 27 
experiments were designed respectively. The amounts for each 
input variable (melt temperature, mold temperature, and 
injection speed) were normalized so that process parameters 
variations could be computed evenly across all DOEs for all the 
materials grades. After setting all the experiments in the FEA 
software, the results (part weight, cavity injection time, 
maximum injection pressure) were simulated and collected. 
Studying and optimizing various parameters in the injection 
molding process is possible but time-consuming and expensive. 
To reduce defects, focusing on key parameters such as melt 
temperature, mold temperature, and injection speed is crucial. 
The objectives of this study considered to be the part weight, 
maximum injection pressure, and cavity injection time. 
Correlating controllable input parameters (melt temperature, 
mold temperature, injection speed) with output parameters 
(part weight, cavity injection time, maximum injection pressure) 
helps in implementing Data Driven Modelling in injection 
molding. 
Every thermoplastic has specific coefficients which represent 
the materials properties in their respective material models. 
These coefficients remain constant for every selected material 
grade, resulting in 36 recorded levels for the corresponding 36 
material grades. In this study, viscosity and pvT model 
coefficients of the materials are extracted from the Moldex3D 
material database. The list of coefficients can be seen in Table 1. 
After performing the simulations based on the DOE plan, all the 
simulated results were collected. Then, Analysis of Variance was 
applied on the results to provide main effect diagrams of the 
variables on the results. Finally, a Deep Learning (DL) algorithm 
was trained based on the input data to allow predictions of the 
process results. 

Table 1 List of coefficients. 

Viscosity coefficients pvT coefficients
Cross 
model 2

Cross model 
3

n n b1L [cc/g] b1S [cc/g]
τ∗
[dyne/cm3]

τ∗ [dyne/cm3] b2L [cc/g.K] b2S [cc/g.K]

B 
[g/cm.sec]

D1 [g/cm.sec] b3L
[dyne/cm2]

b3S
[dyne/cm2]

Tb [K] D2 [K] b4L[1/K] b4S [1/K]
D 
[cm2/dyne]

D3[cm2/dyne] b5 [K] b6 [cm’2.K/dyne]

A1 b7 [cc/g] b8 [1/K]

A2b[K] b9 [cmˆ2/dyne]

In this study, two DNNs for the considered material types are 
provided. Figure 2 illustrates the schematic view of the proposed 
networks. The DNNs contain 6 hidden layers, which are fully 
connected to the previous and next layers without any dropout 
layers. For cross model (2) and cross model (3), 4 and 7 
parameters are considered as viscosity parameters respectively 
and 13 parameters as PVT parameters. Three parameters are 
considered as uncontrollable parameters. In Table 2, the optimal 
parameters of the proposed DNN’s can be observed. 

Figure 2. The DNNs architecture considered for the study.

Table 2 DNNs characteristics for Cross model 2 and 3 materials

Cross model 2 Cross model 3 

Number of 
hidden layers 

6 6 

Number of 
neurons in 
each layer 

[32,64,128,256,128,
32] 

[32,64,128,256,128,
32] 

Loss function Mean Square Error 
(MSE) loss 

Mean Square Error 
(MSE) loss 

Optimizer AdamW AdamW 

Activation 
function of 
each layer 

[GELU, GELU, GELU, 
GELU, GELU, 
LeakyReLU] 

[ReLU6, ReLU6, 
ReLU6, ReLU6, 

ReLU6, LeakyReLU] 

Starting 
learning rate 

0.0005 0.0003 

Training and 
validation 
instances 

232 332 
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3. Results

The results of simulations were analyzed using the ANOVA 
method. The main effect plots for all the outputs and interaction 
plots for the part weight can be observed in Figure 3. 

Figure 3. Main effect and interaction plots. 

The interaction profiles have also been obtained for the other 
two output objectives, namely Cavity Injection Time and 
Maximum Injection Pressure. The main effect summary and the 
interaction effect summary of the part weight can be seen in the 
Figure 4. The same responses can also be provided for Cavity 
injection time and Maximum injection pressure. 

Figure 4. Part weignt main effect and interaction summary 

As a result of ANOVA, prediction regression models can be 
obtained. The general form of these models are as follows: 

M[g] = μ+β1 ∗(A)+β2 ∗(B)+β3 ∗(C)+β4 ∗(A∗B)+β5 ∗(A∗C)+β6 
∗(B∗C) (4.1) 

T[s] = μ+β1 ∗(A)+β2 ∗(B)+β3 ∗(C)+β4 ∗(A∗B)+β5 ∗(A∗C)+β6 
∗(B∗C) (4.2) 

P[MPa] = 
μ+β1∗(A)+β2∗(B)+β3∗(C)+β4∗(A∗B)+β5∗(A∗C)+β6∗(B∗C) (4.3) 

The terms of M, T, and P are representing Part weight, Cavity 
injection time, and Maximum injection pressure, respectively. 

The factors are interpreted as: 

 A - Melt Temperature 

 B - Mold Temperature 

 C - Injection Speed 

 AB - Melt and Mold Temperature Interaction 

 AC - Melt Temperature and Injection speed Interaction 

 BC - Mold Temperature and Injection speed Interaction 
β1, β2, β3, β4, β5, β6 are the coefficients of the above-

mentioned factors. In the equations above, μ is the mean of 
responses. For each material grade, all the coefficients were 
extracted. Since 36 materials were chosen to be investigated, 
108 equations to predict the 3 outputs for each material have 
been extracted. The prediction results of each model are shown 
in Figure 7.

3.1 DNN model 

In Figure 6., the training and validation outcomes of the 
suggested DNNs for Cross Model (2) and Cross Model (3) are 
depicted. The red-highlighted area signifies the occurrence of 
overtraining, prompting the cessation of the training process 
and the preservation and utilization of optimal coefficients at 
that point. 

Table 3 provides an assessment of the performance of the 
trained DNNs concerning the loss functions or MSE, and RMSE. 
Notably, the MSE and RMSE values for Cross Model (2) exhibit a 
lower magnitude compared to Cross Model (3) across both 
training and validation datasets. However, it is noteworthy that 
both sets of values, specifically less than 0.0055 for MSE and 
0.075 for RMSE, fall within a range deemed acceptable in the 
context of the given analysis. 

Figure 5. Training and validation loss plots of the modeling 
performance of a) Cross Model (2) and b) Cross Model (3), including 

optimal validation epochs and overtraining ranges. 

Table 3. Training and validation MSE/RMSE for Cross Model (2) and 
Cross Model (3)

Model Training Validation

��� ���� ��� ����

Cross model (2) 0.00024 0.01547 0.00060 0.02441

Cross model (3) 0.00518 0.07199 0.00538 0.07334

Following the completion of training and validation phases, 
the testing process is essential. The recommended method 
involves plotting the fit line between model output (predicted 
values) and target values (ground truth data). Figure 6 illustrates 
the fit line alongside the line y=x, depicting optimal results with 
an R² value of 1. Notably, the fitted lines for all process 
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responses exhibit R² values exceeding 0.96, with slope values 
within the range of 0.965 and 1.093, and intercepts below 0.186. 
These results affirm the efficacy of the training and validation 
processes, showcasing the model's accuracy in predicting 
outcomes. 

Figure 6. Testing fit lines of DNN models for 1) normalized part weight, 
2) normalized cavity injection time, and 3) normalized maximum 

injection pressure, alongside their comparison with the identity line y=x 

In the final analysis, Figure 7 offers a comprehensive 
comparison between the ground truth values and the predicted 
values generated by DNNs for Cross Model (2) and Cross Model 
(3) and predictions made by RSM. Notably, with only minor 
discrepancies observed in a few instances, where testing data 
exhibits trivial differences from the ground truth, the networks 
consistently demonstrate accurate predictions of the trends and 
values associated with the proposed response parameters. 

Figure 7. Comparative analysis of ground truth and predicted values 
by trained DNNs for a) Cross Model (2) and b) Cross Model (3), utilizing 

testing data alongside predictions made by RSM. 

4. Conclusion      

This study focused on the investigation of the effect of melt 
temperature, mold temperature, and injection speed on 3 part 
quality factors (part weight, maximum injection pressure, 
injection time). 36 different thermoplastic materials were 
studied. After performing full factorial DOEs with all materials, 
two types of models were assembled (based on the materials’ 
specifications). Then, FEA was conducted, and the results were 
measured. Then a prediction model for each of the outputs of 
the process for all the 36 materials were extracted (108 in total). 
To investigate if we can reach higher accuracy prediction models 
rather than RSM models, a DNN was optimized and trained for 
each model. At the end, the results of RSM models’ predictions 
were compared to those of the DNN models. 

It was observed that the DNN model can predict the results 
with much higher accuracy compared to RSM model. The 
prediction accuracy of DNN for part weight, cavity injection time, 
and maximum injection pressure is 98.9%, 99.1%, and 96.1% for 
cross model 2 and 97.8%, 96.4%, and 98.0% for cross model 3. 
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Abstract 

As a novel additive manufacturing technology, Selective Thermal Electrophotographic Process (STEP) draws inspiration from widely 
used electrophotographic printing techniques, creating possibilities for large-scale additive manufacturing. To obtain real-time 
dimensional information during manufacturing, this paper proposes a methodology to acquire the in-process point cloud of the 
printed object by stacking height information from layered scanning. By inferring point-wise deformation vectors and applying 
corrections to the in-process point cloud, the corrected point cloud is obtained that accurately reflects the shape of the object after 
cooling, with up to 0.204 mm difference of average length. 

Process monitoring, Metrology, Additive manufacturing, Dimensional prediction 

1. Introduction 

Selective Thermal Electrophotographic Process (STEP) 
employs the established 2D printing process at a large scale to 
construct 3D components, bonding layers combining application 
of  heat and pressure [1]. Due to the complex temperature 
gradients variations and material state changes involved in the 
STEP printing [2], the possibility to have effective in-process 
would affect process accuracy and part quality. Figure 1 shows 
the STEP process and the laser profiler in the printer. For each 
layer printed, the building plate undergoes one reciprocal 
motion, which is utilized by the laser profiler to scan the surface 
and stich the linear profiles into a heightmap [3].  

Figure 1. Selective Thermal Electrophotographic Process. 

Due to the cooling deformation at room temperature after 
printing completion, the in-process dimensional information 
obtained by the laser profiler cannot accurately reflect the final 
dimensions of the printed components.  In this study, the height 
maps obtained through layer-by-layer scanning are processed 
and stacked to generate an in-process point cloud synchronized 
with the printing process. Through a specially designed neural 
network which is trained to infer the deformation vector on each 
point, the point cloud corresponding to the cooled state is 
derieved  to describe the expected shape after deformation. 

2. Methodology  

2.1. In-process point cloud generation by stack of height maps  
A matrix consisting of cubes measuring 25 mm × 25 mm × 7.5 

mm is printed, and layerwise heightmaps of single cubes are 
obtained through laser profiler during the printing process.  

Figure 2. In-process point cloud generation. a. cube matrix; b. example 
of heightmaps of a cube during printing; c. edges of height maps; d. 
generated in-process point cloud. 

Figure 2 shows the generation of in-process point cloud., The 
heightmap generated by laser profiler  each printed layer 
undergoes edge detection, where only the outermost pixels are 
retained and converted from their positions in the image to X 
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and Y coordinates. The Z coordinates of the pixels are 
determined based on the current layer of the print and the 
thickness of each layer. The heightmap of the final layer is not 
subjected to edge processing but is directly transformed into 3D 
points overlaid at the top. The purpose of this is to obtain a shell-
shaped point cloud that describes the outer contour of the 
printed object.

2.2. Correction by inferences of cooling deformation 
Scanning the object after cooling deformation yields the target 

point cloud. By comparing the in-process point cloud with the 
target point cloud, a dataset of deformation vectors is obtained. 
Specifically, both the target and in-process point clouds are 
downsampled, with the number of points in the target point 
cloud significantly exceeding that in the in-process point cloud. 
In this study, the target point cloud is downsampled to 10,000 
points while the in-process point cloud is downsampled to 500 
points. For each point in the in-process point cloud, the nearest 
point is searched in the target point cloud, creating point pairs. 
This process results in a dataset of vectors pointing from points 
in the in-process point cloud to corresponding points in the 
target point cloud, with a total of 500 pairs.  

Figure 3. Correction on in-process point cloud. a. in-process point cloud 
for dataset; b. point cloud of objects after colling deformation; c. 
deformation vector dataset; d. neural network for deformation vector 
inference; e. in-process point cloud; f. derieved deformation vector. 

As shown in Figure 3, the deformation vector dataset is then 
employed to train a neural network which infers deformation 
vectors for each point in the input point cloud. The collection of 
points at the ends of all deformation vectors forms a set, 
constituting the corrected point cloud, which describes the 
shape of the printed object after cooling deformation. 

3. Results and analysis

To verify whether the correction on point cloud, dimensions 
are mearsured on both generated point cloud and the real 
object.   

Figure 4. Slices and layer groups to measure. 

As shown in Figure 4, point clouds are sliced into 6 layer groups 
from top to bottom so that dimensions can be obtained at 
different positions. Figure 5, indacates the comparison of the 
generated point cloud and the real ones. It can be observed that 
the dimensions of the point cloud, after correction, align more 
closely with the actual dimensions. 

Figure 5. Comparison of dimensions in in-process generated point cloud, 
corrected point cloud and real object measurement . 

Table 1 shows the difference on average lengths between the 
real objects and corrected point clouds. Despite inconsistency in 
different layers groups, the maximum difference in the 
corrected point cloud is up to 0.204mm. 

Table 1 Difference on lengths between corrected point cloud and real 

object, where ∆= ������ − �����������. 

Layer groups 1 2 3 4 5 6

Δ (mm) 0.150 0.052 0.204 0.102 0.016 0.143

4. Conclusion and future works

In this paper we propose a novel in-process poing cloud 
generation approach in STEP. Laser line profiler is employed to 
perceive the height maps layer by layer during the process, 
which are then post-processed and accumulated into point 
cloud. A neural network is trained to infer the deformation 
caused by cooling. After the correction the point cloud can 
faithfully describe the object with maximum 0.204 mm 
difference on average length. This approach provides real-time 
measurements as well as final cooling deformation predictions 
for the STEP process.  
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Abstract 

Research facilities like European XFEL, located in Hamburg, Germany, are innovative hard X-ray photon sources that allow the 
exploration of previously inaccessible research areas. With the help of the 3.4 kilometre-long, underground machine, the scientists 
map the atomic details of viruses, decipher the molecular composition of cells, take three-dimensional images of the nanoworld, film 
chemical reactions, and study processes such as those occurring deep inside planets. 
To deliver the X-rays to the experimental stations, the photon beam has to be manipulated by optical elements that have to preserve 
the unique properties of the photon beam. The optical elements are mounted in Ultra High Vacuum (<10-8 mbar) environment, have 
to be aligned and adjusted with high resolution (below 100 nm) and repeatability. The photon distribution system is 1 km long and 
the optical element have to drive the photons to the experimental targets with sub-micrometre accuracy. Therefore, mechanical 
stability and minimization of vibrations are paramount. A small part of the photon beam is absorbed by the optical elements and to 
avoid thermal drifts and minimize deformation of the perfect optical surface, cooling solutions based on eutectics are implemented. 
This contribution gives an overview of challenges and solutions for UHV compatible, high precision mechanics that support and 
remote control cooled optical elements for X-ray transport. 

FEL, Synchrotron, SASE, Precision Mechanics, UHV, X-ray

1. Introduction

European XFEL is an X-ray Free Electron Laser research facility 
located in Hamburg, Germany and operational since 2017 [1,2]. 
The European XFEL is being realized as a joint effort by 11 
European countries: Denmark, France, Germany, Hungary, Italy, 
Poland, Russia, Slovakia, Spain, Sweden and Switzerland. Since 
2018 United Kingdom is also part of the European XFEL 
Convention. 

The Free Electron Lasers produce coherent and intense laser-
like radiation by accelerating a beam of electron bunches to 
relativistic speeds then passing it through a long periodic 
magnetic structure. As the electrons move through this 
magnetic field, they undergo periodic oscillations, emitting 
radiation in the process. Repeated interactions with the electron 
bunches amplify the emitted radiation, resulting in a high-
powered and tuneable laser beam. 

The facility is an international scientific infrastructure that 
generates extremely brilliant, ultrashort pulses of spatially 
coherent X-rays with wavelength that spans from 300 eV to 
25 keV [3]. The high brilliance is enabled by the implementation 
of superconducting technology in the electron accelerator, while 
the high degree of coherence and the femtosecond pulses are 
the result of the self-amplified spontaneous emission (SASE) 
process that generates the photon beam. 

Innovative and cutting-edge scientific experiments in a variety 
of disciplines spanning physics, chemistry, materials science and 
biology make use of the peculiar properties of the radiation, in 
particular in the investigation of ultrafast processes in atoms, 
ions, simple and very complex molecules, clusters or condensed 
matter. The high pulse energies allow the collection of 
meaningful data sets from single pulses, thereby enabling the 
study of non-reversible processes. Coherence properties are 

exploited in imaging techniques that aim to obtain atomic spatial 
resolution for weakly scattering systems. Finally, the very high X-
ray pulse energies in combination with ultrashort pulses 
produces very high peak powers of up to several tens of GW and 
this enables the exploration of excited solids through non-linear 
X-ray scattering [4]. 

Besides the European XFEL in Germany, Free Electron Laser 
light sources able to produce hard X-rays also exist in Japan at 
SACLA [5], South Korea at PAL-XFEL [6], Switzerland at SwissFEL 
[7], and in the USA at LCLS-II [8]. In China, SHINE is under 
construction and is foreseen to become operational in 2025 [9]. 
Table 1 provides an overview and comparison of the main key 
parameters of the above-mentioned hard X-ray facilities.  

In this contribution, following a description of the overall 
European XFEL facility, the main aspects, requirements, and 
implemented solutions for the mechanical design of photon 
devices are discussed. Finally, an outlook about possible future 
development directions and area of interest for this specific field 
of application is provided. 

2. Layout of the European XFEL facility

The European XFEL facility consists principally of three 
sections: the superconducting accelerator, the electron and 
photon transport sections and the experimental hall. The 
Figure 1 provides an overview of the European XFEL facility.  

The general layout of the facility is defined by three main 
conditions. In order to achieve high photon energy (in the order 
of 25 keV) and high pulse energy the electrons have to be 
accelerated up to 17.5 GeV. The average acceleration gradient 
of the implemented superconducting cavities is 20-25 MeV/m. 
Therefore, the total length of the acceleration section has to be 
in the order of 1 000 m. 
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Table 1 Comparison of main parameters and key figures of hard X-ray FEL facilities worldwide.

European 
XFEL 

LCLS-II SACLA SwissFEL PAL-XFEL SHINE 

Start of commissioning  2016 2023 2011 2016 2016 2025 

Accelerator technology  Super-
conducting 

Super-
conducting 

Normal-
conducting 

Normal-
conducting 

Normal-
conducting 

Super-
conducting 

Total facility length [km] 3.4 3 0.75 0.74 1.1 3.1 

Maximum electron energy [GeV]  17.5 5 8.5 5.8 10 8 

Maximum pulses per second  27 000 1 000 000 60 100 60 1 000 000 

Minimum wavelength [nm] 0.05 0.25 0.08 0.1 0.06 0.05 

Number of undulator lines 3 2 3 1 2 3 

Number of experimental stations 7 10 4 3 3 10 

Peak brilliance 
[photons/s/mm2/mrad2/0.1%BW] 

5×1033 2×1033 1×1033 1×1033 1.3×1033 1×1033

The high collimated radiation produced at the end of the 
undulator sections, to be easily transported and manipulated by 
the optical systems, and stopped by the photon shutters, has to 
be of the size of 1 mm. The divergence of the high photon energy 
beam is in the order of 1 µrad and therefore the total length of 
the photon distribution system is about 1 000 m. The last 
condition is about the lateral separation of the experimental 
stations at the end of the tunnels that is linked to the maximum 
deflection angle of the electron beam. To achieve a separation 
of about 17 m among the beamlines, the photon transport 
system has to span over 1 000 m. Those conditions together 
with construction, installation, and possible future upgrade 
conditions bring the total length of the facility, from gun to 
experimental station, to 3.5 km. 

The complete facility is constructed underground, about 25 m 
to 6 m below the surface. Access to tunnels for personnel and 
for installation and maintenance of components, is enabled by 
shaft buildings at the start and end of each tunnel section. 

The first main element of the facility is the linear accelerator 
(linac) that is installed in 5.2 m diameter and about 2 000 m long 
tunnel. The linac accelerates the electrons to a final energy of up 
to 17.5 GeV by means of 96 accelerator modules operated at 
2.2 K. The design of those superconducting modules was 
developed by an international collaboration for European XFEL 
based on the TESLA design [10]. Each module is 12 m long, 
weighs eight tons and comprises eight nine-cell Nb cavities.  

The European XFEL accelerator is operated in the so-called 
burst mode. As depicted in figure 2, the accelerator delivers up 
to 2 700 electron bunches or pulses in a pulse train that lasts 
600 µs. The repetition rate of the bunch trains is 10 Hz. Inside 
the bunch train the time distance between two consecutive 
pulses can be 220 ns, giving the possibility to operate at up to 
4.5 MHz inside the bunch train. Electron bunches are converted 
in photon pulses that are going to be manipulated by the optical 
elements of the beam transport and then used for the 
experiments. This peculiar pulse structure provides very high 
power in the single pulse, exceeding 20 GW in the very short 
single pulse, but a quite mild, in the order of few watts, average 
power with respect to similar applications in the X-ray optic field. 

At the end of the linac, after a collimation section the electrons 
enters in the FEL undulator sources where the electron bunches 
generate laser-like radiation at the X-ray wavelength [11, 12]. 

The electron and X-ray beam transport system is designed to 
accommodate up to five FEL sources. Each FEL source has a 
dedicated photon beam transport section to transport, guide, 
focus, and diagnose the X-ray beams. Distribution mirrors, 
installed in each FEL source, allow the delivery of the photon 
beam up the three experiments. the Figure 3 provides an 
overview of the complete electron and photon transport 
system. 

Presently only three of the five possible FEL sources are 
installed and they are denoted SASE1, SASE2 and SASE3. SASE1 
and SASE2 provide light in the hard X-ray regime from 
approximately 3 to 25 keV, while SASE3 is the soft X-ray source 
that spans from 250 eV to 3 keV. The entire electron and photon 
transport section is about 1 400 m long and the undulators are 
installed in a tunnel with diameter of 5.3 m while the photon 
transport tunnels have smaller diameter (4.6 m) because before 
those sections the electron beam is already separated from the 
photon beam and stopped on electron dumps. The undulator 
line consist of a sequence of 5 m long magnetic structures 
(NdFeB permanent magnet). Undulators are mechanical devices 
that can change the distance between the magnetic arrays in 
order to change the intensity of the magnetic field that is seen 
by the traveling electron beam and therefore tune the 
wavelength of the produced radiation. SASE1 and SASE2 are 
equipped with 35 undulators for a total length of 205 m, while 
SASE3 has 21 segments and a total length of 121 m. 

The X-ray photon beam transport system is 1 000 m long and 
consists of optical systems to steer, slit, focus, attenuate, and 
monochromatize the photon beam, of diagnostic devices to 
characterize the photon beam properties and of shutters that 
can stop the photon beam to allow access in the downstream 
tunnel sections or experiments [15-17]. 

The last section is the experiment hall in which the scientific 
instruments are located and where the research program is run. 
The experiment hall has a size of 50 m along the beam direction 
and 90 m across to install five beam line areas. 

Figure 1. European XFEL facility layout [13].      
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Figure 2. Time structure of the European XFEL accelerator [14]. 

Presently seven instruments are installed and operational: 
SPB/SFX and FXE at the end of SASE1, MID and HED at the end 
of SASE2 and SQS, SCS and SXP in the SASE3 beamline. A new 
instrument, HXS, located at the end of the SASE2 beamline is 
currently under design. 

Figure 3. Electron and photon transport layout [13].   

3. Challenges in the mechanical design of photon devices 

The mechanical devices dedicated to supporting and adjusting 
the optical elements that manipulate the photon beam present 
challenging requirement. The complexity of the design comes 
from the requirement of high ultimate mechanical performance 
and from the boundary conditions given by the environment 
where those devices are installed and operated. Finite element 
analyses are widely used to support the design activity. 

3.1. Mechanical requirements        
To preserve the outstanding quality of the photon beam, the 

mirrors that guide and focus the X-rays have a reflecting surface 
with a maximum error of up to just 2 nm peak-to-valley. The 
mechanical interfaces have to be carefully designed to preserve 
the original shape at the nm level. Mirrors are made of single 
crystal silicon, have the shape of a rectangular parallelepiped 
and length up to 1 m for a total weight of about 6 kg. Mirror 
supports are designed as perfectly isostatic supports with three 
contact points from bottom located at the mirror Bessel points. 
In the horizontal plane there are three fixed points preloaded by 
custom designed pushers mounted exactly opposite [18]. In the 
contact area, the supporting points present spherical shape and 
are made of soft materials (CuSn6) in order to reduce the 
Hertzian contact stress. The low roughness (Ra = 0.01), spherical 
part of the supporting tip minimizes the friction between mirror 
and support. In this way two goals are achieved: the mirror is 
free to thermally expand minimizing the possible deformation 
and also the residual stress due to the mounting is minimized, 
making the optical metrology and the assembling process 
reproducible [19]. Special clamping system to transfer moment 
from motor actuated leaf springs to the mirror itself are 
designed in the case the mirror has to be bent in order to allow 
photon beam focusing. The design takes into account the 
anisotropic properties of the single crystal silicon slab and 
17 MPa is considered the safe value for the ultimate tensile 
strength [20, 21]. 

The long beamlines and the small beam dimension at the 
experimental station set the angular stability of the reflective 
elements to values that are in the order of 0.1 µrad. The need to 
operate in a quite wide energy range requires adjustments of 
the optical elements in the 10 mm and 10 mrad range. A lot of 
effort goes in minimizing the degrees of freedom to the strict 
operational need and to achieve excellent and predictable 
mechanical behaviour. The mechanisms need to be, among 
other things, exactly constrained, free of backlash, extremely 
stiff and lightweight. Parallel kinematic systems based on 
flexures can be a viable option to comply to the tight 
specifications.  

Part of the beam energy is absorbed by the optical elements 
and this generate thermal deformation that has to be 
minimized. The integrated power to be removed is rather small, 
in the order of 10 W, with respect to similar application but it is 
enough to create a thermal bump that spoils the quality of the 
optical elements. In vacuum and at almost room temperature 
conditions, the heat transfer is dominated by conduction effects: 
the mirror has to be connected to a heat sink that consists of a 
water pipe or an in-air dissipator. Critical is the connection of the 
cooling system with mirror because any clamping with good 
thermal conduction deforms the optics. Indium-Gallium 
eutectic, that is liquid metal at room temperature, is used as 
medium between mirror and cooling elements: nickel coated 
copper bars, connected to the heat sink with thermal braids, are 
immersed in grooves on the mirror that are filled with the 
eutectic bath. 

Figure 4. Example of parallel kinematic system for UHV environment. 

Figure 4 displays an example of newly developed high-
precision mechanics. This system is integral to the XFEL-
Oscillator project, which endeavours to establish for the first 
time ever a laser cavity operating in the hard X-ray regime. The 
mechanics function to manipulate an HPHT-IIa diamond, used as 
crystal optics to form the cavity. Table 2 offers a summary of the 
degrees of freedom and their nominal performance. The motion 
is driven by piezoelectric positioning stages from SmarAct (SLC-
1720 and SLC-2430 models), and the lever arms consist of Ti 
sheets that have been laser-cut and bent. The design is based on 
the parallel kinematics concept, realized with flexures made 
from metallic cables. Short metallic cables were chosen for their 
favourable ratio between high axial stiffness and limited bending 
force [22]. Laboratory testing has yielded reliable results to the 
micrometre level, constrained by environmental limitations. To 
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verify performance at the nanometre level, commissioning with 
a photon beam is necessary. This commissioning process is 
scheduled to commence in spring 2024. 

Table 2 Degrees of freedom and nominal performance of the crystal 
alignment mechanics. Figure 4 shows the cartesian axis convention. 

Degree of freedom Nominal resolution Travel range 

Translation X 1 nm -8 mm +2 mm 

Translation Y 1 nm ± 5 mm 

Rotation X 8.3 nrad ± 33.3 mrad 

Rotation Y 7.7 nrad ± 30.8 mrad 

3.2. Installation and operation environment     
The mechanical design has to take into account not only the 

ultimate performance but also the boundary conditions defined 
by the environment where the devices operate. The photon 
tunnels during operation cannot be accessed due to the high 
level of radiation generated by the traveling X-rays. The devices 
can be maintained and serviced only every six months. This 
imposes certain requirements about reliability, durability and 
remote control of the installed systems. The X-rays travel in an 
Ultra High Vacuum environment (UHV, < 10-8 mbar) and 
therefore all the elements that interact with the beam have to 
be compliant to the UHV requirements [23]. The UHV 
requirements that impact the mechanical design the most are 
the careful choice of materials and the need to avoid lubricants 
for motors or linear guides. The design process has to take into 
account the benefit and the consequences of locating motors 
and position sensors inside or outside vacuum. To minimize 
possible optic contamination the cleaning, assembling and 
installation has to be done in an ISO class 5 or 6, depending of 
the installation area, particle free environment and this poses 
additional constraints to the material choices and make the 
handling and the life cycle of the device more complex. In the 
case the components are installed in the proximity of the 
electron beam the additional requirement of low magnetic 
permeability has to be accomplished [24]. Within 300 mm from 
the electron beam all the components should have relative 
magnetic permeability below 1.01 and this requirement restricts 
further the list of usable material and limits the use of welded 
solution. The high radiation level environment forces also 
careful considerations about the implementation of electronic 
elements in proximity of the electron beam. The main aspects 
that have to be taken into account are the possible coupling of 
noise in the reading and the reduced life of components. 

3.3. Implementation of numerical computational techniques   
Computational techniques, such as finite element analysis 

(FEA) and computational fluid dynamics (CFD), are widely 
implemented in various scientific and engineering fields. The 
main application areas are steady-state and transient 
thermomechanical simulations of optical elements under 
photon beam heat load, vibrational analyses, damage simulation 
due to heat load on solid stopper or gas-based attenuators, 
optimization of fluid cooling system and characterization of 
liquid sheet jets for sample delivery system. ANSYS and COMSOL 
are the commercial software that are used to perform such 
studies. In the case of thermal simulations that cover a wide 
temperature range like cryogenic elements or beam stoppers, 
the thermal properties of materials as function of temperature 
are a very relevant aspect and they are not easily available in the 
scientific literature. The material that are subject to the studies 
are mainly ceramic materials like Boron Carbide (B4C), diamond, 
copper, silicon and high quality, low magnetic permeability 
stainless steels like AISI316LN. The transient analyses are often 
used to capture the behaviour of the optics under the peculiar 

time structure (see figure 2) of the heat load. The complexity of 
those simulations is given by the different dimensional scale of 
the elements involved: the timescale of the phenomena is in the 
in few hundreds of nanoseconds and therefore to satisfy the CFL 
condition the mesh has to be very small with respect to the 
beam profile and the area of interest in the optical elements that 
is in the millimetre scale [25]. Damage simulations allow to 
predict the damage limit of elements exposed to the beam 
taking into account a wide number of variables like photon beam 
size, pulse energy, number of pulses and photon energy that 
defines the penetration of the beam in the material. Recent 
developments in damage studies focus on the multiphysics 
problem of material ablation in the beam stopper [26].  

An important topic is the reliability of the simulations and the 
effort that goes in setting up a systematic verification, validation 
and uncertainty quantification (VVUQ) process. 

4. Outlook and future development direction

There is constant need of further development and innovation 
in the research facilities in order to enable new experiments. 
New FEL facilities target beamlines that offer high repletion rate 
and high pulse energy in a broad photon energy range. The high 
repletion rate and high pulse energy require more advanced 
cooling solutions and more careful considerations about the 
optics and stopper damage. Cryocooling of mirrors is an 
interesting solution for the thermal issues and it has already 
been implemented in few installations but for relatively short 
mirrors. The current understanding of the phenomena involved 
in the laser cutting technology can help in addressing part of the 
issues related to the optics damage and therefore a close 
collaboration with those institutes can be beneficial. 

Quality of optics has dramatically improved in the last years 
and the length of the beamlines is also increased raising the 
mechanical stability requirements. Active controls together with 
precision mechanics offer a good prospective to cope with this 
kind of challenging requirements. 

In the field of numerical simulations, the application of 
artificial intelligence tools and digital twins can improve the 
understanding of phenomena, reduce significantly the 
simulation time and support the mechanical design. 
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Abstract 

Mechanical vibration is an inevitable factor for on-machine surface measurement (OMSM), and it can significantly impact the 
measurement results, particularly when measuring high-sag surfaces. A great number of OMSM system has been reported in recent 
decades, however, the contribution of the mechanical resonance on the measurement result has never been revealed. This paper 
investigates the source of measurement uncertainty arising from mechanical resonance errors in the OMSM system. The system 
dynamic model of the whole measurement platform is modelled by an equivalent two degree of freedom (2-DOF) oscillating system. 
The frequency response property of on-machine measurement device fixture is evaluated experimentally by hammer excitation test. 
A case study on evaluation of large off axis spherical (OAS) with 380 mm diameter aperture is performed. Resonance condition is 
identified by a joint time-frequency analysis on the slide acceleration and the chromatic sensor displacement. A net-zero-force criteria 
is applied to locate the moments resonance happens. The on-machine measurement result indicates that time-variant force 
fluctuation of the precise slide is the major excitation source for the integrated measurement device. It shows that the disturbance 
induced by system resonance can reach up to 300 nm, which is 100 times greater than the ground truth amplitude in a quasi-static 
measurement. This research provides a potential solution for evaluating the real-world performance of optical measurement devices 
integrated with manufacturing equipment. 

Keywords: In-process measurement, ultra-precision, uncertainty, vibration 

1. Introduction

Integrating surface metrology devices with machining 
equipment is becoming highly focused in recent decades, as it 
helps to improve the metrology efficiency and machining quality 
of components [1]. Integrating a point measurement sensor on 
the axes of the lathe forming a coordinate measurement 
machine (CMM) is one of the most feasible solutions for ultra 
precision surface measurement [2]. It is crucial to perform 
careful alignment and calibration to get a reliable measurement 
result. 

Attentions have been paid to mitigate the static errors, 
including axis kinematic errors [3], beam deviation induced 
errors [4], and temperature fluctuation induced errors [5]. 
Alignment between the point measurement sensor and the 
target surface is usually guaranteed by fine adjustment 
mechanisms [6]. Existing works regard mechanical vibration as a 
random noise introduced to the system [5]. However, the 
dynamic interaction between the platform and the integrated 
measurement device has seldomly been revealed. 

In this paper, a system dynamics model is developed for the 
on-machine measurement system. The contribution of the 
mechanical resonance to the uncertainty of on machine 
measurement is studied. A case study of on machine evaluating 
a large sag off-axis sphere mirror is illustrated. 

2. Measurement system and dynamics model

2.1. On machine measurement system 
An OMSM system is setup on a diamond turning machine, as 

shown in Fig 1. The chromatic confocal sensor has nanometre 
level vertical resolution over 100 μm measurement range. The 
platform is a Moore Nanotech 650 FG-V2 diamond turning 
machine. The measurement system and machine control system 
are synchronized by an in-house developed controller HUD-CNC 
[7, 8]. 

Figure 1.  On machine measurement system. 
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The slide is driven by linear motors with hydrostatic bearings, 
and the sensor is mechanically coupled to the B-axis by an 
adjustable fixture. The accurate positions of the slides are 
measured by linear grating encoders for closed-loop control and 
large range coordinate measurement. 

2.2. Dynamic property identification of OMSM device 
The dynamic response of the OMSM unit is evaluated with the 

hammer impact experiment. The setup of the test system is 
shown in Fig 2. An impact hammer and an accelerometer are 
applied for the measurement of the impact input and response. 
The fixture is attached to a rigid steel bench and the sensitive 
direction of the accelerometer is in the horizontal plane. The 
impact signal and the acceleration signal are collected 
simultaneously by a NI-USB-6211 data acquisition card. 

Figure 2. Schematic of nature frequency test of OMSM fixture. 

The measured impact signal and response are shown in Fig 3. 
It can be identified that the first three order nature frequency of 
the OMSM device is 293Hz, 385Hz, 106Hz. 

Figure 3. (a) Impact and response of the OMSM fixture, (b) Frequency 
spectrum of the response signal. 

2.3. Dynamic model of the full OMSM system 
Resonance of the OMSM system and the platform is a sensitive 

factor that affects the measurement result as the fixture is not 
ideally rigid. Dynamics model of the whole system is shown in 
Fig 4. The sensor is coupled to the stage by a fixture, and the 
stage is driven by a linear motor, and the corresponding driving 
force is ��. 

Figure 4. System dynamic model of the OMSM system integrated with 
diamond turning machine. 

The dynamic system is simplified as 2-DOF oscillating system 
as shown in Fig 4. The state space model of the system is: 

�̇ = �� + �� (1) 

�̇ = �� + �� (2)

where � , � , �  and �are the coefficients determined by the 
mechanical components of the system, and �̇, �̇ and � are state 
variable. The measurement device integrated with the stage is a 
mechanical system with time-invariant parameters, thus �  is 
zero in this study. The model can be expressed in a form with 
parameters: 

�

��̇

��̈

��

��̈

̇
� =

⎣
⎢
⎢
⎢
⎡

0 1 0 0
��

��

��

��
−

�����

��
−

�����

��

0 0 0 1

−
��

��
−

��

��

��

��

��

�� ⎦
⎥
⎥
⎥
⎤

�

��

��̇

��

��̇

� + �

1/��

0
0
0

� �� (3)

� = �
1 0 0 0
0 0 1 0

� �

��

��̇

��

��̇

� (4)

where �� and �� are the absolute position of the slide and the 
OMSM sensor, respectively. ��  is the driving force from the 
linear motor. Physical meaning and values of other parameters 
are listed in the table below. The stiffness of the slide and the 
mass of the OMSM fixture are explicitly given in the table. Other 
parameters need to be practically determined. More detailed 
analysis on the similar system can refer to [9, 10]. 

Table 1. Parameters of system dynamics. 

Parameters  Units Variable 
name 

Value 

Slide Mass kg �� *

Stiffness N/µm �� 200  

Damp 1 �� *

OMSM  
fixture 

Mass Kg �� 0.5

Stiffness N/µm �� *

Damp 1 �� *

*Parameters practically determined

The state of the system can be solved numerically with the 
explicit Runge-Kutta method with all parameters are 
determined. Here, two major semiquantitative conclusions can 
be assumed for further analysis of the system: 
a) For forced vibration, the system response frequency f is 

governed by the frequency of the driving force fd.
b) When mechanical resonance occurs, the force on the slide 

fulfils the relationship: 

����  =  ��� + �� = 0 (5) 

where F21 is the interaction force between the slide and the 
OMSM fixture. As the position of the slide z1 is measured by a 
precision grating encoder with very high resolution, thus with 
the help of Eq (5), we can simplify the analysis by estimating the 
net force: 
����/�� = ��̈ (6) 

2.4. Frequency response and uncertainty of the system 
The OMSM system is configured with a CMM structure, thus for 
an ideal measurement: 

��(�)  =   ��(�), �(�)  =  �(�)  +   ��(�) (7) 

where �(�) is the true position of the target, considering the 
error contributed to the vibration of the system: 

��(�)  =  ��(�)  +  �(�), �(�)����� =  �(�) + ��(�)  +  �(�) (8) 

where �(�) is the relative displacement between the sensor and 
the slide of the machine. The dynamic effect induced 
measurement error is defined as: 

�� = �(�)����� − �(�) = �(�) (9)

(a) (b) 
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There is only one active force in the system, the driving force 
of the motor upon the slide. It can be summarized that variation 
of the driving force on the slide is the governing factor that 
affects the measurement error, which causes a forced vibration 
of the OMSM system. And according to the properties of the 
forced vibration, two major contributions of the error caused by 
vibration: 
a) Frequency of driving force is close to the nature frequency 

of OMSM system fixture. 
b) Wide bandwidth stochastic background noise exists in the 

driving force. 

3. Case study: On machine measurement of large sag OAS  

A large area off axis spherical surface (OAS) is fabricated with 
the diamond turning machine as shown by Fig 5. The curvature 
radius is 5000 mm, the aperture diameter is 380 mm, and the 
sag value is 5 mm. Due to the sag value is much greater than the 
range of the chromatic confocal sensor, the Z axis of the machine 
is incorporated to enlarge the measurement range. 

Figure 5. Topography off-axis sphere measured by OMSM method. 

3.1 Quasi-static distance measurement 
A quasi-static measurement of 30 seconds is performed to 

identify the background noise of the measurement system when 
all axis are standstill. The time series measurement result and 
the power spectral density (PSD) are shown in Fig 6(a) and (b). 
The absolute amplitude of the noise is about 50 nm. The major 
components of the measurement results are high frequency 
noise of 320 Hz with a root means square (RMS) of 3.16 nm. 
Some minor frequency components are also identified near the 
200 Hz and 100 Hz and 50 Hz, respectively. The results indicate 
that the chromatic confocal sensor integrated with the system is 
qualified for evaluating surface form, sufficient in most cases to 
measure waviness, and may not be accurate in roughness 
evaluation. 

Figure 6. (a) Standstill the measurement result,  
(b) PSD of the standstill measurement signal. 

3.2 Uncertainty evaluation method 
The deviation between the ground truth value and the 

measured results is given in Eq (9). Due to the ground truth of 
the on-machine measurement is unknown, the contribution of 
the vibration is evaluated by: 

��(�) = �(�) − ��(�) (10) 

where �(�) is the original measured profile, ��(�) is the profile 
filtered by a robust median filter with 32 points fixed bandwidth. 
Fig 7 (a) shows part of the continuous evaluation profile. The 
deviation between �(�) and ��(�)changes over the time. It can 
be identified that the maximum deviation happens at the 
moment of 1.35 hours.  

Figure 7. (a) On machine measured profile,  
(b) Measured profile with vibration,  

(c) Measured profile under normal conditions. 

One single circular profile at that moment is extracted in 1 
second, the peak-to-valley(P-V) value of the original profile is 
about 0.8 µm. The P-V value of the filtered high frequency signal 
is about 0.5 µm, nearly the same level of the surface form, which 
is far beyond reliable. In comparison with the profile measured 
at normal condition, the P-V value of the high frequency 
components is within tens of nanometers, the same level of 
system background noise. The relative error contributed by the 
vibration is indicated by: 

��� =
��[�(�)]���[��(�)]

��[�(�)]
(11)

For a frequency component, the absolute contribution of the 
vibration to the profile is given by: 

RMS(�) = ∫
������(�)�

�

��

��

��
d� (12) 

where FFT(⋅)  is the fast Fourier transform spectrum of the 
separated profile, and ��  is the bandwidth of the filtered 
profile, which is the range between cutoff frequency ��  to ��/2. 

3.3 Full time scope evaluation on vibration 
The full scanned profile Z2 is evaluated with time-frequency 

analysis method, and the time spectrum is shown in Fig 8. The 
form is removed with a low pass filter.  In total five different time 
windows, and for each the duration is shown in detail. A 
background stationary vibration about 50 Hz, 200Hz, and 330 Hz 
is shown in the chart.  The 50 Hz is close to the working current 
of the motor, and the other two frequencies are located within 
the range of the nature frequency of the OMSM fixture.  

Resonance vibration occurred from 1.1 hour to 1.5 hour. A 
series of time variant frequency components are identified. 
Three resonance moments are identified at T2, T4, and T5. The 
frequencies are 420 Hz, 350Hz, and 180 Hz, respectively. The 
distortion on the P-V values is 0.02 µm, 0.1 µm, 0.5 µm, 
respectively. The absolute contribution of the resonance 
vibration to the overall amplitude of the measurement are: 
RMS(f420Hz)=50 nm, RMS(f350Hz)=200 nm, RMS(f180Hz)=300 nm. A 
series of higher order vibration components over 400 Hz is 
identified after 1.3 hours, limited by the measurement 
bandwidth of the sensor, these components current is hard to 

(a) 

(b) 

Normal Vibration 

(a) 

(b) (c) 
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be interpreted. One major concern of the mode identification 
problem illustrated here is how to avoid accounting surface 
waviness in the evaluation results. Here, the analysing technique 

is referred to as zero-net-force criterium is applied, and the 
details are shown in the following section.

Figure 8. Time-frequency analysis of the full time scope profile measured by OMSM.

3.4 Zero net force criteria for resonance identification 
As the conclusion implied by Eq (5) in Sec 2.3, the zero net 

force criteria are applicable to identifying the moment 
resonance happens in a forced vibration. Fig 9 shows the time-
frequency properties of the net force on the slide, as well as the 
response of the OMSM sensor. It can be identified from the 
frequency of response follows the disturbance on the net force. 
Two notches on the time-frequency diagram of the net force are 
identified.  

Among them, Notch1-Vr1, Notch2-Vr2 are two pairs of 
resonance modes in the system, which is shown in Fig 9(a) and 
(b). Vr1 and Vr2 located the frequency of OMSM fixture nature 
frequency range. Vr3=320 Hz is same as the main frequency 
components of the background noise of the system. 

Figure 9. (a) Time-frequency diagram of net force on the slide,  
(b) Time-frequency diagram of the position of OMSM sensor, qn0 is the 

background noise, and qn1, qn2 are the first two order nature 
frequencies of the OMSM fixture. 

4. Summary and conclusions

In this paper, we firstly present the measurement uncertainty 
caused by mechanical resonance for on machine measurement 
system. Due to the disturbance of the platform, the result from 
the point measurement sensor is distorted with an amplitude of 
0.5 µm over a millimetre scale surface measurement. The 
system dynamics model is established to evaluate the 
contribution of the resonance vibration to the measurement 
result. The results indicate that the disturbance induced by 
system resonance can be 100 times greater than the ground 
truth amplitude in a quasi-static measurement. This research 
will contribute to a more comprehensive understanding of the 

performance of optical measurement devices integrated with 
manufacturing equipment. 
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Abstract 

The manufacturing process of high-tech optics for semiconductor manufacturing, space or military applications poses many 
challenges. One of them is a class of hard to detect defects called Subsurface Damage (SSD). This refers to microscopic defects 
beneath brittle material surfaces, often occurring because of mechanical stresses during manufacturing. Conventional methods, such 
as microscopy, are inadequate for SSD detection. The prevailing quantification technique [1,2], hydrofluoric acid etching and 
subsequent microscopy, is destructive and cannot be applied on the original high-value optic. 

We propose a non-destructive solution - Optical Coherence Tomography (OCT).[1] OCT is a cross-sectional imaging technique offering 
high resolution and high sensitivity, presenting an opportunity to replace destructive SSD assessment methods. Our research focuses 
on enhancing the sensitivity of a high-speed OCT system while preserving rapid imaging capabilities. We conducted multiple 
experiments to evaluate the sensitivity within the OCT system under different configurations, such as the influence of optical power 
output and imaging rate. The results of these experiments are promising. Operating at its maximum imaging rate, the system 
demonstrated a sensitivity of up to 120 dB. This outcome shows the potential of this system as an effective tool for non-destructive 
SSD detection and quantification in high-value optics. Additionally, it may have the capability to detect other defects such as bubbles 
or impurities in similar materials. 

In summary, our research highlights the necessity for non-destructive SSD detection methods in high-tech optics manufacturing. The 
development and optimization of our high-speed OCT system showed promising results. Achieving this notable level of sensitivity at 
a high imaging rate opens new possibilities for elevating the quality and reliability of high-value optics in critical applications such as 
semiconductor manufacturing and space exploration. 

Subsurface Damage (SSD), Optical Coherence Tomography (OCT), Imaging rate, High-sensitivity  

1. Introduction 

Manufacturing high-technology optics for critical applications, 
ranging from semiconductor manufacturing to space and 
military applications, presents many challenges. Among these 
challenges lies the detection of a particular class of defects 
known as Subsurface Damage (SSD). SSD refers to tiny faults 
directly underneath the surface of a material, a consequence of 
stresses introduced during the mechanical processing of brittle 
materials such as glass or ceramics. SSD is introduced during 
most conventional manufacturing methods of modern optics. 
[2,3] 

Understanding and measuring the extent of Subsurface 
Damage in modern optics is important for several reasons. SSD 
can exert a significant impact on the performance and longevity 
of optics. This impact stems from the unique characteristic of 
SSD to scatter and absorb light, leading to compromised image 
quality and reduced light throughput. In applications involving 
high-energy lasers, the presence of SSD can even lead to 
catastrophic failures of optical components. [4] Accurate 
measurement of SSD within optics is indispensable for ensuring 
compliance with industry standards related to reliability and 
lifespan, ultimately contributing to enhancing of the 
manufacturing process. 

The quest to speed up manufacturing processes forms the 
core motivation for the high-tech optics industry. The existing 

challenge lies in the inherently destructive nature of current 
measurement methods, rendering it impossible to measure 
optics intended for use in end products. The lack of precise 
information about the remaining SSD in optics post-grinding 
necessitates the incorporation of large safety margins during the 
final polishing phase. The absence of a reliable, non-destructive 
method for SSD measurement has resulted in prolonged final 
polishing processes, sometimes extending days or even months. 

This gap in knowledge and methodology underscores the 
critical need for a reliable technique to measure SSD in optics 
production. Such a method has the potential to accelerate final 
polishing processes, leading to reduced machining time and 
costs while simultaneously augmenting throughput. 

In this paper, the primary objective is to present a comparison 
between Optical Coherence Tomography (OCT) and the well-
established destructive method of Magnetorheological Finishing 
(MRF) spot polishing to detect Subsurface Damage (SSD) in 
optics. The goal is to showcase the development of an OCT 
system that produces measurements correlating with the 
outcomes of the established MRF spot polishing method. This 
comparison aims to highlight the potential of OCT as a reliable 
and non-destructive tool for SSD characterization, while 
highlighting the correlation between its measurements and 
those obtained through the widely used MRF spot polishing 
method. 
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2. Materials & Methods 

Glass discs composed of the optical material NPK51 (SCHOTT) 
were chosen as samples for this study. NPK51 was selected 
based on the fact, that destructively tested glass samples could 
be supplied by the company Carl Zeiss. The chosen glass discs 
had a standard diameter of 80 mm and a thickness of 8 mm. To 
ensure uniformity, the samples underwent a precision grinding 
process at Zeiss, reducing surface irregularities to ± 1.5 µm. This 
step was crucial to establish a consistent baseline for 
subsequent procedures. The NPK51 sample is shown in Figure 1. 

Figure 1. Image of the NPK51 glass sample with polished and etched MRF 
spots for the SSD analysis.

The reference SSD measurement was conducted using a well-
established combination of Magnetorheological Finishing (MRF) 
polishing and hydrofluoric acid etching. MRF was chosen as the 
primary polishing technique due to its ability to achieve 
nanoscale precision and to not introduce additional Subsurface 
Damage into the sample. With the MRF polishing process, 24 
spots were polished into the glass surface, as depicted in Figure 
1. The hydrofluoric acid was then applied locally to each spot to 
preserve portions of the original surface for reference purposes 
and subsequent Optical Coherence Tomography (OCT) 
measurements. 

For the OCT measurements a custom build system, engineered 
for the measurement of Subsurface Damage was chosen. 
Developed in-house, based on previous research, this system 
offers a lateral resolution of 800 nm, an axial resolution of 1 µm, 
and a sensitivity of 115 dB.[5] In contrary to the MRF method, 
this system also offers high-resolution 3D tomographic 
measurements. The used OCT system, a resolution test as well 
as an example of a 3D tomographic OCT image are shown in 
Figure 2. 

 Post-OCT data acquisition, the obtained raw data was 
processed to enhance the image quality of the OCT scans. 
Initially, the OCT data was processed in MATLAB to correct for 
dispersion and compensate the material refractive index.[6] 
Correction of the systems dispersion was crucial for minimizing 
distortions in the acquired data and compensation of the 
material refractive index was essential for accurate depth 
profiling. 

Subsequently, the processed OCT data was rendered into a 
high-resolution 3D volume, providing a detailed representation 
of the internal structures of the modified glass samples. The 
rendering process allowed for a comprehensive visualization of 
subsurface features and damage. 

The location and depth of subsurface damages was then 
established using the open source image processing tool 

ImageJ.[7] This involved an iterative process where cross-
sections of the 3D volume were analysed. 

These analytical steps were essential to extract meaningful 
information about the distribution and characteristics of 
subsurface damage, contributing to a thorough understanding 
of the effects of the surface modification techniques applied in 
this study.

Figure 2. (a) image of the custom build OCT system. (b) OCT 
measurement of a USAF target showing G9E3 (linewidth 800 nm). (c) 
3D OCT image of a microlens array created with a Nano scribe 3D 
printer (lens height 8 µm, lens diameter 50 µm). 

3. Results

The depth profile of Magnetorheological Finishing (MRF) spots 
was initially measured using an optical profilometer (Taylor 
Hobsen, Luphoscan 420 HD), providing a baseline for the 
following SSD analysis. The measured profile is shown in  
Figure 3 

To analyse the Subsurface Damage within the MRF spots, high-
resolution images were captured and stitched together using a 
microscope (ZEISS Axio Imager 2). Figure 3 shows the resulting 
image of the MRF spot. The SSDs as revealed by etching can be 
seen as black dots within the MRF spot.

Quantitative assessment of the SSD was achieved by counting 
the amount of SSDs and mapping them to a depth based on the 
previous profilometer measurement. The compiled data was 
organized into a chart (see Figure 4) depicting the amount of SSD 
per depth. 

The analysis of the compiled data revealed a predominant 
concentration of Subsurface Damage within the initial 10 µm 
beneath the surface. A subset of damages extended to greater 
depths, with some reaching as far as 14 µm. The measurement 
process using the MRF method typically requires approximately 
2 hours for both the polishing and etching stages. However, due 
to limited machine availability, waiting periods of up to 12 weeks 
are not uncommon. 
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Figure 3. (a) microscopy image of the hydrofluoric acid etched MRF spot. 
(b) graph showing the depth profile of the MRF spot. 

Figure 4. Graph showing the result of the MRF method as SSD amount 
over the measured depth. 

The OCT measurement was performed next to the MRF spot 
on the untreated surface of the NPK51 sample. The acquired 
data was first analysed in a cross-sectional manner as shown in 
Figure 5. With this process a maximum SSD depth of 16 µm was 
measured. Similar to the MRF analysis, the OCT data also 
showed that the majority of the damages lie within the first 10 
µm underneath the surface of the sample. Both the deepest 
crack with 16 µm as well as the mainly damaged zone from 0 to 
10 µm can be seen in Figure 5. The full scan, rendered as 3D 
volume of the OCT data is shown in Figure 6. This image shows 
the bottom view of the sample with the SSD protruding in the 
positive y-direction. This image also shows the deepest damages 
at a depth of 16 µm. The SSD measurement using OCT including 
data processing and analysis took only a few minutes. 

Figure 5. Cross-sectional OCT scan of the NPK51 sample, showing the 
sample surface and SSD defects up to a depth of 16 µm. 

Figure 6. Bottom view of the NPK51 sample rendered OCT data.

4. Discussion

The identification of Subsurface Damage (SSD) in glass 
materials remains a challenging task, with only a limited set of 
methods available, none of which are non-destructive. In this 
context, Optical Coherence Tomography (OCT) has emerged as 
a highly promising technique, offering a non-destructive and 
contactless way to precisely image SSD in transparent materials. 

The conducted research specifically aimed at assessing the 
capabilities of OCT in detecting SSD within a defined size range, 
showcases its effectiveness for a size range of up to 20 
micrometres. The results highlight OCT's potential as a valuable 
tool for identifying and characterizing Subsurface Damage in 
glass materials with a high degree of precision. 

One crucial observation from this study is the consistency in 
results between OCT and the currently established 
measurement method, such as Magnetorheological finishing 
(MRF). This agreement between these two distinct techniques 
strengthens the reliability of OCT in detecting and characterizing 
SSD.  

The small difference in the measured maximum depth may be 
attributed to the inherent nature of the different measurement 
methods. OCT, with its non-destructive characteristics, provides 
detailed volumetric measurements without causing harm to the 
investigated material. On the other hand, MRF, while effective, 
only analyses a very small portion of the sample, potentially 
leading to variations in results. The ability of OCT to capture a 
full volume of the sample might explain the observed 
discrepancy in measurements.
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5. Conclusion 

In conclusion, the research demonstrates the potential of 
Optical Coherence Tomography (OCT) in detecting Subsurface 
Damage (SSD) within a specific size range in glass materials. The 
non-destructive nature of OCT sets it apart from existing 
methods, providing detailed volumetric measurements without 
compromising the integrity of the material under investigation. 

The agreement in results between OCT and established SSD 
metrology methods, such as Magnetorheological finishing 
(MRF), underscores the potential of OCT in SSD detection. While 
a difference for the maximum SSD depth between the 
measurements obtained from MRF and OCT is noted, it is 
hypothesized that OCT's ability to analyse a full volume of the 
sample contributes to this variance. This distinction highlights 
the importance of considering the measurement method's 
characteristics and limitations when interpreting results. 

Overall, the findings suggest that OCT could become a 
cornerstone in the measurement of SSD, potentially establishing 
itself as the future standard in this domain. Its non-destructive 
nature, applicability to high-value optics, and independence 
from reliance on manufacturing samples contribute to its 
potential as a versatile and reliable method for SSD detection in 
various glass materials. 

Looking ahead, the system will undergo continuous 
development aimed at further improving image quality, 
resolution, and imaging speed. Additional experiments will be 
conducted to generate more data regarding the correlation 
between OCT measurements and already established SSD 
measurement methods. Furthermore, it is planned to expand 
the class of materials the system is capable of measuring, 
including, for example, polymer optics. These future endeavours 
aim to enhance the system's capabilities, broaden its 
applicability, and contribute to the advancements in non-
destructive SSD detection. 
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Abstract 

This work considers the development of a measuring system for surface quality control, which is presented for quality monitoring of 
the products of an already developed hybrid polymer-metal extrusion system. The extrusion system is based on wire or filament-
shaped starting materials and enables 3D printing of electrical connections, insulation and mechanical protection devices that can be 
adapted to complex shapes, as well as the repair of conductive and insulation structures on circuit boards. A key aspect of this work 
is the development of a low-cost measurement system for simultaneous acquisition of 2D and 3D surface data from workpieces. This 
system uses two optical measurement techniques, laser triangulation for 3D surface acquisition and optical flow for 2D surface 
acquisition. The goal is to carry out the visual inspection automatically and in real time during production in order to avoid errors and 
increase the robustness of production. The publication covers the fundamentals of optical metrology, especially laser triangulation 
and optical flow, as well as the development of the measurement system including hardware and software. In addition, investigations 
are carried out to evaluate the measuring system and the measuring methods. The results show that laser triangulation is suitable 
for 3D surface detection, while optical flow provides good results for 2D surface detection. This work provides an insight into the 
development of advanced manufacturing technologies and the importance of real-time quality control in additive manufacturing. 

Visual inspection, quality control, optical flow, laser triangulation, image processing, optical measurement methods, extrusion , process sustainability, 
defect detection                 

1. Introduction

Although Advanced Additive Manufacturing (AM) 
technologies enable flexible production of customized products 
and offer the possibility of integrating electronic functions into 
structural components as well as repairing electronic 
components, this requires the development and updating of 
appropriate quality control methods and systems.  

This work considers the development of a measuring system 
for monitoring the surface quality of the products of an already 
developed hybrid polymer-metal extrusion system. The 
extrusion system is based on wire or thread-like starting 
materials. This makes it possible to 3D print permanent and 
stable electrical connections, insulation and mechanical 
protection devices such as strain reliefs that can be adapted to 
geometrically complex shapes, as well as repair the conductor 
tracks and insulation structures on circuit boards. In the first 
development phase, low-melting tin alloys for the conductor 
structures and non-polar thermoplastic polymers such as PLA 
and ABS were investigated. In further development steps, 
metals with a higher melting point (e.g. copper, aluminum, steel) 
should also be considered as conductive and support structures 
or glass as an insulator in the build-up welding process. 

A key aspect of optimizing the execution of these tasks is the 
development of methods and systems for evaluating and quality 
control of processes/products in real time. This goal is 
achievable through two main factors, firstly through the correct 
selection and online correction of manufacturing parameters 
and secondly through accurate process control or product 
follow-up. The manufacturing parameters are usually selected 

regarding to the application to ensure the repeatability of the 
process and quality of the products. However, unexpected 
defects such as insufficient bonding or geometric dimensional 
deviations may occur at any time during the process. 
Furthermore a research study by Öberg et al. [1] shows the 
variation of the selected preliminary welding process 
specifications prepared in five welding shops for the production 
of the same workpiece, which also results in inconsistent quality 
of the workpiece and requires the existence of a human factor 
in the evaluation process which again affects the consistency of 
the assessment. However, there is a risk that some defects may 
be overlooked due to fatigue and limited human performance. 
On the other hand, there is a greater amount of time spent 
inspecting workpieces in this manner. The consequences are 
higher costs and increased energy consumption. 

The idea of this work is the development of a simple and cost 
effective measurement system for simultaneous acquisition of 
2D or 3D surface data of the workpieces. The system contains a 
combination of two optical measurement methods; laser 
triangulation for 3D surface acquisition and optical flow method 
for 2D surface acquisition, which enables the automation of 
visual inspection tasks during production in order to avoid 
corresponding errors and the associated additional costs, 
material and energy consumption and thus achieving greater 
robustness and sustainability of production.  

The main technical simplification and cost advantage of this 
system lies in the use of only one industrial camera to capture 
the 2D image information, the 3D laser profile and the feed 
movement. The evaluation of the 3D-profile and the feed path 
as well as feed rate is done by image processing 
algorithms.Welded workpieces were used to perform the 
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investigations and consider the functionality of the 
measurement methods for the intended application.  

In the following sections, first the basics of the respective 
methods as well as the investigations regarding the functionality 
of the methods are considered and finally a short summary of 
results as well as a conclusion is given. 

2. Optical measuring methods

Methods of optical metrology are developed on the basis of 
physical reflection and absorption principles. These enable non-
contact, fast and full-surface measurement of workpieces. In 
this work, two optical measurement methods are used to 
acquire the 2D and 3D surface data of the workpiece. These are 
considered in the following sections. 

2.1. Laser triangulation 
Laser triangulation is the most commonly used method for 3D 

surface measurement, and its performance has been gradually 
improved by accurate mechanical laser scanning control and 
high-resolution, high-sensitivity image sensors. There are four 
main components of a 3D triangulation system: a camera, a 
projector that is typically laser-based, a mechanism that moves 
the object or camera-laser system through the imaging system's 
field of view, and software to process the captured image and 
accurately convert pixel offsets into height differences [2]. 

The interaction between laser illumination and object surface 
results in a distribution of intensity values. This distribution 
depends on the topography of the surface and the properties of 
the propagating light. During acquisition, the workpiece is 
moved under the laser-camera-system. By capturing the 
intensity distribution and calculating the workpiece profile over 
time, a three-dimensional geometric reconstruction of the 
workpiece can be obtained [2,3]. 

In this work, the reverse arrangement of the camera-laser-
system (Figure 1) is used. According to the triangulation 
principle, based on the known distance of the laser line to the 
camera axis Δ� and the angle α between the projection axis of 
the laser and the camera axis, the height Δz of the scanned 
object (Figure 2) can be determined using the following formula:  

∆� =
∆�

tan�

(1)

This means that the system parameters Δ� and α are the 
decisive factors for determining the sensor properties such as 
detection range, height or depth resolution, occlusion, and laser 
reflection. A trade-off between depth or height resolution and 
detection range is a typical problem of laser triangulation 
systems. Many commercial solutions have a fixed baseline, so 
they only work with a fixed resolution and range [4,5].  

2.2. Optical flow 
The motion of an object in 3D scene is projected into a 2D 

image by the optics of the image sensor. This is defined as a 
motion field that cannot be measured directly.  

Optical flow is an estimation of the motion field by detecting 
the motion of brightness patterns using the concept of flow 
vectors in image sequence. Mathematically, this is referred to as 
the gradient of the gray values between two images and 
describes the gray value flow caused by the relative motion of 
objects and observers to each other [6]. Therefore, it contains 
information not only about the spatial arrangement of the 
observed objects, but also about their velocity change.  

A detailed mathematical description of the methodology can 
be found in the works of Agarwal et al. [6] and Rideaux et al. [7]. 

Figure 1. Configuration of laser-camera-system for laser triangulation 
method: reverse geometry 

Figure 2. Parameters of the laser triangulation system 

3. Development of the measuring system

3.1. Hardware of the system      
Two versions of the measurement system were developed, a 

stationary and a portable measurement setup. The use of a color 
camera is a special feature of these experimental setups 
compared to other similar works. By using such a camera, the 
information concerning the color of the laser line can be 
acquired. The properties of different color spaces can simplify 
the detection or acquisition as an additional feature. The 
characteristic of this feature is described and implemented for 
example in works of Yin [8] and Breier et al. [9] for inspection as 
well as 3D profile detection of the printed circuit boards and in 
a paper of Pierer et al. [10] for inspection of the thickness of 
paint coating of extruded aluminum parts. 

Based on these findings, a stationary measurement setup was 
constructed. In order to design the system as accurately as 
possible, the optimal triangulation configuration was calculated. 
Regarding the measurement system (constant distance 
between the camera and the laser), the parameter x can be set 
by adjusting the angle between the projection axis of the laser 
and the camera axis (�). As a consequence, � is the only free 
mechanical adjustment parameter that determines the 
sensitivity of the 3D surface measurement. The DIN 1319 defines 
it as "change of value in the output quantity of a measurement 
device referred to the change of value of the input quantity which 
causes it". In this system, it would be defined as a relation of 
measured pixel shift of the camera to the height change on the 
workpiece. According to equation (1) and the fact that the field 
of view of the camera in which the laser light is visible is a 
boundary condition for determining the sensitivity range of the 
sensor, the optimal triangulation angle for 3D surface detection 
can be determined by looking at the image scale. This is defined 
by the ratio of image size and object size. The prerequisite for 
this is that the object lies on a plane parallel to the sensor or 
camera. In addition, the image scale must be recalculated in case 
of a change of the distance between the object and the camera. 

After preliminary tests with the stationary setup, a portable 
measurement device with similar components was created. The 
mechanical components are 3D printed from PLA plastic. The 
portable measurement system can be moved by hand on the 
workpiece. 
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3.2. Software of the system      
The algorithms required for the acquisition procedures were 

implemented in the XEIDANA® framework developed at 
Fraunhofer IWU (Fraunhofer-Institut für Werkzeugmaschinen 
und Umformtechnik IWU, Chemnitz, Deutschland) [11]. This 
framework enables the implementation of complex data 
analysis tasks by modularization and parallelization of data 
processing algorithms and sensor fusion. In this work, the data 
acquired by camera is fused by means of the appropriate 
modules and used to determine the 3D profile of the workpiece 
as well as the displacement diagram of its motion.  

By using the RGB camera, the bitwise combination of the hue 
and color saturation of the laser light is used as a strong feature 
to detect the laser line on the workpiece. This is achieved by 
converting the RGB image to the HSI color space and 
decomposing it into the appropriate components. Mathematical 
transformations between the RGB and HSI color spaces are 
mentioned in the work of Saravanan et al. [12]. In the process, 
three new images are obtained in terms of the component's hue 
(H-image), saturation (S-image) and intensity (I-image).  

The combined HS-evaluation can also differentiate reddish, 
albeit relatively weakly color-saturated, rust spots from the laser 
line. The average of the segmented laser line (Figure 3-d) is the 
input image for the triangulation calculations (Figure 3-e). 

Figure 3. a) Calibrated input image, b) Hue image (H-image), c) Color 
saturation image (S-image), d) Segmented laser line, e) Average value 
of segmented laser line. 

The 2D surface acquisition module receives two consecutive 
calibrated RGB images from the camera in the input and 
calculates the flow vectors of the pixels between these two 
images. The feed motion results from the conversion of flow 
vector with the image scale. Whereby the determination of the 
exposure time of the camera plays an important role in the 
interference-free acquisition.   

3.3. Investigations for evaluation of the system  
For the experimental evaluation, investigations were carried 

out both according to the measurement methods (laser 
triangulation and optical flow) and measurement systems 
(stationary and portable measurement systems).  

The accuracy and linearity of the measurements of laser 
triangulation method were considered by means of the 
measurement of test standards (gauge blocks) with a size of 0.5 
to 6 mm.  

The investigations according to the application of optical flow 
for 2D surface measurement were carried out with regard to the 

repeatability as well as the linearity of the measurement results 
and depending on the feed path, feed speed, feed direction as 
well as surface design of the sample object. 

Having established the good functionality of the optical flow 
method, especially for longer feed paths, the authors compared 
it with the image registration method. This method evaluates 
the similarity of two images and calculates a transformation 
between them. A very robust and well-established image 
registration method in industrial image processing uses the so-
called Enhanced Correlation Coefficient (ECC) [13].  

To evaluate the developed measuring system, it was used for 
surface detection of welded workpieces. During the tests with 
the stationary measuring system, the workpiece was moved 
under the laser-camera-system at a speed of 100 mm/min. 
(Figure 4) Two nuts were placed next to the weld as reference 
points for the beginning and end of the detection. The smooth, 
shiny as well as weakly textured surface of the nut resulted in its 
noisy image on some parts (measurement deviations). 

Figure 4. Measurement results of the stationary measurement system 
(the rows contain respectively: the color image sequence captured by 
the camera, the segmented images to extract the laser line, the RGB 
image with the directions of movement measured from the optical flow, 
the 3D profile of the workpiece, the displacement diagram of the 
motion) 

3.4. Results       
For the measurement system, the influencing factors 

regarding the measurement accuracy can be classified according 
to its components as follows: 

• Camera: reprojection errors, lens aberrations 
• Laser: spot size, linearity of the laser line 
• Object: speckle noise, occlusion, tilt angle, color anomalies 

such as rust spots or glossy spots on the workpiece 
• Conveyor: vibrations      
• Environment: ambient light noise 

The measurements of the test standards using laser 
triangulation resulted in a maximum measurement deviation of 
0.11 mm, which is sufficient for fulfilling the requirements of DIN 
EN ISO 5817 level C (“medium”) for permissible dimensions of 
weld irregularities. This is also suitable for the evaluation of 3D 
extruded parts, whereby the layer thickness varies between 1 to 
3 mm depending on the technology and requirements of the 
component and an extrusion thickness accuracy of 0.5 mm 
should be maintained. 

It is worth noting that the less fluctuations the segmented line 
has, the more accurately the profile can be measured. In the 
system the combination of saturation and hue serves as features 
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for segmenting the laser line so that in the presence of a suitable 
additional light source, the variations caused by ambient lighting 
and/or nature or manufacture of the test object etc. (e.g. rust 
stain) can be avoided. During the dynamic tests, a correlation 
between the speed of the conveyor and the measurement 
resolution was found, whereby the measurement reliability 
increased as the feed speed of the object on the conveyor 
decreased. Here, a compromise between the feed speed, the 
measurement resolution, as well as the acquisition time should 
be determined. It was also demonstrated that the segmented 
laser line could be used to monitor or inspect the weld regarding 
the external/surface anomalies. 

When implementing 2D surface detection using the optical 
flow method, a dependence of the measurement accuracy on 
the feed motion as well as the motion speed was found, 
whereby with an increased path and/or feed speed, the 
measurement deviation and standard deviation of the measured 
values also increased. In addition, a dependence on the nature 
of the sample was found, whereby for objects with recognizable 
textures qualitative good results for the detection of the feed 
motion are provided. Moreover, the influence of exposure time 
on the quality of motion detection by method of optical flow is 
remarkable. The comparison of the measurement results with 
the results of the ECC method  (Figure 5)  showed that an 
increase in the feed path causes a greater reduction in 
measurement accuracy with the ECC method than with the 
optical flow. Additionally, the optical flow has shorter 
calculation times compared to the optical flow. 

Figure 5. Standard deviation of feed path measurement by optical flow 

and ECC with a feed rate of 500 
��

���

In the measurements using the portable measurement system 
(static object and moving camera-laser-system), the 3D profile 
of the object has a lower resolution. This can be justified by the 
variable speed of movement and the inevitably uneven hand 
guidance of the device. 

4. Conclusions

The investigations have impressively shown that the 
combination of laser triangulation and feed detection by means 
of optical flow is an extremely promising method, especially in 
the context of the novel additive manufacturing process that 
uses hybrid metal and plastic extrusion. This process enables 
layer-by-layer creation of complex components, using both 
metals and plastics in a single process. According to the results 
when the object to be measured has recognizable textures, the 
optical flow provides high-quality results for the detection of the 
feed motion. This precision is essential to ensure that the layers 
are correctly matched during the additive manufacturing 
process and that high-quality end products can be produced.  

Fine-tuning of lighting and camera parameters, including 
adjustment of lighting color composition, irradiance and optimal 

choice of camera exposure time, plays a crucial role in optimizing 
this process for hybrid metal and plastic extrusion. These 
parameters make it possible to precisely detect the materials 
and ensure the quality of the printed layers. In addition, it has 
been shown that the quality of segmentation of the laser line, 
especially with respect to the nature of the sample surface, has 
a significant influence on the measurement accuracy of laser 
triangulation processes. A low variation in the segmented line is 
essential to accurately perform offset measurements and thus 
generate accurate profiles for hybrid metal and plastic 
extrusion. 

The results of this work thus lay the foundation for the 
development of an ergonomically optimized device for the 
manual inspection of components as a part of the additive 
manufacturing process. Moreover, they can be integrated 
directly into automated test systems to support the monitoring 
and quality assurance of this innovative manufacturing method. 

These results are instrumental in increasing the efficiency and 
quality of hybrid metal and plastic extrusion in the 
manufacturing industry, and open up exciting possibilities for 
the wider application of this revolutionary manufacturing 
process across multiple industries.  
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Abstract 
 

Roll to roll (R2R) manufacturing is known as a cost-effective process for mass production of flexible products ranging from papers to 
flexibles electronic devices such as PV cells and displays. Slot-die coating technologies are widely used in R2R as a simple but effective 
process to deposit inks on moving substrates to form thin film tracks with high uniformity. R2R utilising slot-die approaches is in need 
of further refinement to produce defect-free ultra uniform thin films with nano-scale thickness coating capability. This presents a 
challenge as the current status of slot-die printing is that it is an open-loop manufacturing process without sufficient in-process 
metrology instrumentation. Monitoring sub-micro scale coating thickness and micro-scale defects on metre-scale substrates (e.g. 0.3 
m width) moving at high speeds (e.g. 50m/min) poses a significant obstacle. In this work, the authors are aiming to pave the way for 
R2R to translate toward responsive (closed loop) mode manufacturing by controlling the operation conditions via  two optical 
metrology approaches that can be used as feedback sensors for close-loop responsive manufacturing. The first optical instrument is 
an in-situ single shot multi-wavelength polarising interferometer to measure the surface topography of coated film “on the fly” during 
manufacturing (out of plane). The polarisation serves as an instantaneous phase shifting mechanism and the multi-wavelength is 
employed to generate a long synthetic wavelength to extend the measurement range beyond λ/4 limitation. The surface height 
information, with nano-scale accuracy, can be used as a feedback signal to the manufacturing process. It will be shown that surface 
topography measurement can directly be linked to one of the operating variables, namely the slot-die pump flow-rate. The second 
optical instrument is a machine vision senor for edge and defect detection (in plane) using Otsu thresholding algorithms. It is 
demonstrated in this paper that the edge uniformity along the printed track can be quantified as metric values.  The complete system 
demonstration shows also that track defects, track geometry and track topography (in and out of plane measurement) can be 
detected and successfully classified in real time. Fluoropolymer, silver, and Carbomer Ethanol Methylene Blue (PAA-C2H6O-MB),  
printed ink samples on Ti coated polymer substrates and a PTE substrate,  have been utilised in this study as an exemplar combination. 
 

Thin film inspection, roll-to-roll printed coating inspection, edge and defect detection, machine vision 

1. Introduction

Roll-to-roll coating/printing (R2R) is a viable process for the 
production of large area flexible devices. R2R has the potential 
to save production cost if the print operating variables and web 
(substrate) handing are well controlled and optimised. R2R 
manufacture has developed capabilities from conventional 
paper, foil and textile process to high value components such as 
optoelectronics or graphene-based devices. Such devices have 
high demands on the precision of the processing to tight 
manufacturing specification [1]. For example, thin film thickness 
for flexible electronics applications, such as capacitors films, 
needs to be controlled to sub-micron level across meter-scale 
web widths. Slot-die coating technologies are commonly used in 
R2R to deposit conducting thin film inks to  a wide-range flexible 
substrates. In slot-die coating, the uniformity of thin films is 
directly linked to the operating variables such as ink pump flow-
rate, speed of the web, ink drying, and the gap between the slot-
die head and the web [2]. Film defects are mainly related to the 
web handling [3]. As such, imperfections in R2R operation lead 
to unwanted thickness/width variation or defects in thin films, 
resulting in low productivity and large amount of waste. 
Unfortunately current practice is that R2R processes are 
forward-loop systems with no feedback to adjust the coating 

operation. The transition to a close-loop approach is a way 
forward to upgrade R2R to responsive mode manufacturing and 
thereby enhancing process productivity.  
Real time film surface monitoring providing reliable quantitative 
information to process controllers is the key to facilitating  
successful R2R closed loop processes. The present authors have 
demonstrated static optical surface metrology for thin film 
inspection [4]. This paper discusses the combination of two real-
time (dynamic) surface inspection methods that potentially can 
be used as feedback sensors. The sensors provide both in plane 
and out of plane data regarding the R2R coating processes. The 
first method is a single shot multi-wavelength scanning 
interferometer (MPI)  (out of plane) and the second is a machine 
vision sensor (MVS) for coat edge monitoring and defect 
detection. 

2. Multi-wavelength Polarising Interferometer MPI (out of 

plane) 

The MPI configuration, shown in Figure 1, consists of a 
Michelson polarising interferometer and four detection optical 
arms. Each detection arm has a colour CMOS camera placed 
after a polarisation arrangement to generate a single RGB 
interferogram shifted by π/2 sequentially. Four colour 
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interferograms are captured at single exposure time (< 1 ms) to 
negate the surface vibration. The frames are transferred to the 
computing console for analysis. The system operation principle 
has been reported in our previous publication [5]. The MPI has 
been installed onto a R2R production line at the Centre for 
Process Innovation/UK, see Figure 1.  
In the present work, a slot-die printer was used to print 
Fluoropolymer ink into Ti  coated polymer substrate at 1m/min 
web speed. The MPI was aligned with the edge of the track to 
measure the ink top surface real time with respect to the 
substrate, as shown in Figure 2.a. The pump flow rate was then 
changed from 1500-4000 µl/min incrementally. Based on MPI 
measurement, shown in Figure 2b, it can been seen that the 
variation in coating thickness can be measured dynamically 
during the pump flow-rate change process. 

Figure 1. MPI installed onto R2R manufacturing  

Figure 2. (a) Web real surface measurement (b) film thickness vs pump 
flow-rate (Note; curvature dure to roll form)

3. Machine vision sensor MVS (in of plane) 

The MVS, described in [6], was used for in-plane inspection to 
identify defects and print track edge irregularities on the web 
that can produced during the slot-die coating process. The edge 
irregularities/straightness was analysed using the Otsu 
thresholding algorithm. The foreground and background pixels 
represented by the ink track and the web substrate were 
successfully distinguished after tuning the threshold value. As 
such, the produced segmented results can be used to easily 
extract the track edge profile. The authors have reported 
previously that the lateral arithmetic average edge deviation 
calculation, named as (RaLAT), can be  quantified to indicate the 
edge quality as shown in Figure 3. In this case Silver Ink on 
Polyethylene Terephthalate (PET) substrate was used to verify 
Otsu performance.  

Figure 3. (a) MVS captured image (b) Extracted edge profiles 

This MVS work also focused on extracting the presence of 
defects for classification in order to be linked later to R2R 
operation conditions. To extract defects,  a template image was 
captured from a defect-free area on the sample. This reference 
template can be convolved to images captured from the 
substrate during R2R operation to subtract original features and 
extract unexpected  features (i.e. defects). The defects then can 

be further processed by a simulated defects template for 
classification purposes as described in [7]. This defects analysis 
concept has been verified by using the MVS to dynamically 
inspect moving web of PAA-C2H6O- MB/PET. Figure 4 shows 
defects detection and classification results collected 
dynamically. The lighter spots in Figure 4a  are defects in the ink. 
It can be seen that this sensor can successfully extract and 
classify such defects as shown by the yellow frame in figure 4b. 

Figure 4. Defects detection; (a) PAA-C2H6O- MB sample (b) MVS results  

4. Conclusion

To translate R2R process from forward-loop to close-loop, 
responsive mode, manufacturing is a core requirement. 
Consequently the existence of feedback sensors to provide 
quantitative information is necessary. The two combined optical 
sensors outlined in this work provide the basis for scale up to a 
full manufacturing environment where their output is directly 
linked to the operation conditions. For example, it has been 
found that surface thickness extracted from the surface 
topography information measured by MPI can be directly linked 
to the pump flow rate. As such, any undesirable thickness 
variation can be measured with nano-scale resolution and fed to 
manufacturing controller for optimisation. The MVS has also 
demonstrated an effective methods for defect/edge defection 
and classification. The metric information for the edge 
straightness can linked to the web handling such as the web 
tension or slot die clogging. Research continues to investigate 
methods for optimising the operation variables and web 
handling by using manufacturing controllers connected to 
optical sensors.  
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Abstract 

Fringe projection systems are well established as metrology tools for fast measurements of (large) workpieces. However, as specular 
surface reflectivity causes camera saturation, the accuracy of fringe projection for (semi-)reflective parts is limited. The use of 
polarization filters can reduce the effect of this specular reflectivity, but lowers the signal-to-noise ratio (SNR), resulting in lower 
quality measurements. In this paper, a hybrid method which combines a polarization camera and an adaptive fringe projection 
technique, is proposed and validated. As four images are captured simultaneously, choosing the most appropriate polarization 
channel will partly reduce saturation and enhance the pointcloud integrality.  To completely eliminate camera saturation in highly 
reflective areas, an adaptive fringe projection algorithm is moreover used to vary the intensity of the projected light. The hybrid 
approach proves to be promising as it provides an accurate and complete 3D reconstruction for complex workpieces with a high 
dynamic range. 

Keywords: Optical Metrology, Fringe Projection, Surface Reflectivity, Polarization Camera 

1. Introduction  

Fringe projection (FP) is an optical measurement technique 
that uses structured light to capture complex surfaces. Due to its 
ability to provide high-resolution 3D reconstructions in a non-
contact, non-destructive manner; fringe projection has become 
increasingly relevant in various fields like manufacturing, quality 
control, aerospace and medicine[1, 2]. However, for many of its 
applications it can not yet reach its full potential as the state-of-
the-art industrial fringe projectors remain unable to  (accurately) 
measure reflective surfaces and high-dynamic-range (HDR) 
sceneries [2]. A common solution is to spray the surface with an 
anti-reflective coating, which can be a time-consuming task and 
may be undesirable for delicate surfaces. Furthermore, the 
uniformity and thickness of the powder will influence the 
measurement accuracy [3]. 

During the measurement of shiny workpieces, saturated pixels 
caused by specular reflection directed towards the camera, are 
the main reason for the loss of 3D information. Therefore, Lin et 
al. developed an Adaptive Fringe Projection (AFP) technique that 
calculates the optimal pixel-wise projection intensity to avoid 
camera saturation [4]. This method ensures a high signal-to-
noise ratio (SNR), but proves to be less effective when dealing 
with HDR situations.  

Placing a polarization filter in front of the projector and 
camera of a FP system, can reduce specular reflection and 
enlarge the dynamic range. However, this approach tends to be 
rather inneficient and  time-consuming. A more recent approach 
is to use a polarization camera that can capture four images with 
different polarization directions simultaneously. Salahieh et al. 
introduced a method where the most appropriate polarization 
channel is chosen to ensure a better SNR compared to a single 
polarization image [5]. The four polarization images are used to 

form one measurement. However, polarization filters can not 
eliminate reflection caused by external light sources. 
Additionally, they tend to lower the intensity range. Both AFP 
and polarization algorithms contribute to image saturatation 
avoidance, however neither will cause complete elimination.  

In this paper, a hybrid method that combines an adaptive 
fringe projection method and a polarization camera is proposed 
to enable accurate and complete measurements of complex 
workpieces with both bright and dark areas. In section 2, the 
general fringe projection process is described and the 
methodology of the different experimental methods is given. 
Section 3 provides a description of the experimental setup. 
Section 4 compares the proposed methods to a reference 
dataset and section 5 summarizes our conclusion. 

2. Methodology 

2.1. N-step phase shifting algorithm  
    During the fringe projection process, an �-number of 
sinusoidal fringe patterns are projected onto the workpiece  to 
create a phase map [3]. The intensity � of the fringe patterns can 
be expressed as:                                                        

��(�,�) = ��(�, �) + ���(�,�) cos[�(�, �) + ��] (1)

where (�, �) is the pixel coordinate of the image plane, ��(�,�)

is the average intensity, ���(�, �) is the intensity modulation, 
�(�, �) is the unknown phase value and �� = 2�/�  is the phase 
shift between the fringe patterns (with � = 0, … ,� − 1). 
     A phase map is needed to retrieve the height information of 
the workpiece. For an �-step phase shifting algorithm [2], the 
phase is calculated as:  

�(�� , ��) = tan�� �
∑ ��(�� , ��) sin( 2�� �⁄ )���
���

∑ ��(�� , ��) cos( 2�� �⁄���
��� )

� (2)
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where ��(�� , ��) is the pixelwise intensity of the captured 
camera image. Equation (2) results in a wrapped phase map that 
ranges from −� to �. As a continuous phase map is needed, it 
has to be unwrapped by removing the 2� discontinuities. In this 
paper, a binary coded pattern [6] will be used to retrieve the 
absolute phase. From the unwrapped phase, the height 
information of the workpiece is calculated and a pointcloud is 
generated. 

2.2. Adaptive fringe projection (AFP) method  
    The amount of camera image saturation is dependent on the 
exposure time and the intensity of the projected light. While 
changing the exposure time has a global effect, the projected 
intensity can be adjusted locally. The optimal pixelwise 
projection intensity is calculated  such that the camera image 
stays below the saturation limit, while maintaining a decent SNR. 
The different steps of the AFP method are visually represented 
in Figure 1 and further described in the next paragraphs. 

Figure 1: Visual representation of the AFP method 

 A series of images ��
����

= �
����

�
| � = [1,�]� with a uniform 

intensity are projected onto the artefact to be measured. A 
corresponding camera image ��

��� is captured for each 
projected image. For every individual camera pixel, a set 
�(�,�) = {� ���ℎ �ℎ�� ��

���(�, �) < 255} is defined. From 
this, the optimal intensity �������� is calculated for each pixel 

position: 

�������� = �
max
�

{��
����|� ∈ �},         �� � ≠ ∅

 0,                                       �� � = ∅ 
(3)

Once the optimal intensity is known for the camera pixels, their 
value has to be mapped to the corresponding projector pixels. 
    By applying the phase shifting algorithm, the correlation 
between camera and projector image is found. Because the 
phase value cannot be evaluated correctly for saturated pixels, 
a camera mask image �� is created to exclude them:  

�(�, �) = �
0,                 ∃� ∈ [1,�] ���ℎ �ℎ�� ��(�, �) ≥ �
255,           ��ℎ������

(4)

where �� are the phase shifts captured by the camera and � is 
the chosen mask treshold, often a bit lower than the saturation 
threshold of 256 as a safety margin for noise. All pixels for which 
� = 0, are assigned a cluster number �, where the pixels 
belonging to the same cluster are connected to eachother. For 

each of the enclosed saturation clusters within the masked 

image, a global optimal cluster intensity ��
���

 is calculated as: 

��
���

= �
min

(�,�)∈�
���������(�,�)�,         �� ������������������ > 100

100,                                         ��ℎ������
(5)

    The optimal intensity clusters can be mapped towards the 
projector image, using the phase value of the pixels that directly 
surround the saturated clusters. Their location is found by 
applying boundary tracing techniques [7] to the mask image. The 
workpiece is scanned again with the adapted fringe patterns.  

2.3. Multi-polarization Fringe projection 
A polarization camera has a polarization filter array placed 

directly on top of the image sensor grid [8]. The array consists of 
a repeated 2x2 pattern of polarization filters with four different 
angles (0°, 45°, 90° and 135°) as shown in Figure 2. This enables 
the camera to capture four polarization images in a single shot. 
The projected fringes pass through a linear polarizing filter, 
before falling onto the workpiece. The surface and reflectivity of 
the workpiece modulate the Degree and Angle of Polarization 
(DoLP, AoLP), resulting in different behaviour on the four 
polarized camera images. For each pixel, the most appropriate 
polarization channel can be selected. 

Figure 2: Polarization camera image sensor 

    The multi-polarization technique in this paper will, for each 
pixel, select the polarization channel with the highest greyvalue 
����  that lies below the saturation threshold: 

����(�,�) = max
�
���(�,�)���(�, �) < 255� (5)

with ��(�,�) the intensity of a certain pixel in the polarization 

images (� = [1,4]). When the intensity of a pixel is above the 
threshold in all polarization channels, a random channel can be 
selected but no valuable height information will be retrieved. 
    For all phase shifts, data will be extracted from the optimal 
channel. This ensures the highest possible intensity range and 
therefore a better SNR in comparison with using a single 
polarization filter. 

2.4. Hybrid fringe projection method 
    In our hybrid fringe projection method, adaptive fringe 
projection and multi-polarization fringe projection are 
combined consecutively to further eliminate saturation and get 
more accurate and stable results. To ensure the highest SNR, the 
fringe pattern is only adapted for pixels that are saturated in all 
four polarization channels. 

3. Experimental setup 

    The experimental fringe projection setup, as seen in Figure 3, 
consists of a projector (DLP LichtCrafter 4500 Texas Instruments, 
912x1140 pixels), a monochrome camera (Basler Ace acA4024-
29, 4024x3036 pixels) and a polarization camera (Blackfly S 
USB3, SONY sensor Polar-Mono, 2448x2048 pixels). The 
projector and one camera are installed on a rigid aluminum 
baseplate, attached to a tripod stand. The cameras can be 
interchanged and the projector lens can be equipped with a 
linear polarizing filter. An �-step phase shifting algorithm 
(�=10) is used to scan one side of an aluminum workpiece (200 
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mm x 200 mm), produced by incremental sheet forming (see 
Figure 4). It comprises both convex and concave surfaces.   

    Five different measurements are performed: 

 M0 : reference measurement with anti-reflective spray 
(monochrome camera) 

 M1: normal measurement, without any additional 
algorithms (monochrome camera) 

 M2: AFP measurement (monochrome camera) 

 M3: polarization measurement (polarization camera, + 
linear polarizing filter) 

 M4: hybrid measurement (polarization camera + linear 
polarizing filter) 

Figure 3: Experimental fringe projection setup 

Figure 4: Aluminum workpiece produced by incremental sheet forming, 
with an arrow indicating the scan direction 

4. Results and discussion

The measurement quality of the different 3D reconstructions 
is determined by two important factors. The point cloud 
integrality (PCI) serves as a metric for coverage percentage and 
is the ratio of the number of points in a certain area (M1-M4) 
and the number of points of the reference measurement with 
full coverage (no holes, M0) [3]. The topography fidelity 
measures the bias and standard deviation (std) of the deviation 
between the measurements (M1-M4) and the reference (M0).  
    Special attention is given to two surface areas: a bright area 
where the light is reflected directly to the camera and a dark 
area where the light is reflected away from the camera. On 
Figure 5, they are indicated with a red box and green triangle 
respectively.  
    It has to be noted that the measurements executed with the 
polarization camera (M3 and M4) have a lower lateral resolution 
compared to the monochrome camera(612x512 pixels instead 
of 4024x3036 pixels for each polarization channel). Also, when 

repeating the individual measurements (M0-M4) multiple times, 
the average deviation between them stays below 0.04 mm.  

Figure 5: 3D reconstruction of a normal (M1), AFP (M2) , polarization 
(M3) and hybrid (M4) measurement. The red box and green triangle 
indicate the reflective and dark areas respectively. 

4.1. Reflective area 
    In Figure 5, the 3D reconstruction of the normal measurement 
(M1) has a number of holes, as the areas that possess the most 
reflectivity could not be reconstructed. Meanwhile, areas that 
suffered from partially saturated pixels, cause a noisy and 
inaccurate point cloud. This observation is supported by table 1, 
which shows that the normal measurement deviates 0.223 mm 
on average from the reference measurement (M0). The large std 
shows the noisy character.  
    The AFP method improves both the bias and the integrality of 
the pointcloud (see Table 1). From Figure 5, it can be observed 
that the deviations in M2 are mostly situated around the edges 
of the reflective area. This is due to the sudden intensity change 
in the adapted fringe pattern that introduces slightly more 
errors in the phase unwrapping algorithm. The noise due to 
saturation however, is reduced. 

The polarization method does not perform well for very bright 
areas, with M3 having the lowest PCI of all four. Similar to the 
normal measurement, the pointcloud is quite noisy with a higher 
deviation. This is partly due to reflections caused by  an external 
light source, which can not be eliminated by the polarization 
camera. The PCI is also affected by the saturated areas and the 
random, sudden changes is the polarization channel surrounding 
them. 

Table 1: Topography fildelity of the four fringe projection methods 
compared to the reference measurement (reflective area) 

Method PCI in % 
Bias in 

mm 
Std in 
mm 

Normal (M1) 78.33 0.223 0.168 
AFP (M2) 92.78 0.105 0.096 
Polarization (M3) 67.38 0.213 0.175 
Hybrid (M4) 96.26 0.116 0.086 

    The hybrid method produces the most complete pointcloud 
with 96.26% PCI. M4 has a bias equal to the AFP method, which 
is very good considering the lower lateral resolution. The 
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measurement is less affected by the intensity change in the 
adapted fringe pattern, but shows a bit more general noise. This 
noise can be explained by the overall fringe intensity reduction 
associated with polarization filters and the limitations of the 
camera 

4.2. Dark area 
The normal measurement of the dark area has the lowest 

coverage percentage, which is clearly visible in both Figure 5 and 
Table 2. Especially on the left and right sides of the triangular 
area, the geometry of the workpiece reflects too much light 
away from the camera. As the contrast between the fringes is 
too low, there is no phase information available and no points 
are generated. Additionally, the presence of extensive clusters 
of saturated pixels tends to lower the overall intensity of the 
other pixels. The application of the AFP method addresses this 
aspect and therefore partly reduces the problem, increasing the 
PCI by 8% in Table 2. 
    Both the polarization method and the hybrid method prove to 
be very effective within the dark area, with a PCI above 99% . If 
the polarization direction of the incoming light is properly 
aligned, having four polarization channels ensures there is 
always one channel that will eliminate specular reflection 
directed towards the camera; increasing the dynamic range in 
other areas. The bias of the methods that use the polarization 
camera does not go below 0.1 mm. However this could be 
improved with a larger camera resolution.  

Table 2: Topography fidelity of the four fringe projection methods 
compared to the reference measurement (dark area) 

Method PCI in % 
Bias in 

mm 
Std in 
mm 

Normal (M1) 78.15 0.103 0.076 
AFP (M2) 86.87 0.075 0.026 
Polarization (M3) 99.86 0.116 0.091 
Hybrid (M4) 99.92 0.113 0.091 

4.3. Overall performance 
From the results for the reflective and dark area, it is clear 

that the AFP and polarization technique prove to be most 
effective in opposing areas. While the AFP technique effectively 
improves the coverage and accuracy within the reflective area, 
the polarization technique fails to do so. In the dark area 
however, the polarization technique outperforms the AFP 
technique with almost full coverage.  
     The hybrid method effectively combines the benefits of both 
methods and provides an overall coverage of 98% with a bias of 
0.116 mm. The hybrid methods proves to be highly suitable for 
workpieces with a high dynamic range and complex forms, 
which is an improvement compared to the other methods. To 
further improve this method, a polarization camera with a 
higher resolution can be used and/or the monochrome camera 
and the polarization camera can be operated simulatiously to 
reduce time and complexity. 

5. Conclusion 

The measurement of reflective objects is still a challenge, 
especially when they require a HDR due to a complex surface 
geometry. Adaptive fringe projection performs great in 
reflective areas, however lacks to provide full 3D reconstruction 
in areas with low intensity. Polarization filters on the other hand 
broaden the dynamic range, but still struggle with high 
reflectivity towards the camera. In this paper, a hybrid method 
is developed, that effectively combines the benefits of both AFP 
and polarization filters. It proves to provide (almost) complete 

3D reconstruction of complex shaped workpieces with a high 
dynamic range with an accuracy of 0.1 mm.  
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Abstract 

The NanoPla is a high precision 2D positioning platform developed, manufactured, and assembled at the University of Zaragoza, 
offering a large range of 50 mm × 50 mm with submicrometre accuracy. Initially designed for metrological applications, the first 
prototype integrates a chromatic confocal sensor in its moving platform as the primary measuring instrument. Complementing this, 
a system of three capacitive sensors is incorporated into the NanoPla to measure parasitic motion along the Z-axis as the platform 
levitates within its working range, thanks to this system, parasitic motions can be corrected from the confocal sensor measurements. 
The NanoPla has been designed to measure statically, a procedure in which the levitating platform lands at the measuring point 
before recording readings. However, it also exhibits dynamic measurement capabilities, allowing for data acquisition while the 
moving platform is levitating. In this study, two reference artefacts are measured using the NanoPla's confocal sensor, both statically 
and dynamically. The obtained results are compared with those from other metrological instruments, such as a focus variation 
microscope, to evaluate the NanoPla's measuring capability. 

Nanopositioning stage, confocal sensor, measuring capability.

1. Introduction 

Nanotechnology applications such as nanomanufacturing or 
nanometrology require precise positioning systems serving as 
supplementary stages for measuring or manipulating samples. 
Accurate positioning is a critical requirement for applications like 
scanned probe microscopes, lithography, and surface 
profilometers. These applications find relevance in various 
industries, such as electronics, wherein nanostructures and 
features give rise to objects with dimensions in the centimetre 
range. Consequently, the demand for accurate, repeatable, and 
long-travel-range positioning systems is rapidly escalating. 

To address this requirement, the University of Zaragoza has 
developed a large-range nanopositioning stage, called NanoPla, 
that is able to perform a planar motion along a range of 50 mm 
× 50 mm with a submicrometre resolution.  The NanoPla design 
and implementation have been subject of previous works [1].  
The first prototype of the NanoPla is intended for the 
metrological characterization of large surfaces at a 
submicrometre scale. For this purpose, a confocal sensor has 
been integrated as measuring instrument [2]. 

Previous works focused on the integration of the measuring 
instrument in the NanoPla, and the analysis and minimization of 
the error sources that affect the measuring result. In this work, 
reference artefacts are going to be measured by the NanoPla in 
order to assess its measuring capability. 

2. The NanoPla as a metrology system

A picture of the actual Nanopla setup is shown in Figure 1. The 
NanoPla is divided in three parts: an inferior and a superior base 
that are fixed, and a moving platform that is placed between 
them. The moving platform levitates thanks to three air 
bearings, and it is driven by four linear Halbach motors that 

perform planar motion. The position feedback in XY-plane is 
provided by a 2D plane mirror laser system. The positioning 
system controls the position in the XY-plane and rotation around 
Z-axis of the moving platform. The position in Z-axis and the 
rotation around X- and Y-axes are only monitored by a capacitive 
sensor system, their control is not necessary thanks to the air 
bearings stiffness (13 N/μm). 

Figure 1. Picture of the NanoPla setup. 

As mentioned, a Chromatic Confocal Sensor (CCS) has been 
integrated in the moving platform of the NanoPla as a measuring 
instrument. The selected CCS (CL4-MG35, from Stil) is capable of 
measuring in 1D along the NanoPla Z-axis, in a 4-mm range with 
a resolution in the measuring axis of 122 nm and a static noise 
that is dependent on the measuring surface characteristics. The 
measuring procedure for which the NanoPla was designed is the 
following: The sample is positioned in a sample holder placed in 
the fixed inferior base. The levitating moving platform displaces 
the measuring instrument to the desired measuring position. 
Once the moving platform has reached the desired position, it 
lands, and it stays static while the measuring instrument records 
the measurements. However, the NanoPla also allows to 
perform a dynamic measurement, that is, the CCS can record the 
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measurements while the levitating moving platform displaces 
over the sample, without having to land. 

3. Method and materials

In this work, we study the measuring capability of the NanoPla 
by measuring steps of two different reference artefacts. The 
NanoPla measurements are compared to the ones performed in 
other metrological systems. In every case, the steps are 
measured according to the standard ISO 25178-70:2014. 
3.1. Reference artefacts 
The first reference artefact is a calibrated contour standard from 
Alicona, with steps of 100 µm, 500 µm, 1000 µm and 2000 µm. 
The second artefact has been designed ad-hoc for this project 
with 10 steps from 250 µm to 3800 µm and manufactured by 
Electrical Discharge Machining (EDM). The steps of both 
artefacts have been measured with the calibrated focal variation 
microscope (FVM) Infinite Focus SL from Alicona, as a reference 
instrument.  
3.2. Confocal sensor measuring capability 
The measuring capabilities of the CCS were assessed by 
measuring the calibrated Alicona contour standard in an 
external setup, aiming to determine the errors introduced by the 
CCS as a measuring instrument. The external setup consists of a 
fixed holder for the sensor, and a commercial linear stage that 
moves the sample driven by a screw linear stepper motor. The 
measurements were performed both statically, with the linear 
stage stopping at every measuring point, and dynamically, that 
is, recording the measurements while the linear stage was 
displacing. The static measurements show that the sensor 
measurements are compatible with the ones provided by the 
calibration certificate of the standards, with a measuring error 
lower than 1 µm for every step. Regarding the dynamic 
measurements, it was observed that the relative speed between 
sample and sensor does not affect the measurement 
performance of the sensor. However, due to the sensor 
sampling frequency, higher speeds result in less measured 
points, which results in a higher measuring error when 
calculating the steps height. At speeds lower than 1 mm/s, the 
results of the dynamic procedure were similar to the ones 
obtained by the static procedure. 
3.3. NanoPla measurements 
The reference artefacts have been measured in the NanoPla, 
following the static and dynamic procedure. In the static 
procedure, measurements are taken at each measuring position 
(at intervals of 0.15 mm), providing a snapshot of the height at 
those specific points (Figure 2a), not allowing to measure 
roughness. While in the dynamic procedure, height 
measurements are continuously recorded as the platform 
moves, offering a more comprehensive view of the height 
variations throughout the displacement (Figure 2b), and 
allowing to measure roughness. To minimize the moving 
platform parasitic motion, the dynamic measurements were 
performed at a speed of 4 µm/s. 

Figure 2. a) 2000-µm step measurement with the static procedure. b) 
2000-µm step measurement with the dynamic procedure.

4. Measurement results

The obtained results show that there is compatibility between 
the NanoPla measurements in the static and the dynamic 
procedure, and the reference measurements performed in 
Alicona FVM. As an illustrative example, Figure 3a shows the 
measurement results of the calibrated standard 2000-µm step, 
while Figure 3b shows the results of ad-hoc artefact 1000-µm 
step. In every case, the measurement results are presented with 
their respective measuring uncertainties (k=2). 

Figure 3. a) Alicona standard 2000-µm step measurement. b) Ad-hoc 
artefact 1000-µm step measurement. 

Considering the measurement uncertainties, the compatibility 
indexes (En), calculated according to ISO 13528:2015, between 
the reference measurements of Alicona FVM and the NanoPla 
measurements are lower than 1 (0.41 in the worst case).  

The uncertainties of the measurements have been calculated 
for all the procedures. The NanoPla uncertainty budget was 
addressed in a previous work [3]. In both, the static and the 
dynamic procedure, the NanoPla highest measuring uncertainty 
contribution is the measuring noise recorded by de CCS. This 
noise is highly dependent on the measured surface, higher 
roughness results in higher measuring noise. In addition, it is 
observed that the NanoPla levitation in the dynamic procedure 
amplifies that noise.  

To address the roughness measurements, the Alicona contour 
standard roughness (ISO 21920-2:2021) was measured in 
Alicona FVM, the CCS in the external setup, and the CCS 
integrated in the NanoPla. As shown in Table 1, the dynamic 
measurement in the NanoPla amplifies the roughness due to the 
coupling of parasitic motions of the levitating platform. 
Table 1. Roughness measurements of the contour standard surface.

Measuring 
system 

Alicona 
FVM 

CCS in 
external setup 

CCS in the 
NanoPla 

Ra (ln=4mm) 0.28 µm 0.70 µm 8.59 µm 

4. Conclusions      

The measuring capability of the NanoPla system with a 
confocal sensor integrated was addressed. Although the 
NanoPla results are compatible with the reference 
measurements the NanoPla measuring uncertainty is higher 
when performing dynamic measurements: the coupling of 
parasitic motions of the levitating platform amplifies the 
measuring noise and the roughness measurements. Future 
works should focus on improving the positioning control system 
to reduce these parasitic motions. 
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Abstract 

The growth of optical measurement techniques in recent years has introduced the possibility of allowing several alternative methods 
of non-contact gear measurement to be utilised. Optical methods offer many advantages over tactile ones such as the potential to 
evaluate delicate surfaces quickly and to measure the whole area of the gear tooth flank at the sub-micron level. However, in order 
to maximise this potential, the magnitude of error and sources of uncertainty need to be better understood. In order to allow greater 
confidence in the results obtained from optical measurements, a series of trials was undertaken with a known size artefact.  This 
paper presents results obtained from the Hexagon HP-O optical measurement system when used in conjunction with traditional 
tactile probing for gear measurement.  The use of a series of designed experiments (DOE/DOX) allowed deliberate changes to specific 
key instrument parameters to be explored. The results presented in this paper are intended as preliminary outcomes of the 
application of designed experiments as a tool to explore the cause-and-effect influence on predetermined instrument variables. 
Future work will include experiment campaigns and analysis, planned specifically to further validate the results obtained from the 
application of the proposed method. The planned gear measurement validation activities will be supported by the UK National Gear 
Metrology Laboratory (NGML). 

Keywords: Optical Gear Metrology, Laser Interferometry, Analysis of Means, Analysis of Range, Orthogonal Array, 

1. Introduction  

Gear geometry as defined in ISO 1328-1:2013 [1] requires 
specific elements of the gear (i.e. profile, lead or helix, and pitch) 
to be considered independently. This ISO standard is used in 
conjunction with ISO TS 10064-1 [2] which defines approved 
gear inspection methods. Since the standard does not currently 
establish any optical technology methodologies to measure 
gears, these methods remain essentially tactile. Modern optical 
methods can offer many advantages over tactile, such as the 
ability to quickly measure the whole area of the gear tooth flank 
at the sub-micron level. Data extracted may then be used as a 
predictor model to aid gear design and wear analysis. BS ISO 
18653:2003 [3] addresses gear traceability, calibration intervals, 
and sources of measurement error and uncertainties including 
mechanical alignment and drift. In order to explore the 
capabilities of optical techniques for gear measurement, one 
optical methodology was chosen. Measurement trials were 
performed to evaluate measurement results against a known 
size artefact, which in this case was a master gear provided by 
the UK National Gear Metrology Laboratory (NGML). The 
information gathered from these measurement trials could 
assist in defining the highest class of gear which could be 
evaluated utilising any given optical technology under 
predetermined conditions. Investigation may provide working 
models to explore error and uncertainty in other optical 
measurement systems.  It may also be possible to obtain and 
provide useful information when defining any optical gear 
instrument suitability with reference to measuring multiple gear 
features against any specific tolerance classification. One 

advantage offered by these trials, is that since both sensors exist 
within the same coordinate measuring machine (CMM) tool 
rack, any component alignment errors accumulated when 
moving between instruments are removed. Results from both 
sensors can also be evaluated directly in real time via Quindos® 
gear software. 

2. Methodology and Gear Setup 

A series of trials were planned for a NGML supplied spur gear 
on a Leitz PMM-C CMM at the MTC. The first series of trials were 
designed to look at the repeatability of the HPOAL-0010L optical 
sensor (as shown in Fig 1). In order to set a baseline, the gear 
was first aligned and measured twice with a conventional tactile 
ruby sphere of 3 mm diameter [4, 5]. Initial repeatability studies 
were made with the tactile sensor without the use of the rotary 
axis, while further tactile run included it. The profile scan speed 
was set at 2 mm/second with a distance of 0.005 mm between 
points, while the lead was scanned at 1 mm/second with a 
maximum distance of 0.0005 mm between points. The order of 
tooth scan was kept as left flank profile, then left flank lead, then 
right flank profile followed by right flank lead. Four of the teeth 
were scanned for each trial of profile and lead, and numbered as 
1, 8, 16, and 23. Each sensor was utilised in a single orientation 
(tactile probe A axis = 0°, B axis = 0° and optical probe A axis = 
90°, B axis = 0°). The rotary axis was utilised for all the trials, since 
it is not possible to utilise the optical sensor without the rotary 
axis due to indexing head constraints. Due to further constraints 
with the HPOAL optical sensor, a tactile versus optical 
comparison was not initially possible for the full depth of the 
tooth. Profile measurements were taken from the gear 
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reference diameter (equal to 113.10 mm) to the tip diameter 
(equal to 120.90 mm). The width of the teeth was 20 mm so an 
evaluation range of 14 mm was initially chosen for lead 
measurement, allowing 3 mm of clearance at each end of the 
tooth flanks. Following successful repeatability trials for both 
tactile and optical methods, the second phase of the 
experiments involving the optical scans was undertaken. In this 
paper the data obtained from the second phase of optical trials 
is reported. 

2.1. Reportable features   

  The measurement results provided from the CMM gear 
software consists of various outputs, including those specific 
gear   characteristics which are defined as mandatory reportable 
features [1]. These include profile (FHα), lead (FHβ), individual 
pitch (fpi), cumulative pitch (Fpi) and runout (Fri). Profile and 
lead measurements are completed on both flanks of four of the 
total (29) teeth as previously identified, and at approximately 90 
degrees apart. Individual and cumulative pitch are normally 
measured across both flanks of all teeth. Runout can be 
calculated from pitch measurements back to the defined datum 
axis [1].  Since it was not initially possible to scan the full length 
of each gear tooth due to specific optical hardware issues, the 
first trials were planned as a comparison between tactile CMM 
scanning and the HP-O optical scanning over the same tooth 
area. Individual pitch error (fpi) on one flank of the spur gear is 
reported in this paper. The methodology defined here is planned 
for further tactile and optical measurement studies.  

Fig 1. NGML Spur gear measured with the Hexagon HP-O (HPOAL) sensor 
on a Leitz PMM-C CMM at the MTC 

3. Utilising ANOM and ANOR experimental control charts

When we are interested in repeatability (data recorded in time 
series under the same input settings), we can make use of 
statistical process control (SPC) charts such as the X -mR chart 
[6]. However, when we are looking at experimental data, we 
make use of a particular pair of SPC charts called Analysis of 
means (ANOM) and Analysis of Range (ANOR) [7]. The detection 
limits on ANOM & ANOR charts initially look similar to the 
control limits on a X-mR chart, but they differ slightly.  SPC charts 
are used for data which is characterised by routine. On the other 
hand, experimental data is characterised by uniqueness. This is 
why control charts have a potential shortcoming as a tool for 
analysing experimental data. Industrial experiments will 

generally involve the exploratory analysis of a limited amount of 
data that is, a priori, thought to contain real differences. Control 
charts are set up for the analysis of ongoing streams of data that 
hopefully contain no real differences. So, if a control chart is 
used to analyse experimental data, those differences identified 
as potential signals by the control chart are likely to represent 
real effects, though some real differences may be missed. In 
conclusion, the ANOM is different from the control chart for 
subgroup averages in two physical aspects: (a) ANOM is limited 
to a finite number of subgroups, and (b) ANOM requires the 
specification of an overall alpha level for the procedure (in this 
case 0.1 or 10% for ANOM, and 0.05 or 5% for the ANOR). The 
first of these differences prevents one from using the ANOM 
technique with production data. The second of these differences 
lets the user adjust the sensitivity of the ANOM procedure. 
ANOM tests whether the treatment means differ from the 
overall mean (also called the grand average) as will be shown.  

3.1. Investigating the instrument variables on a test gear 

  The maximum individual pitch error (fpi) from the left flanks of 
a 29 tooth spur gear with a normal module of 3.9 were measured 
three times on the CMM. The measurements were recorded at 
two different point densities and at five different scan speeds to 
evaluate the effects of these changes as observed upon the 
results. The recorded results were gathered in a randomised 
fashion and are reported in Table 1 below. 

Table 1. Experimental Trial Data

Run 
Order #  

Blocks 
Point 

Density 
Scan 

Speed 
fpi (µm) 

1 1 B 1 3 

2 1 B 2 3.5 

3 1 A 1 1.9 

4 1 A 5 3.5 

5 1 B 5 3.8 

6 1 A 3 3 

7 1 B 3 3.9 

8 1 A 4 3.1 

9 1 B 4 3.6 

10 1 A 2 2.8 

11 2 B 3 3.2 

12 2 B 2 4.7 

13 2 A 1 1.8 

14 2 A 2 2 

15 2 B 5 4.6 

16 2 A 5 3.9 

17 2 A 3 3.1 

18 2 B 4 4.4 

19 2 B 1 3.8 

20 2 A 4 3.7 

21 3 B 4 3.9 

22 3 A 4 3.6 

23 3 A 3 3.3 

24 3 A 5 3.6 

25 3 B 3 3.8 

26 3 B 1 3.1 

27 3 B 2 4 

28 3 A 2 2.3 

29 3 B 5 4.1 

30 3 A 1 2.2 
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3.2. Constructing the ANOM & ANOR charts 

  A set of three measurements were recorded for each of the ten 
combinations of point density and scan speed. The first variable, 
point density, has two levels coded as A and B (where A is higher 
density), while the second variable, scan speed, had five levels 
coded as 1,2,3,4, and 5 (where level 5 is fastest). Three questions 
can be asked: 
1. How does the point density affect the results? 
2. How does the scan speed affect the results? 
3. Does any interaction exist between point density and scan 

speed (and is it statistically significant)? 

  Firstly, the data from Table 1 is plotted onto the ANOM control 
chart as shown in Fig 2. This process is similar to a conventional 
statistical process control chart, but the constants used for 
calculating the control limits and the terminology are slightly 
different. The detection limits are computed in a similar way to 
the control limits for the individual (X) and moving range (mR) 
chart. The grand average for all the data in the table is 3.373 µm
and the average range is 0.68 µm. With an overall alpha level of 
10 percent, the ANOM scaling factor (taken from ANOM 
statistical tables) for k = 10 subgroups of size n = 3 is 0.893. The 
ANOM detection limits in microns are calculated thus: 

ANOM Detection Limits (LDL & UDL) =  

      Grand Average ± ANOM.10 (Average Range) 
(1) 

= 3.373 µm ± 0.893 (0.68) = 2.766 µm (LDL) and 3.981 µm (UDL) 

          Fig 2. ANOM Chart constructed from data in Table 1 

Fig 3. ANOR Chart constructed from data in Table 1 

The analysis of ranges (ANOR) proceeds in a similar manner as 
shown in Fig 3. With an alpha level of 5 percent, and with k = 10 
and n = 3, the ANOR scaling factor (taken from ANOR statistical 

tables) for k = 10 subgroups of size n = 3 is 2.519. The ANOR 
detection limits are then calculated thus: 

ANOR Upper Detection Limit (UDL) =

      ANOR.05 (Average Range) 
(2) 

         UDL    = 2.519 (0.68) = 1.713 µm 

There is no lower detection limit (LDL) for this ANOR chart.

3.3. Observations    

  From the range (ANOR) chart it is possible to observe that each 
group has similar “within group” variation. Additionally, it can be 
seen that the point density is significant, as it is shown in the 
“between group” means (ANOM) chart. Each data point in each 
chart is the average of the three readings in Table 1. The two 
groups for point density defined as A and B could not fit on the 
same ANOM chart. By looking between groups A and B, it easy 
to see that the values with higher point density (A Group) have 
lower values and most values come down with lower scan 
speeds (from 5 to 1).  The groups are significantly different. Since 
there are two predictor variables, one interaction should be 
checked. This interaction effect can be exploited or avoided as 
necessary only after it has been visualized. In the ANOM chart, 
the interaction can be visualised by observing the line between 
3A and 2A and comparing it with the line between 3B and 2B. 
These are almost perpendicular, showing interaction is present. 
Numerical values (p values) of the statistical significance can be 
assigned by conducting an ANOVA test (as will be shown in 4.1). 

So, in answer to the three initial questions: 

Moving from higher (A) to lower (B) point density levels leads 
to significantly higher values for maximum individual pitch 
error. 

Moving from higher (5) to lower (1) scan speeds levels leads to 
significantly lower values for maximum individual pitch error. 

There is one point of interaction between scan speed and point 
density, and it occurs between levels 2A and 3A when compared 
to 2B and 3B.

 In order to determine which values are more representative of 
the “true size” under study, further correlation work would be 
required by measuring the gear on an instrument with known 
uncertainties at the NGML. The purpose of this study is simply 
to determine if point density and scan speed (and their 
interaction) were statistically significant on the results obtained. 

4. Orthogonal screening matrix

  The ANOM / ANOR charts test whether the treatment means 
differ from the grand average or overall mean. When utilising an 
orthogonal array [8], it is possible to test whether multiple 
treatment means differ significantly from each other. To explore 
the effects of changing CMM parameters (or variables) on the 
measurement results, a factorial design matrix (or array) can be 
utilised. Since the output results from gear trials include many 
gear characteristics, the previous maximum individual pitch 
error (fpi) characteristic shall be considered.  
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4.1. Analysis via Factorial ANOVA    

   The matrix shown in Table 1 was generated in Minitab® 
statistical software. It was only necessary to specify the number 
of factors, the levels of factors, and the number of replications 
(in this case 3) for the matrix to be created. Normally, when 
completing trials in real time, it is recommended to do this in a 
random order and this order can be generated by the software. 
This was the case with the presented trials. Measurements were 
completed in the run order as shown and entered the data in the 
appropriate cell in the final column of Table 1. An analysis of 
variance (or ANOVA) test [8] was then conducted on the 
recorded data. The results of the analysis are shown in Table 2.  

Table 2. Analysis of Variance Table for data in Table1 

4.2. Observations 

  The results recorded in Table 1 were obtained from optical 
measurements when employing the HP-0 system. Analysis in 
Table 2 shows significant difference (p values < 0.05) for point 
density, scan speed, and their interaction confirming the 
findings of the ANOM and ANOR charts. At the time of writing 
the measurement trials from the optical and tactile studies are 
still ongoing and the results are far from complete, but the 
methodology shown demonstrates how results from various 
measurement methods could be compared. In order to see if the 
results of the optical and tactile results differ significantly, the 
graphical and numerical techniques outlined here would be 
utilised to make this determination. As previously stated, in 
order to see which methodology gave results closer to the true 
value, further correlation work would be required with the 
assistance of the NGML.  

4.3. Study limitations    

  Due to initial hardware constraints, it was not possible to scan 
the full length of each gear tooth as would be required by the 
standard [1]. However, the methodology shown here provides a 
useful comparison between conventional CMM scanning and 
optical scanning over the same tooth area (as far in as can be 
achieved within the instrument constraints). This trial made use 
of the HPOAL sensor, and some results were inconsistent for 
some output parameters. The HPOAM optical probe may give 
more consistent results, and this will be the focus of future trials. 
DOE and ANOM / ANOR charts are able to investigate the effects 
of how changing any instrument parameters could be utilised to 
establish boundaries for uncertainty (both for individual sources 
and their interactions). Designed experiments could be applied 
to investigate various sources of instrument variation and 
sensitivity coefficients. DOE/DOX has advantages over the 
partial derivative method [9] since the various assumptions 
associated with ANOVA can (and always should) be tested using 
various post hoc analysis options as shown in Fig 4. These 
assumptions include that the “within group variation” is 

homogeneous, no serial correlation is present between means 
and standard deviations, and that the residuals are normally 
distributed. These conditions were met during early trials. 

             Fig 4. Plot of Residuals to test the assumptions of ANOVA 

5. Conclusions

  In this paper, the results of the optical gear measurement of 
individual gear pitch were reviewed. Firstly, the data sets were 
investigated utilising ANOM and ANOR charts, checking if the 
scanning speed and point density of the CMM sensor had an 
influence on the measurement results. It could be seen 
graphically that both predictor variables had an influence, and 
interaction was present. This means that both factors could be 
defined as significant sources of error and should be considered 
when developing any uncertainty budget [9]. The same data was 
reviewed in an orthogonal matrix/array, and with the use of 
modern statistical software it was simple to create the ANOVA 
table and confirm the graphical findings with numerical p values. 
All sources of variation (and interactions) not statistically 
significant (p > 0.05) could be removed from the uncertainty 
budget, and this would simplify any uncertainty calculation 
process since if the effects of any specific sources were not 
significant, then the uncertainty associated with that source 
could not be significant either. As point density and scan speed 
are significant, values for them should be defined when 
developing any part programs for the Coordinate measuring 
machine (CMM), and for any associated inspection plans.  
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Abstract 

This study employs network sensors and laser trackers to track a robot's end-effector and assess the performance of network sensors 
through comparative experimentation. The establishment of a digital twin for robots using network sensors contributes to enhancing 
the robot's global accuracy. The novel network sensor, IONA, is capable of providing real-time 6DOF data to the robot, thus assisting 
in improving the robot's global accuracy. To evaluate the tracking capabilities of the network sensor two sets of experiments with 
different robot motion modes are designed, with a laser tracker serving as the reference benchmark. These experiments encompass 
linear and circular motions executed by the robot, each repeated multiple time. The robot's motion speed varies across three 
orthogonal directions, ranging from 0.5 m/s to 0.01 m/s, encompassing six distinct speed levels. The analysis of the collected 
experimental data sets indicates that the network sensor exhibits a dynamic tracking accuracy of 0.45 mm when the target motion 
speed is below 0.5 m/s. 

Network sensor, laser tracker, robot, global accuracy, dynamic  

1. Introduction  

In modern intelligent manufacturing systems, robots play a 
pivotal role in the automation industry due to their cost-
effective efficiency in handling repetitive tasks. Notably, the 
positional repeatability of mainstream 6-axis robots is 
exceptionally high, ± 0.05 mm. However, their global accuracy 
(absolute accuracy) exceeds ± 1.0 mm, which is 20 times less 
accurate than their repeatability [1]. Various factors contribute 
to this discrepancy in accuracy, such as the stiffness of robot 
hardware materials, thermal effects, payload effects, and 
manufacturing tolerances. In scenarios requiring robot 
interaction with external devices or multi-robot collaboration, 
enhancing the robot's global accuracy becomes crucial. 

Large-volume metrology technology offers a range of 
solutions to improve the global accuracy of robots. The 
measurement systems for robots are diverse, including contact-
based coordinate measuring machines (CMM), ball-bars, and 
non-contact optical sensors such as laser scanners, indoor 
Global Position System (iGPS) and photoelectric sensors [2]. 
There are also systems measuring robot velocity, acceleration, 
force, and torque using inertial sensors and piezoelectric strain 
gauges. Although these varied measurement systems provide 
flexible and efficient methods for assessing robots' static errors 
(pose errors) and dynamic errors (path errors), a distributed 
network sensor system based on photogrammetry principles 
can provide 6 degrees of freedom (6DoF) in both static and 
dynamic measurements in the workplace. 

This novel network sensor system can provide real-time 6 DoF 
positional data (detailed in Section 2.1). According to the 
manufacturing company's data, the accuracy of this system is 
210 μm [3]. However, due to its recent introduction and lack of 
comprehensive literature reviews evaluating its performance, 

the measurement accuracy claimed by the manufacturer 
requires further verification. This paper is designed to 
experimentally investigate and analyze the dynamic accuracy 
measurement performance of this network sensor system, 
comparing it with the performance of a laser tracker under the 
same experimental conditions. 

2. Equipment devices description

The experiment conducted in this paper involves three kinds of 
equipment: the distributed network sensor IONA produced by 
Insphere, the Vantage S6 Laser Trackers by FARO, and the UR5e 
robot from Universal Robots. These three devices are detailed in 
the following sections. 

2.1. Network sensor 
This innovative network sensor system, named IONA, is 

manufactured by Insphere Ltd. It consists of multiple stereo 
infrared cameras (nodes) arranged around the object to be 
measured, spherical retro-reflective targets arranged in 
different configurations called tiles, as shown in Figure 1.   

Figure 1. IONA system setup consists of nodes and tiles [4]
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In Figure 1, each node of the system is an infrared camera 
equipped with two wide-angle lenses. These cameras capture 
images within their field of view and process them accordingly. 
Due to the retroreflective spheres’ high grayscale contrast in the 
original images, enable the system to determine their positions 
in 2D images based on stereo imaging principles. Following this, 
a coordinate transformation process is employed to derive the 
spheres' 3D coordinates in space [5]. A set of tiles is affixed to 
the ground or a fixed base where the robot is located, and 
another set is attached to the robot's end-effector. During high-
frequency photography by the cameras, the network sensor 
system provides real-time coordinates of the Tool Center Point 
(TCP) relative to the base. 

Theoretically, a single camera can determine the coordinates; 
however, the distributed network's advantage lies in avoiding 
line-of-sight issues and providing multiple data sets for the same 
measurement, thereby achieving redundancy. This redundancy 
is further optimized in data processing, ensuring the final 
position data is within an acceptable precision tolerance. 
According to the product technical manual, the accuracy (1�) of 
this metrology system is 210 μm and the measurement 
frequency is 10 Hz [3]. However, this often represents the 
manufacturer's measurement in ideal conditions. In practical 
use, uncertainties in this system arise from factors such as the 
ambient temperature of the environment, background light 
intensity, reflectivity of the measured object's material, the 
speed of the target's movement, and the number of sensors 
involved. 

2.2. Laser tracker      
The laser tracker is a high-precision 3D metrology system that 

integrates advanced technologies such as laser interferometry 
and angular measurement, primarily used in the field of large-
volume spatial coordinate metrology. In robotic metrology, it is 
often considered one of the most reliable metrology methods. 
Its working principle involves the precise metrology of 3D 
coordinates through encoder-based angle measurement and 
laser time-of-flight distance measurement. In the experiment, 
the FARO Vantage S6 Laser Tracker was utilized, which boasts a 
single-point angular accuracy (2�) of 20 μm + 5 μm/m and a 
distance angular accuracy (2�) of 16 μm + 0.8 μm/m, operating 
at a frequency of 50 Hz [6].   

2.3. Robot      
In the experiment, the 6-axis UR5e robot from Universal 

Robots was employed to generate dynamic trajectories. This 
robot facilitates the easy production of trajectories and 
adjustment of motion speeds. It has a maximum payload of 5 kg, 
a reach distance of 850 mm, and a maximum tool speed of 1 m/s. 
The robot's pose repeatability is 0.03 mm [7].   

3. Equipment setup

3.1. Equipment layout     
The arrangement of the three instruments used in the 

experiment is depicted in Figure 2. The UR5e robot is mounted 
on a stable table and positioned in a corner. The network sensor 
(IONA) is set up in a C-formation around the robot, 
approximately 1.5 meters away, ensuring that each node's field 
of view is centered on the robot's end-effector. A set of tiles, 
serving as the target, is affixed to the table and remains 
stationary, establishing the base coordinate system reference 
for the network sensor. Another set of tiles is placed on the 
robot's end-effector to track its trajectory. The laser tracker is 
mounted on a tripod approximately 3.5 meters away from the 
robot. A 1.5-inch spherical mirror reflector (SMR) of the laser 
tracker is magnetically attached to the robot's end-effector. 

The robot performs linear and circular motions in the three 
directions of the illustrated coordinate system. For each 
movement, both the network sensor and the laser tracker 
record the robot's trajectory. The obtained measurement results 
are compared to verify the dynamic tracking performance of the 
network sensor. 

Figure 2. Experiment layout in the laboratory and the end-effector of the 
robot with tiles and SMR 

3.2. Experiment procedure   
 As shown in Figure 3, the robot was programmed to perform 

linear reciprocating motions in three mutually orthogonal 
directions and circular motions on three orthogonal planes. It 
results in a total of six different movement trajectories, labeled 
as Trajectories 1-6. The robot conducted experiments at 
different speeds under these 6 trajectories, with 6 speed 
gradients ranging from 0.01 m/s to 0.5 m/s, as detailed in Table 
1. This gradient of speeds was designed based on the range of 
tool speeds commonly used in real-world robotic applications. 

Figure 3. The robot's six motion trajectories and travel distances: 
Trajectories 1-3 are linear reciprocating movements in three directions, 
and Trajectories 4-6 are circular movements on three planes. 

Table 1 Speed gradients of the trajectories  

Speed gradients from 0.01 m/s to 0.5 m/s 

Speed [m/s] 0.01 0.1 0.2 0.3 0.4 0.5 

Due to the limitations of the robot's working space and its 
maximum reachable range, the sizes of the 6 trajectories are 
illustrated in Figure 3. For each of the six trajectories, the robot 
executed movements at six different speeds, yielding a total of 
36 sets of experimental data. To minimize randomness in the 
experiments, the robot performed four reciprocating runs at 
each speed for every trajectory. 

4. Results and discussion

To analyze the results, it is not feasible to directly compare the 
recorded results of two different metrology methods for the 
same robotic trajectory. In the network sensor system, the 
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robot's TCP coordinates are set in the software based on the tiles 
at the robot's end-effector, and the reference coordinates are 
set based on the tiles on the table. In contrast, for the laser 
tracker system, the reference coordinates are based on the 
tracker's base, and the robot's TCP coordinates are determined 
using the SMR. To compare the dynamic tracking performance 
of these two metrology systems, this paper adopts the method 
of reference line generation proposed by Wang et al [8]. 

4.1. Reference Line generation 
To compare the results of the two metrology systems, the 

fitting was generated using the data from the six trajectories 
where the robot's motion speed was lowest (0.01 m/s). The 
fitted results are considered the actual motion trajectory of the 
robot in that direction and are used as the reference for 
comparison. For linear motions, six sets of 0.01 m/s data from 
both metrology systems can be used to fit six reference lines. 
Similarly, for circular motion, six reference circles can be fitted. 
The fitting for linear motion is done using linear least squares. 
Fitting a spatial circle for circular motion is a relatively complex 
task, and there are various algorithms for fitting a circle to 
discrete points in space. However, since the fitting data in this 
experiment are obtained at an extremely low speed of the robot 
and the theoretical circle is known, this paper uses Principal 

Component Analysis (PCA) to fit the optimal plane, and then 
projects the point data onto this plane for fitting a planar circle. 

4.2. Results analysis 
Due to the difficulty of comparing 3D data, this study 

converted all data from 3D to 2D. In linear motion, the 
generated reference line in 4.1 is used as the normal vector of a 
plane, and all point data obtained from that trajectory are 
projected onto this plane. As shown on the left side of Figure 4, 
deviations caused by changes in the robot's speed along the 
same trajectory are all projected onto the plane. In circular 
motion, the plane where the fitted reference circle lies is used, 
and all points obtained at different speeds on that trajectory are 
projected onto this plane. As seen on the right side of Figure 4, 
data from spatial circular motion is also visualized in a 2D image. 

From the linear motion data, it is evident that when 
measuring the same trajectory, the network sensor data is 
significantly more dispersed overall compared to the laser 
tracker, with a higher number of outliers. Furthermore, the data 
measured by the laser tracker aligns with the expectation that 
robot repeatability decreases with increased speed; that is, data 
points are more concentrated near the origin at lower speeds. 
However, the network sensor data is more scattered, and the 
effect of robot speed variation is not well-reflected in its data. 

Figure 4. The 2-left columns shown the measurement of Trajectories 1-3 from both the network sensor and laser tracker, projected onto a 2D 
plane. The origin of each graph is positioned at the location of the fitted line. The 2-right columns display a magnified view of the measurement 
of Trajectories 4-6 from both the network sensor and laser tracker, projected onto the plane of the fitted circle. This includes a legend for the 
robot's speed variations and the fitting line. 

Figure 5. Mean of the distance from the measured coordinate data to the fitting trajectories for network sensor and laser tracker
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Additionally, with the increase in robot speed, the number of 
network sensor data samples rapidly decrease, limited by its 
measurement frequency of 10Hz. 

In the circular motion data, a notable difference between the 
network sensor and laser tracker recorded trajectories is that 
the position of the trajectory with the lowest speed for the laser 
tracker is in the middle. The increase in robot speed results in 
the trajectory data being evenly distributed on both sides of the 
fitting line. In contrast, for the network sensor, the low-speed 
trajectory data is distributed externally, shifting towards the 
circle's center as the speed increases. 

Figure 5 quantitatively displays the average distance of each 
measurement point from the fitting line under its trajectory 
relative to increasing speed. As the robot's speed increases, the 
accuracy of both the network sensor and the laser tracker 
generally decreases. However, the network sensor shows a 
paradoxical increase in precision at a speed of 0.5 m/s. This 
abnormal performance is speculated to be caused by the 
unsatisfactory measurement frequency of the network sensor 
under high-speed movement, which leads to insufficient sample 
collection. Additionally, at a speed of 0.01 m/s, the repeatability 
of the network sensor's measurements does not significantly 
improve, suggesting that the system's measurement capability 
cannot be enhanced by reducing target speed when it is already 
below a certain threshold. 

5. Conclusion

In this work, the dynamic tracking performance of an infrared 
camera-based network sensor metrology system was validated. 
Linear and circular motions were set up for the robot, using the 
measurements from the laser tracker as an experimental 
control. A method of reference line generation was employed to 
unify the comparison standards between the two metrology 
systems. It was concluded that the dynamic measurement 
accuracy of this network sensor system is between 0.3 - 0.45 mm 
for target speeds below 0.5 m/s. 

This novel network sensor system offers potential for robot 
metrology and its related applications, as well as the 

establishment of digital twin systems. Currently, further long-
term measurements to verify its accuracy are being conducted, 
and the development of automated manufacturing systems 
based on robots and this network sensor is underway. 
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Abstract 

In recent years, there has been an increase in the number of devices with fine and high-aspect-ratio microstructures in the fields of 
semiconductors, optical communications, medicine, biotechnology, Micro Electro Mechanical Systems (MEMS), micromachines, and 
various nozzle holes. There is an increasing demand for precise, nondestructive measurement of the dimensions and surface 
roughness of these devices in order to enhance the functionality of products. Therefore, we propose an optical fiber probe to detect 
contact with a measured surface by incorporating a Fabry-Perot interferometer into an optical fiber tip. This paper describes the 
configuration of the Fabry-Perot fiber probe for microstructure measurement. Simulation results then confirmed that the wavelength 
shift corresponding to the measurement resolution was increased by approximately 6.9 times by making a film of the elastic resin of 
the reference probe 10 μm thicker than that of the measurement probe. 

Microstructure measurement; Probe; Optical fiber; Fabry-Perot interferometer, Vernier effect  

1. Introduction

In recent years, there has been an increase in the number of 
devices with fine and high-aspect-ratio microstructures in the 
fields of semiconductors, optical communications, medicine, 
biotechnology, Micro Electro Mechanical Systems (MEMS), 
micromachines, and various nozzle holes. There is an increasing 
demand for precise, nondestructive measurement of the 
dimensions and surface roughness of these devices in order to 
enhance the functionality of products [1-2]. We have developed 
a measurement system using small diameter optical fiber as 
probe [3-5]. However, when the diameter of probe shaft is less 
than a few µm, the laser spot diameter at the laser irradiation 
point becomes larger than the shaft diameter, which causes 
diffraction of the laser beam, which results in a problem of 
reduced sensitivity. Therefore, we propose an optical fiber 
probe to detect contact with a measured surface by 
incorporating a Fabry-Perot interferometer into an optical fiber 
tip. This paper introduces the measurement principle of the 
probe and simulation results of measurement resolution 
enhancement using the vernier effect. 

2. Measurement priciple

Based on past measurement results, the resolution of probe 
was about 20 nm. However, some measurement objects require 

a measurement resolution of 10 nm or less. Therefore, we try 

to enhance the measurement resolution by using the vernier 
effect. Figure 1 shows a schematic diagram of the Fabry-Perot 
optical fiber probe and its optical system. Light ���  irradiated 
from a broadband SLD light source enters the measurement and 
reference probes with 1:1 light intensity via single-mode fiber 
and coupler. The fiber probe consists of the gold half mirror 
SM1, the elastic resin, and the probe tip coated with a gold half 
mirror SM2, in that order. The reference probe consists of the 
gold half mirror RM1, the elastic resin, and the glass substrate 

coated with a gold half mirror RM2, in that order. A Fabry-Perot 
interferometer is configured between the half-mirrors at the tip.
The reflected lights ����_�  and  ����_�  from the Fabry-Perot 

interferometer of the measurement and reference probes are 
again received by the spectrum analyzer via the coupler. The 
spectrum of the interference light received by the spectrum 
analyzer varies with the thickness of the elastic resin. In other 
words, the thickness of the elastic resin changes when the probe 
tip contacts the measured surface, making it possible to detect 
contact by measuring the spectrum of the reflected light (e.g., 
the amount of shift in the peak wavelength). The light ����_� , 

which is the interference light between the light ��� reflected by 
the half-mirror SM1 and the light ��� reflected by the half-mirror 
SM2 coated on the probe tip for measurement, and the light 
����_� , which is the interference light between the light ���

reflected by the half-mirror RM1 and the light ��� reflected by 
the half-mirror RM2 coated on the glass substrate for reference, 
respectively, interfere at the coupler, and the interference light 
����  is received by the optical spectrum analyzer (OSA).

Figure 1. Schematic diagram of the Fabry-Perot optical fiber probe and 
its optical system. 
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3. Resolution enhancement using vernier effect

The interference light intensity ����  can be expressed by 
Equation (1). 
���� = ����_� + ����_�

         = ��� + ��� + ��� + ��� + 2���� + ��� cos ��

             +2���� + ��� cos ��                                                                (1) 

�:Wavelength of incident light, �:Refractive index of elastic 

resin, ��, ��:Film thickness of elastic resin, ��, ��:Initial phase 

of interference 
The interference spectrum without the vernier effect, i.e., 
without the reference probe in Figure 1, is shown in Figure 2.
The solid line shows the spectrum when the probe tip does not 
contact the measured surface, and the dashed line shows the 
spectrum when the probe tip comes into contact with the 
measured surface and the elastic resin film thickness then 
decreases by 100 nm. It can be confirmed that the spectrum is 
shifted by about 2 nm due to contact. Next, Figure 3 shows the 
interference spectrum when the vernier effect is utilized with 
the optical system in Figure 1. The thickness of the elastic resin 
of the reference probe was 10 µm larger than that of the 
measurement probe. Similar to Figure 2, the solid line shows the 
spectrum when the probe tip is not in contact with the measured 
surface, and the dashed line shows the spectrum when the 
elastic resin thickness decreases by 100 nm due to contact. The 
wavelength shift of the envelope of the interference signals 
reflected from the measurement and reference probes was 
calculated to be 15.2 nm, which is 6.9 times larger than that 
without the vernier effect, indicating that the vernier effect is 
expected to enhance the resolution by improving sensitivity. 

4. Conclusions

This paper describes the measurement principle of the probe 
and simulation results of measurement resolution enhancement 
using the vernier effect. We confirmed that the wavelength shift 
corresponding to the measurement resolution was increased by 
approximately 6.9 times by making a film of the elastic resin of 
the reference probe 10 μm thicker than that of the 
measurement probe. 
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Figure 2. Interference spectra before and after contact without vernier effect. 

Figure 3. Interference spectra before and after contact with vernier effect (thickness difference: 10 µm).
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Abstract 

Identification of geometric errors in machine tools is widely deployed  to improve machining accuracy. While double-ball bar, R-test, 
and interferometry-based error calibration techniques are widely used, on-machine measurement (OMM) is increasingly available 
on machine tools and can be utilized as an alternative technique for calibrating geometric errors. This work proposes a method to 
calibrate geometric errors of rotary axes on five-axis machine tools using tactile on-machine measurement. The positions of three 
precision spheres mounted on the rotary table at different heights are measured by a tactile on-machine measurement system while 
the rotary axis is positioned at various rotational angles. Geometric errors of the rotary axis are then identified based on the measured 
sphere positions. A validation experiment is conducted to demonstrate the identification accuracy. After correcting for the identified 
errors, roundness of the circular trajectory of a single sphere mounted on the rotary table is improved by over 50%. Furthermore, 
the contribution of OMM probing repeatability on the error identification uncertainty is analysed. The proposed geometric error 
identification method is cost-effective and suitable for periodic verification of geometric errors as outlined in ISO 230-2, enabling 
continuous monitoring and restoration of machine tool accuracy during manufacturing operations.

Keywords: five-axis machine tools, rotary axes, geometric errors, error calibration, on-machine measurement

1. Introduction 

Five-axis machine tools are vital equipment for the production 
of crucial aerospace components like blades and impellers [1-2]. 
The high precision required for the manufacture of these parts 
makes it imperative to maintain the accuracy of the machine 
tools [3]. The accuracy of machine tools tends to decrease over 
time due to factors such as component wear. As a result, 
conducting regular inspections is crucial in ensuring the 
maintenance of machine tool accuracy. Performing 'periodic 
verification' is a vital practice in the maintenance of machine 
tool accuracy, as emphasized by ISO 230-2. Similarly, ISO 10360-
1 stresses the importance of carrying out 'interim checks' to 
maintain the precision of high-precision measuring tools [4]. As 
periodic verification necessitates more frequent testing 
compared to acceptance testing, testing efficiency plays a crucial 
role in achieving production efficiency. Geometric errors on 
rotary axes are commonly indirectly identified using 
measurement instruments, including double-ball bar, R-test, 
and laser interferometer, which require highly skilled operators 
and expensive equipment. Recently, there has been an 
increasing focus on applying on-machine measurement 
technology [5-6] to identify geometric errors. This approach 
allows for automated periodic accuracy checks of the machine 
tools. Despite its potential, this method is yet to be 
commercialized, with no international standards established for 
its use. This paper proposes a geometric errors identification 
method of rotary axes on a five-axis machine tool using on-
machine measurement. Section 2 describes the method of 
geometric errors identification. Section 3 describes the 
geometric error identification experiment and verification. 
Section 4 concludes the main findings of this work. 

2. Method of identification

2.1. definition of geometric errors 
The method of identifying the geometric errors in the  rotary 

B- and C- axes in five-axis machine tools is presented. Each rotary 
axis has six geometric errors that include three linear errors and 
three angular errors, as shown in Figure 1. During machine 
operation, the actual position of the workpiece deviates from 
the nominal position due to these geometric errors, resulting in 
machining errors in the workpiece. These geometric errors are 
defined with respect to the machine reference coordinate 
system, and therefore, the geometric errors of each of the two 
rotary axes can be identified independently, thus avoiding the 
coupling effect of the geometric errors on both rotary axes. 

Figure 1. Illustration of geometric errors of the rotary axis 

2.2. Geometric errors identification 
Geometric errors identification of the C-axis is taken as an 

example. Three standard spheres are mounted on the rotary 
worktable at various heights, each positioned at a different 
radial distance from the rotary axis. The positions of the spheres 
are measured by a tactile OMM probe as the C-axis is 
sequentially rotated by an incremental angle. The geometric 
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errors of the rotary axis can be identified by calculating the 

deviation between the measured and nominal coordinates：

�

1 0 0 0 �� �� − �� ��
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where ��
� ⋅ ��

� ⋅ �� = �� � , ��
�  and ��

�  are transformations 

between coordinate systems. ��  represents the coordinate of 

the sphere when the C-axis is at zero position, while �� �

represents the nominal coordinate of the sphere in the machine 
reference coordinate system. [Δ� Δ� Δ�]�  is the deviation 
between the measured and nominal sphere centre coordinates. 

3. Experiments and verification   

3.1. Experiment of geometric error identification 
Figure 2 illustrates three standard spheres placed on the 

rotary table, each one manufactured with high precision (0.2 µm 
roundness) to ensure minimal sphericity error. The position of 
the spheres are measured at 30° incremental rotational angles 
of the C-axis. 

Figure 2. Experimental setup of geometric error identification 

The geometric error of rotary axis at any position can be solved 
given the measured coordinates of the three sphere centres, as 
outlined in section 2.2. The identified geometric errors are 
shown in Figures 3 and 4. 

Figure 3. Linear errors identification results of the C-axis 

Figure 4. Angular errors identification results of the C-axis 

3.2. verification 
To validate the identified results, a standard sphere is installed 

at a new position on the rotary table, and the centre position of 
the sphere is measured as the C-axis completes a full rotation at 
an incremental angle of 30°. Roundness of the Gaussian 
associated circle fitted using the measured sphere centre 

positions are obtained. The sphere centre coordinates are 
corrected for the identified geometric errors according to the 
established error model. After correction, the roundness of the 
sphere circular trajectory is reduced from 7.2 μm to 3.5 μm, 
achieving an improvement of over 50% and demonstrating the 
effectiveness of the proposed identification method.

3.3. uncertainty evaluation 
The Monte Carlo method, combined with the error ellipsoid, is 

employed to evaluate the contribution of OMM probing 
repeatability on the geometric error identification uncertainty. 
The single-point probing uncertainty in each direction is 
obtained by repeatedly probing the workpiece 50 times. The 
error ellipsoid, as shown in Figure 5, precisely depicts the input 
probability distribution [7]. The uncertainty in identifying the 
geometric errors is obtained by a Monte Carlo method that 
adaptively adjusts the number of simulations to reach 
convergence [7], which is found to be 2000. The identification 
uncertainties of the linear errors ��� , ���  and ���  are

calculated to be 1.7 μm, 2.1 μm and 2.3 μm, respectively, while 
the identification uncertainties of the angular errors ��� , ���
and ���  are calculated to be 0.00045deg, 0.00036deg and 
0.00034deg, respectively. 

Figure 5. Error ellipsoid of single point probing repeatability 

4. Conclusions

This work investigates the calibration of geometric errors of 
rotary axes on five-axis machine tools by tactile on-machine 
measurement. Method of identification is established. 
Experiments are performed to identify the geometric errors 
using three standard spheres by on-machine measurement. Six 
geometric errors are identified by the proposed method. The 
results of identification indicate that the correction 
effectiveness in on-machine measurement surpasses 50%, 
validating the identification method. Additionally, the adaptive 
Monte Carlo method based on the error ellipsoid is utilized to 
evaluate the identification uncertainty, thereby illustrating the 
identification outcome's reliability. This approach allows for 
automated periodic accuracy checks of the machine tools, which 
enables consistency in machining quality. Future research for 
improving correction performance will concentrate on 
identifying position-independent geometric errors caused 
during machine tool assembly, alongside simultaneous 
identification of position-dependent and position-independent 
geometric errors. 
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Abstract

A Structured Laser Beam (SLB) is a pseudo-non-diffractive beam characterized by an optical intensity profile resembling a Bessel 
Beam. SLBs are known for the small divergence of their inner core (i.e., 10 μrad) during long-distance propagation (i.e., 900 m) making 
them suitable for establishing a reference line for an offset measurement. However, the propagation of laser beams through an 
inhomogeneous medium causes light path deviation, introducing constraints on reference lines for particle accelerator alignment. 
Historically, vacuum systems have addressed atmospheric refraction influences, yet their installation poses challenges such as 
vacuum forces, reflections inside a vacuum pipe and symmetry breaking of an SLB. In addition, the sequential measurement adds 
other constraints connected to the synchronisation of the multipoint measurement system. This paper investigates atmospheric 
refraction effects on SLBs in a 140-meter underground laboratory, assessing SLB straightness using the Hydrostatic Levelling System 
(HLS) and Wire Position Systems (WPS). The results reveal straightness in the horizontal and vertical directions under 400 μm, albeit 
with the standard deviations reaching 580 μm. These findings provide insights into the feasibility of SLB-based alignment systems for 
particle accelerators.  

Alignment, Laser, Measurement, Positioning 

1. Introduction 

Particle accelerators impose stringent demands on the 
alignment of their elements, reaching 20 μm within a length of 
200 m [1]. Generally, the techniques used for accelerator 
alignment refer to either gravity or a straight line. 

One of the systems that exploits the gravitational field is the 
Hydrostatic Levelling System (HLS). The HLS serves as the 
primary vertical reference at the interaction points for the High 
Luminosity Large Hadron Collider (HL-LHC). The HLS utilizing 
capacitive sensors demonstrates a repeatability of 2 μm and an 
accuracy of 10 μm [2]. 

Another category of systems involves offset measurement 
with respect to reference lines in the horizontal or vertical 
direction, established in space using either a physical object or 
an optical axis. The Wire Positioning System (WPS) utilizes 
capacitive sensors for continuous transverse offset 
measurement relative to a stretched wire, achieving a 
measurement resolution of 0.1 μm and a sensor accuracy of a 
few micrometres [3]. The WPS primarily measures the 
transversal offset but can be used to determine the vertical 
deviations by combining information acquired by the HLS and 
the catenary reconstruction [4]. 

Establishing a straight-line reference for accelerator alignment 
sometimes involves an optical beam. However, the divergence 
of light poses limitations on long-distance propagation. To 
address this, various laser systems have been proposed [5], [6]. 
The future system based on the Structured Laser Beam (SLB) 
shows particular advantages in beam divergence. 

An SLB represents a pseudo-non-diffracting beam with a 
transversal intensity profile similar to a Bessel Beam. The 
transversal intensity profile of an SLB is characterized by a 
narrow inner core surrounded by concentric rings. The low 

divergence of the inner core reaching 10 μrad, which was 
experimentally tested over 900 m is promising for establishing a 
straight reference line. The generation principle and main 
properties of an SLB were detailed in the previous work [7].  

However, the potential of an SLB for alignment may be limited 
by the symmetry breaking of the beam. This phenomenon, 
observed by Polak [8] occurs when the transversal intensity 
profile is obstructed by an asymmetric obstacle. The influence 
may be especially detrimental for narrow propagation paths 
where a large portion of the profile is covered resulting in a 
transversal change in the inner core position. 

Atmospheric refraction is one of the most significant 
limitations to long-distance optical alignment due to its 
influence on the alignment reference straightness. In the 
atmosphere, light bends due to local differences in the refractive 
index of air. To mitigate the effect of refraction, a vacuum pipe 
with a pressure of around 0.01 mbar was introduced [5]. Other 
institutes, inspired by pioneering works at SLAC, installed 
vacuum systems at KEK [9] and DESY [6].  

The objective of this paper is to quantify the influence of 
refraction on the straightness of the laser beam in the 140 m 
underground tunnel. The investigation assesses the refraction 
influence on the SLB in atmospheric pressure based on the WPS 
and HLS measurements, which was not studied before. In 
addition, other sources of errors that limit the alignment 
performance are discussed in the paper together with potential 
harm reduction measures.  

2. Methodology

The long-distance test was conducted in an underground 
tunnel with a total measurement setup length of 140 m. The 
setup comprises seven metrological plates made of invar [10]. 
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On each plate, sensors for three different systems (HLS, WPS, 
and SLB) have been installed, as illustrated in Figure 1. 

Figure 1. Experimental setup in the 140 m tunnel of HLS, WPS and SLB. 

For the free air test, a 3.5-inch modified Taylor-Hobson ball 
was used as a housing for the camera (Basler a2A5328-
15umPRO) with a chip of 14.60 mm x 12.62 mm. The ball was 
positioned directly on the conical top of the HLS sensors as 
shown in Figure 2. The perpendicularity of the camera 
coordinate system with respect to the laser line was ensured 
using a spirit level mounted on the ball, and a mirror installed in 
front of the ball was used for autocollimation. The generator for 
the initial two measurement series was placed at the beginning 
of the line in front of plate 1, and for the subsequent two 
measurement series, it was positioned behind plate 7. A single 
sensor was manually displaced between different metrological 
plates during the measurement. The typical acquisition period 
for each position has been 10 minutes with a frequency of 2 Hz. 
For the analysis, the arithmetic mean has been calculated. 

Figure 2. The camera mounted in the Taylor-Hobson ball adapter on the 
conical top of the HLS sensor (left) and the WPS sensor (right).

The algorithm chosen for the measurement of an SLB in the 
images was the centre of gravity with gamma correction, as 
described in [11]. This algorithm enables precise detection of the 
inner core position while maintaining an appropriate 
measurement frequency. 

3. Results

The transversal intensity profile of an SLB is shown in Figure 2. 
The two images were acquired using the CMOS chip at the 
middle plate (number 4) after 70 m and at the last plate (number 
7) after 140 m of propagation. In the pictures, the inner core and 

concentric rings are visible, and the inner core fits well within 
the camera frame, allowing for the detection of its centre 
of gravity. 

Figure 3. The transversal intensity profiles after 70 m and 140 m of 
propagation.

In Figure 4, the results of free air propagation along seven 
metrological plates are presented. The horizontal and vertical 
offsets of an SLB line with respect to the straight line, measured 
by WPS and HLS, are displayed. Absolute deviations are 
comparable in both directions and are smaller than 400 μm. 
When the distance is limited to 100 m, deviations do not exceed 
100 μm. Additionally, the standard deviations of the measured 
position are provided. The maximum standard deviation of the 
horizontal position is twice as large as the vertical. The standard 
deviations across all series of measurements are consistent. 

Figure 4. Results of the horizontal and vertical straightness along with 
the standard deviation of an SLB for 140 m propagation in the tunnel 
compared to WPS and HLS references.

4. Discussion

The results demonstrate the accuracy of offset measurements 
based on the SLB laser reference line. An SLB may enable 
measurements in particle accelerators, depending on a specific 
alignment task. By leveraging the low divergence of the inner 
core, the SLB laser line could have various applications, 
potentially replacing Gaussian beams.  

The bending of an SLB propagating in a non-homogeneous 
medium excludes its exploitation for the most stringent 
alignment tasks, especially taking into account high standard 
deviation. The bending of the SLB line is mainly induced by a 
temperature gradient along the propagation path. 

The test tunnel exhibits thermal stability, with a daily 
temperature variation at 0.005 °C for the base slab and 0.082 °C 
for the air as reported in previous investigations [12]. Tests 
conducted at the tunnel during a previous study, using a 2.5 m 
long rod with six thermometers positioned at 10 locations along 
the tunnel, suggest air temperature differences reaching up to 

144



3 °C [13], see Figure 5. However, since the gradient was 
measured using a single rod displaced from one position to 
another, the results are dynamic in time. The SLB is nearly 
horizontal as it passes above the HLS conical sockets aligned 
vertically within a few millimetres. This implies that the effective 
temperature gradient is even less pronounced. 

Figure 5. The temperature distribution measured in the test tunnel for 
another experiment [13].

Despite the excellent thermal stability in the test tunnel, which 
lacks the active ventilation and electronic systems present in 
accelerator facilities, it is not sufficient to provide 
a homogeneous temperature gradient. To utilize an SLB for 
more challenging tasks, mitigating the effects induced by 
atmospheric refraction is imperative. While atmospheric 
modelling seems like an obvious solution, its limited 
effectiveness has been demonstrated [14]. Refraction 
dynamically changes over time, and even small deviations can 
significantly influence the light path, given its considerable 
length. Monitoring refraction would require a dense grid of 
temperature sensors along the propagation path, ensuring 
unbiased readings despite small temperature differences. 
Ideally, temperature data acquisition would be synchronized 
with laser data measurements.  

The SLB line direction may be unstable over time, potentially 
due to noise in the power supply or heating of the generator. 
Similarly, the inclination of the generator, treated as a rigid and 
constant entity over time, may be induced by vibrations and 
movements of the Earth's crust. By measuring the position of the 
inner core at multiple places along the SLB line at the same 
moment, it becomes possible to mitigate temporal changes in 
the laser line direction.  

Refraction in the tunnel environment presents different 
characteristics compared to refraction observed in surface 
measurements. In contrast, as shown in Figure 4, the horizontal 
deviations are larger than the vertical deviations. The well-
known layering of the air, in accordance with the gravitational 
vector, is recognized as typical behaviour of the temperature 
gradient in geodetic measurements on the surface. However, in 
underground tunnels, the effect of layering is not as visible, 
especially when the laser passes closer to the tunnel walls. 
Additionally, other air movements exist in the tunnels connected 
to ventilation that differentiate the atmosphere behaviour 
underground from that on the surface. Therefore, it cannot be 
excluded that horizontal errors induced by atmospheric 
refraction may be more detrimental than vertical ones. 

The most well-known solution to reduce refraction in a non-
homogeneous medium is to use a vacuum system. While these 
solutions have proven to be effective, they may face challenges 
due to the contraction of the vacuum system, impacting the 
accuracy of the alignment system. The vacuum system shrinks 
upon reaching operational pressure, posing potential problems 
for the transfer and stability of relative alignment between the 

sensor and the measured object. Additionally, vacuum 
installations must adhere to strict technical conditions of 
tightness, making them a relatively expensive and fragile part of 
the alignment system.  

The vacuum pipe is typically of limited diameter to reduce 
costs and avoid reserving large space in the precious 
underground environment. This limitation brings the problem of 
symmetry breaking, which can potentially deviate the straight 
reference line. Moreover, the propagation of an SLB in the steel 
vacuum pipe may introduce reflections of light, potentially 
reducing the quality of the detected image due to interference 
from both direct and reflected light reaching the sensor. 

The alternative to the vacuum system may be propagation in 
a closed pipe under atmospheric pressure. The air inside the 
pipe can be additionally homogenized using a ventilation 
system. This approach has the advantage that shrinkage is 
limited, and expensive equipment is not necessary. However, 
the problems of symmetry breaking and reflection inside the 
pipe may still be detrimental to the alignment system. This type 
of solution has not been used in any accelerator facility yet.  

5. Conclusion

The study highlights the straightness of SLB in an underground 
tunnel of 140 m. The deviations from straightness in the 
horizontal and vertical directions are under 400 μm, with 
standard deviations reaching 580 μm, which is considered 
a large value compared to their magnitude. Although an SLB can 
be well-suited for diverse applications, challenges arise during 
free air propagation over hundreds of metres due to 
atmospheric refraction. To address this issue, the most effective 
solution appears to be the adoption of a vacuum system. 
However, potential limitations such as system contractions, 
symmetry breaking, and light reflections in the vacuum pipe 
need further investigation, making them crucial areas for 
subsequent research. 

In addition, alternative solutions to the vacuum system should 
be studied to avoid demanding infrastructure and, in some other 
way, control the conditions along the propagation path. Such 
a solution may involve a covered space with additional 
ventilation to avoid the layering of the air. Another important 
aspect to increase accuracy is proposing a simultaneous 
measurement system along the straight line, which would help 
with laser line drift and changing conditions over time. 

The SLB exhibits potential for precise measurements, 
contingent on the implementation of appropriate strategies to 
mitigate atmospheric effects. 
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Abstract  

Reference spheres are a standard tool for the calibration of coordinate measuring machines (CMMs). Typically, the calibration of a 
reference sphere considers the diameter and the sphericity on the equator. Because spheres in CMMs form the foundation of 
dimensional 3D metrology, it is important to develop methods that can ensure low uncertainty, easy manipulation and short 
calibration times with regard to other interferometric calibration techniques, for example those of the Avogadro project [1]. The 
required improvements are, firstly, to provide a diameter topography, and secondly, to decrease the measurement uncertainty. To 
fulfil these requirements, a new measurement setup has been proposed. The setup utilises PTB’s double-ended interferometer (DEI) 
which has originally been developed for gauge block calibrations without wringing. By adding focusing optics to the measurement 
path, measurements on spheres can be done through interference of plane wavefronts. 
In this work, the initial implementation of the proposed modifications is presented. First results are validated, and the required 
measurement uncertainty budget is compiled. Based on the experience of the first measurement campaign, possibilities for 
improvement are identified and presented.

Interferometry, reference spheres, metrology 

1. Introduction

The ever-increasing industrial and scientific requirements for 
high-accuracy CMMs demand improvement of the calibration of 
such devices. A major contributor to uncertainty is the 
calibration of reference spheres. These spheres are used for 
calibrating CMM styli. To meet those demands, an extension of 
PTB’s double-ended interferometer has been proposed [2]. This 
new setup aims to decrease the measurement uncertainty of 
calibration of reference spheres. In addition to the standard 
calibration data, which contains a diameter and the sphericity 
along the equator, this setup will provide a diameter 
topography. In this work, the local topography of the sphere 
under test (SUT) is measured. The surface covered by the local 
topography is defined by the system’s field of view. Future work 

will include a positioning system to cover the whole surface of 
the SUT.

First the implementation of the DEI with the proposed 
extension is introduced. The evaluation method is presented. 
Then measurements on a 30 mm reference sphere are shown 
and discussed. A lookout on future developments is given, and 
the results are concluded.

2. Experimental setup

PTB's DEI, which is situated in a temperature-controlled vacuum 
chamber (ΔT24h = ±5 mK; p = 10-4 hPa), consists of two Twyman-
Green interferometers that share the same extended collimated 
light source (diameter = 80 mm). The first beam splitter divides 
the incident light into two partial beams, one for each 
interferometer (side A and B, Figure 1). Each side contains 

Figure 1. Setup of PTB’s DEI with exemplary sections of the beam path. BS: beam splitter, SUT: sphere under test. In reference measurements the 
sphere is removed from the beam path.
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another beam splitter which transmits the beam to the 
reference mirrors and reflects it towards the SUT, respectively. 

Therefore, the measurement paths of each interferometer are 
on the same optical axis with opposite directions. Focusing 
optics are in front of the SUT. The centre of the SUT is placed in 
the coinciding focal point of these optics. Therefore, the focused 
beams have a right angle of incidence on the SUT. After 
reflection, the beam is recollimated through the optics. After 

 superimposition with the reference beams, the interference 
pattern is imaged on CMOS cameras through an afocal optical 
system. Without the SUT in the measurement path (reference 
measurement, section 2.1.) this configuration yields a telescope 
with a magnification of 1. 

Plano-aspheric lenses were chosen for this work. With a 
numerical aperture of 0.14 the chosen lenses provide an angular 
field of view of 16°. Lens topography measurements were used 
to select the best lenses from a batch of four. All lenses exhibit 
manufacturing artefacts typical for aspheric lenses. An example 
of such topography can be seen in [3]. The peak-to-valley value 
of the topography ranged from λ/6 to 2λ (at 633 nm).  

For phase retrieval a five-step phase shifting algorithm is 
used [4]. Phase steps are introduced through piezoelectric 
movement of the reference mirrors.

2.1. Diameter evaluation 

The evaluation method is derived in [2]. The calculation of the 
SUT’s diameter requires two measurements: one with the SUT 
inside the telescope and a reference measurement with the SUT 
removed from the beam path. The beams then propagate 
through the empty telescope. 
Figure 2 portrays exemplary beam paths to clarify the variables 
used in the equation below, which apply for the whole aperture. 
This set of four beam paths is necessary to calculate the 
diameter. 

                ������� =
��,��� + ��,���

2
−

�� + ��

2
                   (1) 

With L the corresponding path length, index A/B denoting the 
two output sides of the interferometer and index ref the 
reference measurement without the SUT in the beam path.  

To increase the unambiguity interval beyond λ/2, the 
coincidence criteria is applied [5]. Therefore, two iodine-
stabilised lasers are used: a frequency doubled Nd:YAG laser 
(λ = 532 nm) and a HeNe laser (λ = 633 nm). Doing so sets the 
unambiguity interval to 1.6 µm.

Figure 2. Path length L for sphere and reference measurement for a 
single diameter. Indices A/B correspond to the output side of the 
interferometer (Figure 1). Index ref refers to the reference 
measurement. 

3. Measurement results

The SUT is a ceramic aluminium oxide reference sphere with a 
nominal diameter of 30 mm. Due to the chromatic focus shift of 
the lenses and a subsequent increase in uncertainty, only data 
for one wavelength (532 nm) will be presented.

Table 1 compares a tactile measurement of the diameter of 
the SUT with the result of the interferometric measurement. The 
tactile measurement was provided by an accredited calibration 
laboratory. The shown diameter obtained from the  

interferometric measurement is taken from the centre of the 
field of view of the lenses. Due to the effects described in the 
following paragraph, the central diameter is shown instead of 
the mean diameter over the field of view. The difference to the 
tactile measurement is 50 nm, which agrees within the 
measurement uncertainties. 

Figure 3 displays the phase topographies of the measurement. 
Figure 4 shows the diameter topography calculated from the 
phase topographies in Figure 3 using Equation 1. Note that the 
average diameter is subtracted from the shown topography for 
better readability. In this topography, multiple artefacts are 
visible like the concentric rings that are visible at 2°, 4° and 8°. 
The shape of theses rings is consistent with the results of the 
lens topography measurements. Any aberration, including 

Value / mm Standard uncertainty / nm 

Tactile 29.99274 150 

Interferometric 29.99279 190 

Difference   0.00005 

Table 1. Comparison of SUT with tactile and interferometric 
measurements. The location of the measurements below, is show in 
Figure 4. Coverage factor k = 1.

Figure 4. Deviation of the diameter topography from the average 
diameter within the field of view. The dashed circle marks the target 
position of the measurements shown in Table 1. Average diameter = 
29.99309 mm.  

Figure 3. Phase topography of measurement with sphere and reference 
measurement for each interferometer side. 
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manufacturing artefacts, causes a misallocation of coordinates 
on the SUT with respect to the coordinates on the camera. This 
leads to a miscalculation of the diameter. The aberrations are 
thus transferred to the diameter topography. Furthermore, high 
frequency periodic structures are visible. These ripples are 
caused by parasitic reflection within the interferometer, i.e. 
between the backside of the beam splitters and the surfaces of 
the aspheric lenses. Every optical component within the 
interferometer has an anti-reflection coating with a residual 
reflection below 0.5 % at the relevant wavelengths. Additionally, 
the bulk material of the beam splitters has a 3 mrad wedge 
angle. Due to the interaction between two beam splitters and a 
reference mirror, the angle of certain parasitic reflections to the 
optical axis becomes zero. Therefore, some reflections from the 
beam splitters backside reach the camera and cause unwanted 
interference. 

4. Uncertainty 

Table 2 contains the major contributions to the measurement 
uncertainty of the interferometric measurement displayed in 
Table 1.  

The largest contribution is the coordinate misallocation. This 
contribution is estimated through the residual aberrations after 
alignment. Therefore, it not only depends on the quality of the 
lenses but also on the alignment of the system. From the 
residual aberrations a maximal deviation between diametral 
points on the SUT is estimated. The difference between the 
nominal diameter and the chord that connects two deviated 
points amounts to the uncertainty. 

Position uncertainty describes the accuracy with which the 
position of the measurement on the sphere can be determined. 
The accuracy is estimated to be ±2.5°. Within this range, the 
peak-to-valley value is determined which yields the uncertainty 
value. 

Besides the parasitic reflection originating from the beam 
splitters as described in the previous paragraph, also, the 
residual reflection of the lens surfaces must be considered. 
Therefore, three surfaces must be considered of which the 
backside of the central beamsplitter and one surface of the lens 
are flat, and the second surface of the lens is curved. For 
simplicity the aspheric surface of the lens is approximated with 
a spherical surface that has the same focal length. The amplitude  
of the beam that is reflected from the curved surface is 
attenuated by the inverse square law. The orientation of the 
lenses shown in in Figure 1 indicates that the beam does not hit 
the flat surface of the lenses perpendicularly. Therefore, the 
reflected beam is divergent. To determine the influence, the 
amplitude of each parasitic reflection relative to the amplitude 
of reference and measurement beam must be evaluated. The 
relative intensity is determined through the losses inside the 
beam path and residual reflection of the anti-reflection coatings. 
The parasitic reflection effects the measurement for both sides 
of the interferometer independently, hence it must be 
considered twice.  

Phase change in reflection and roughness is a well-known 
source of uncertainty of double-ended-interferometers in 
absolute length measurements [6]. The phase change in 
reflection deviates from 180° for non-dielectric materials. This 
moves the apparent plane of reflection away from the plane of 
mechanical contact depending on the complex index of 
refraction. Similarly, the apparent plane of reflection is moved 
through surface roughness. The rougher a surface, the deeper 
light can penetrate the SUT’s surface. Hence the interferometric 
length will appear smaller than the mechanical length. Since no 
calibration method for phase change and roughness is available, 
literature values for ceramic gauge blocks where used [7,8]. This 
can only be a rough estimation but since the contribution is 
rather small (<1%) even being off by a factor of two, does not 
affect the result notably. Therefore, this estimation is deemed 
acceptable as long as other contributions retain their dominant 
influence. The approximation must be revised when the 
contribution of the coordinate misallocation is reduced. This 
effect also occurs on both sides of the SUT, therefore it also has 
to be considered twice. 

5. Conclusion

The measurement setup proposed in [1] has been 
implemented. These first measurements agree with the 
calibration diameter within the measurement uncertainty. 
Although the uncertainty of the new method is still larger than 
that of the (tactile) calibration, these measurements can be used 
to identify opportunities for further improvement. 

First the sensitivity to manufacturing artefacts or for that 
purpose all aberrations and their transmission behaviour to the 
diameter topography are visible. Whilst the lenses used are 
already the highest quality, that is available off-the-shelf, the 
topography measurements have shown that there is a wide 
range of quality. Subsequently a reduction of the influence of 
manufacturing artefacts can be achieved by sourcing more 
lenses and picking the best ones.  

The influence of the parasitic reflections can be addressed 
through a reconfiguration of the setup. Instead of using lenses, 
which always have surfaces that cause parasitic reflections, off-
axis-parabolic mirrors could be utilised. This would not only 
reduce the number of pass-through optical surfaces to zero but 
also eliminate any chromatic effects within the optical setup. 

At last, a positioning unit will be developed that will enable the 
sphere to be rotated in both axes to be able to measure a full 
surface topography. 
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Table 2. Major uncertainty contributions to the interferometric measurement shown in Table 1. 

Contribution Uncertainty  Sensitivity %  Contribution  

Coordinate misallocation 170 nm 1 82 170 nm 

Position uncertainty 65 nm 1 11 65 nm 

Parasitic reflection side A 0.66 rad 4.24 · 10-8 2.2 28 nm 

Parasitic reflection side B 0.66 rad 4.24 · 10-8 2.2 28 nm 

Phase change on reflection and roughness side A 40 nm 0.5 0.6 20 nm 

Phase change on reflection and roughness side B 40 nm 0.5 0.6 20 nm 
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Abstract 

This work aims to analyse the influence of machining cutting conditions on the surface quality of machined Steel 11SMnPb30 pieces 
using a CNC parallel lathe. The parameters whose influence is studied are cutting speed (vc), feed rate (f), and depth of cut (ap). To 
achieve this, a series of analysis techniques and a method for constructing statistical models were employed. The measurement of 
the surface roughness of the machined pieces is performed using a focus variation optical system from the Alicona brand, 
InfiniteFocusSL model. The surface quality metric used is the average surface roughness (Ra). The influence of cutting conditions on 
the surface quality metrics is assessed using analysis of variance (ANOVA) or the statistical design of experiments (DOE), studying 
the machining temperature also as a result of the process. In this context, the Scheffler regression equation is used in an attempt to 
extrapolate the roughness values of a series of control pieces.  

Keywords: focus variation optical system, surface roughness, machining conditions, machining temperature, statistical analysis 

1. Introduction  

Machining industry demands high quality products. The 
surface finish and texture of machining pieces have a crucial 
role in wear and fatigue resistance, lubrication and the external 
appearance of the parts. Hence, it is crucial to take into 
account parts’ surface roughness. Achieving the required 
surface roughness values depends on a proper selection of 
cutting parameters during the machining operation. 

Current models for predicting surface quality in machining 
are divided into four groups [1]: models based on machining 
theories that consider that surface quality is strongly affected 
by the geometry of the problem and the associated vibrations 
[2];  models that examine the effects of different cutting 
parameters on factors such as residual stresses, microstructure, 
micro hardness and roughness, by the execution of 
experiments and analysis of results [3]; models created through 
Design of Experiments (DOE) [4] or Taguchi techniques [6]; and 
models developed using artificial intelligence like Fuzzy Logic, 
Artificial Neural Networks or Genetic Algorithms [5].  

This paper aims to analyse the influence of machining 
temperature and cutting parameters on the surface quality of 
11SMnPb30 steel machined parts using a numerical control 
parallel lathe. Experimental details are presented in the second 
section, while the third section covers the results and 
discussion of the empirical real tests. 

2. Materials and methods

The details of the methodology followed, experimental 
conditions, equipment and measurement systems used on the 
study are presented in this section. 

2.1. Workpiece material    
Pieces to be machined are made of F-212 steel according to 

UNE standard, equivalent to 11SMnPB30 on DIN standard. Lead 
is added to this steel to enhance machinability without 
affecting the mechanical or metallurgical properties of the base 
steel. However, it is not suitable for welding. It is commonly 
used in screws, bolts, bushings, fittings, and washers due to its 
mechanical properties [7]. 

2.2. Cutting tool 
Experimental tests were carried out using a cutting insert 

Sandvick CNMG 12 04 08 QF 4025 as cutting tool. It is a hard 
metal tool used in finishing operations with an effective cutting 
edge length of 12.096 mm, a tip radius of 0.794 mm, a hole 
fixing diameter of 5.156 mm, an inscribed circle of 4.762 mm, a 
CVD coating of TiCN+Al203+TIN, and four cutting edges per 
insert. 

2.3. Machine tool 
The machine tool to be used for machining the parts is a 
manually assisted conventional CNC lathe Pinacho Rayo 180 Ø 
360 x 1000 mm with a spindle power of 5.5 Hp, weight capacity 
of 1.5 Ton, swing over bed of 360 mm, swing over carriage of 
198 mm, distance between centres of 1000 mm, a spindle hole 
diameter of 42 mm and a speed range 100 – 4000 rpm.

2.4. Cutting Conditions  
Cutting conditions must be a balance between the cutting 

conditions provided by the cutting tool, the characteristics of 
the material to be machined, and the real limitations of the 
machine tool. 

The insert selected is designed to work with materials until 
180 HB with a depth of cut (ap) in range (0.2 – 2.5) mm, feed 
rate (f) in range (0.11 – 0.38) mm/rev and cutting speed (vc ) in 
range (320 – 450) m/min. As the material to be machined has a 
hardness of 140.5 HB, vc can be increased to (450 – 562) 
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m/min. The dimensions of the workpiece to be machined are 
48 mm diameter and 75 mm length.  Facing and turning 
operations of length 45.5 mm will be carried out. 

Considering the specifications of section 2.3, the machine 
should be able to operate on these ranges without issues.
However, preliminary tests showed excessive system vibrations 
due to structural problems. Therefore, the cutting conditions 
ranges were adjusted to ap (0.25 – 1.0) mm, f (0.05– 0.2) 
mm/rev and vc (100 – 220) m/min. 

2.5 Thermal camera 
The camera used to measure the temperature of machining 

process is a FLIR E60. The measurement conditions employed 
were emissivity value of 0.6 and reflected temperature 21°C. 
The camera was used in video recording mode. Both capture 
and data processing were done using Matlab. 

2.6 Surface roughness measurement  
The measurements of average surface roughness (Ra) were 

done on an Alicona InfinityFocusSL optical system using an 
objective of 10x. The equipment specifications are presented in 
Table 1. 

Table 1 InfinityFocusSL specifications 

Objective magnification 10X 

Lateral measurement area (X x Y)) 4 mm2

Distance of measurement points 1 µm 
Calculated lateral optical limiting resolution 1.09  
Measurement noise 40 nm 
Vertical resolution 100 nm 
Finish lateral topographic resolution 2 µm 
Vertical measurement range 16 nm 
Min. measurable roughness (Ra) 0.3 µm 
Min. measurable roughness (Sa) 0.15 µm  

The workflow to measure the roughness in the workpieces 
was the following: 

1. Set lateral and vertical resolution as 1.76 µm and 100 
µm respectively. 

2. Define a measurement area  
3. Choose true or polynomial form to remove its influence 

on the measurement: cylinder on turning operation or 
plane on facing one. 

4. Adjust the reference plane to remove the polynomial 
form. 

5. Define profile width as 5 mm and a lineal path of 4 mm. 
6. Define the area of measurement. On the turning 

surface three measurement areas were defined, 
rotating the piece 120 degrees among each one. On the 
facing surface three areas were aleatory defined.  

7. Choice Lc filtering as 800 µm for Ra between 0.1 µm and 
2 µm and 2500 µm for Ra between 2 µm and 10 µm, 
according to ISO 4288 [8]. 

8. Calculate roughness parameter Ra. 

2.7. Experimental plan procedure 
The impact of cutting conditions on the surface roughness 

will be studied using two statistical tools. Initially, a three-
factor with two-level Design of experiments (DOE), see Table 
2,will be conducted, resulting in a total of 8 test, calculating the 
effect and basic contribution of each factor as well as their 
interactions. . Each test is replicated seven times with facing 
and turning operations. 

Table 2 DOE d matrix 

Factor 1 Factor 2 Factor 3 

Test Id Vc (m/min) f (mm/rev) ap (mm) 

1 100 0.05 0.25 
2 100 0.05 1.00 
3 100 0.20 0.25 
4 100 0.20 1.00 
5 220 0.05 0.25 
6 220 0.05 1.00 
7 220 0.20 0.25 
8 220 0.20 1.00 

A total of 56 workpieces are machined and six roughness 
zones are measured on each piece, three for each operation. 
To eliminate potential outliers, Chauvenet's criterion is applied 
[9]. 

After machining the pieces, an analysis of variance technique 
(ANOVA) is used to determine the parameters that are the 
most significant in relation to surface roughness.  

The F-test or variance ratio is essentially the correlation 
between the variance of the process parameter and the error. 
It serves to quantify the significance of the different study 
factors concerning the overall variance, encompassing all 
factors, including the error, as shown in equation 1. Where e is 
the experimental variance error and V is the variance of the 
parameter analysed. 

� =
�

�
(Eq.1) 

The percentage of influence (P) is the percentage value of 
influence for each study factor, as defined in Equation 2, where 
S is the residual sum of squares and ST is the sum of total 
squareness, as shown in equation 3. 

� = � �
�

��
� 100 (Eq.2) 

�� = � − � ∗ � (Eq.3) 

The sum of squares (ST) allows quantifying the variability of a 
dataset by focusing on the difference between each data point 
and the mean of all points in the set. Where S and C*F are 
presented in equation 4 and 5, representing yi the value of Ra

for piece i  with i = 1 ... 56. 

� = ∑ ��
��

��� (Eq.4) 

� ∗ � =  �
�

�
� [∑ ��

�
��� ]� (Eq.5)

Degrees of freedom equations are a measure taken from a 
certain amount of information, determined based on the 
number of data. Total degree of freedom (DFtotal) is defined as 
number of machined pieces minus one. The parameters’ 
degree of freedom (DF) is defined as the number of level of 
parameters minus one. The difference between both is defined 
as the degree of freedom of the error (DFe). These values are 
used to obtain the variance of the parameter to study VF, given  
by equation 6, and the variance of the error Ve, shown in 
equation 7, where j represents the parameter to study ap , f or 
vc. 

�� =
�

��
(Eq. 6) 

�� =
��

���
=  

��� ∑ ���
�
���

���
(Eq. 7) 
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After conducting the ANOVA analysis, a Design of 
Experiments (DOE) analysis is performed, examining both the 
main effects and the fundamental contribution of the 
parameters and their interactions [10]. 

Additionally, five extra pieces are machined. The machining 
conditions for these pieces are fixed within the studied ranges. 
The Scheffler  regression equation is used as a tool to predict 
the roughness of future pieces considering the machining 
conditions within the ranges established in the experiments 
[11]. 

The experiments are carried out in the precision mechanics 
workshop at the University of Zaragoza, following the set up 
shown in Figure 1. This set up includes a Flir E60 thermal 
camera to perform the radiometric measurement. 

Figure 1. Set up of machining tests 

The measurement of the surface roughness of machined 
parts is carried out in a metrology laboratory under controlled 
environmental conditions at 20±1°C using the Alicona 
InfiniteFocusSL variation equipment, see Figure 2. Before 
measuring the pieces, they were stabilized for a minimum of 
one day and a maximum of seven days to prevent issues such 
as surface oxidation. 

Figure 2. Measurement of roughness a) turning operation b)  facing 
operation 

3. Results 

Table 3 presents the results of the surface roughness and the 
temperature measurement of the machined parts. It includes 
the roughness parameter Ra as the most representative one. 
The mean value and standard deviation of Ra are obtained 
from the measurement of roughness in three positions for each 
of the seven pieces that were machined on each test. In regard 
to the temperature values, the maximum value of temperature 
(Maximum Area), comes from the maximum temperature in 
the ROI  rectangular measurement area shown in Figure 3. The 
second column (Temperature control point) shows the 
temperature of the control point located on the piece, Figure 3. 

Both rectangular measurement area and control point are the 
same for all tests and pieces. 

Table 3 Experimental results 

Facing Ra (µm) Turning Ra (µm) Temperature (°C)

Test
 Id

Average Std Average Std  
Maximum

Area  

Contro
l 

Point

1 1.08 0.27 1.19 0.17 71.7 29.5 

2 1.37 0.30 1.44 0.31 36.4 26.9 

3 3.74 1.21 3.46 0.41 52.9 27.9 

4 2.80 0.88 2.82 0.88 56.7 30.5 

5 1.13 0.19 1.41 0.11 86.9 32.7 

6 1.11 0.76 1.70 0.88 115 33.8 

7 1.75 0.41 1.88 0.23 60.4 37.1 

8 2.89 1.86 1.98 0.23 84.5 39.8 

The results obtained show small variations in the surface 
roughness depending on the measured area and the piece 
machined.  Similarly, if the results of turning and facing Ra are 
compared, see table 3, these provide similar results between 
facing and turning to the same test, except in the test 8. This 
discrepancy is attributed to a deflection issue in the tool turret 
that increase its influence using more aggressive cutting 
conditions. 

Figure 3. Machining thermal image (area , maximum temperature, and 
control points) 

Temperature results in Table 3 show that changes on cutting 
conditions affect to machining temperature. However, 
experimental results show how the maximum temperature 
value in an area cannot be considered representative of the 
process due to reflections from older chips, glare or 
environmental factors. In the temperature of the control point, 
these influences are reduced. However, it is not possible to 
isolate the machining process from its surrounding radiation. 

Table 4 Summary of ANOVA analysis. 

DF V (µ��) F % P S (µ��) 

Vc 1 3.73 4.36 4.33 3.73 

f 1 39.26 45.98 45.63 39.26 

ap 1 0.282 0.33 0.33 0.03 

Error 52 0.86 

ST Total 55 86.04 
C*F = 
214.76 
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ANOVA analysis results, presented in Table 4, show that the 
machining parameter with the most significant impact on the 
surface roughness is the feed rate. It has a Fisher's F test of 
45.891 and a percentage of influence of 45.63 %. The second 
parameter on influence is the cutting speed with a value F of 
4.36 and a P value of 4.33%. 

The Ra analysis carried out through DOE shown in Figure 4, 
corroborates the results of the ANOVA analysis. It illustrates 
that higher feed rates lead to an increase in surface roughness. 
In the same way, a low cutting speed increases Ra, contrary to 
expected results and cut depth effect is negligible. Similarly, 
Figure 4 shows how the influence of iterations is smaller than 
individual effect’s contribution. The interaction with the 
greatest influence is the relationship between the cutting 
speed and the feed rate with a value of -0.73.  

Figure 4. Summary of Ra DOE analysis (influence on surface roughness 
(Ra) of machining conditions Vc, f and ap)  

DOE analysis of the influence of cutting conditions on the 
control point temperature in the turning process in Figure 5, 
shows that the parameter with the greatest influence is the 
cutting speed, followed by feed rate and cut depth. In relation 
with interaction influence, their influence is similar in value and 
can not be negligible. 

Figure 5. Summary of Control point Temperature °C DOE analysis 
(influence on the machining control point temperature of machining 
conditions Vc, f and ap) 

Table 4 Adaptation of the Scheffler equation to control components 

Piece Vc

(m/min)

f  
(mm/rev)

ap 

(mm)

Measured 
Ra (µm)

Scheffler
Ra (µm)

1 150 0.05 0.70 1.14 1.19 
2 210 0.10 0.50 0.81 2.50 
3 180 0.20 1.00 1.65 3.13 
4 120 0.15 0.25 0.97 2.59 
5 220 0.15 0.40 1.02 1.71 

Table 4 presents the adequacy of Scheffler regression to 
predict Ra behaviour, using five extra pieces used as control 
parts with different cutting conditions within the ranges 
performed in the experimental tests. As can be observed, only 
the first piece has similar results. Therefore, there is not a 
linear relationship between Ra and cutting conditions. Hence, 
more complex methods like neural networks are necessary to 
infer further conclusions among the factors relations. 

4. Conclusions

This work provides a generalizable procedure to establish the 
correlation between cutting conditions with machined part’s 
surface roughness and temperature on machining process. 

ANOVA analysis determined that the parameter with the 
greatest influence on roughness is the feed rate, with an 
influence percentage of 45.63% followed by cutting speed and 
cut depth, with influences of 4.33% and 0.33%, respectively. 

DOE analysis showed that the surface roughness decreases 
with increasing cutting speed, especially when interacting with 
the feed rate, representing the optimal combination of factors. 
On the other hand, recognizing that the feed rate is the most 
relevant factor, it can be inferred that higher feed rates result 
in increased surface roughness. In relation with machining 
temperature and based on the Scheffler regression equation 
results, it is concluded that cutting conditions has not a linear 
relationship with Ra.

Based on the results of this work, further exploration will be 
undertaken to establish the relationship between cutting 
conditions, temperature, and surface roughness, employing 
artificial intelligence techniques for this purpose. 
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Abstract 

Precision measuring instruments and the ability to track measurement results to verify production systems in accordance with 
national and international standards are key tasks in the manufacturing industry. There are instruments on the market that allow the 
measurement of three-dimensional coordinates using telescopic systems. Typically, from three multi-cycle measurements of the 
head position, using a single telescopic system, or from a single measurement, using three telescopic systems during a simultaneous 
measurement process. These are products used to verify the behaviour of machine tools and robots. The work presented in this 
paper shows the modelling of the measurement system to evaluate its uncertainty and the effect on it of different system 
configuration options. The measurement system is based on a multilateration process that starts by measuring distances with several 
telescopic systems simultaneously. The evaluation of the influence of the configuration on the measurement uncertainty will include 
the distances between the reference points for multilateration and the angles formed by the telescopic systems. 

Measurement uncertainty, machine tool multilateration, Interferometric multilateration, Monte Carlo simulation. 

1. Introduction  

Precision measurements in manufacturing systems are a key 
factor for advanced technologies [1]. In the optimization process 
of the manufacturing systems, the verification techniques allow 
the measurement and compensation of machine tool (MT) 
errors [2]. Furthermore, the high precision dimensional 
metrology [3,4] has become essential for the manufacturing 
industry [5] due to tighter geometric tolerances in the 
manufactured products. In this frame, the traceability of the 
measurement results is needed to improve the behaviour of the 
manufacturing systems and guarantee the quality in the 
production process [6].  

MT verification can be carried out measuring the MT head 
position with measuring instruments such as interferometers 
[7], measuring distances following the axis directions of the MT; 
ball bars [8], measuring circular trajectories of the MT; laser 
tracers [9] and laser ball bars [10, 11] that measure the distance 
from a fixed point in the MT table to the MT head running 
several cycles, varying the position of the fixed point to the MT 
table, to measure the position of the MT head; and laser trackers 
[12] using the distance measured to a retroreflector and the 
angles from its angular encoders to measure the position of the 
MT head. 

The measurement system to be analysed in this paper can be 
classified in the laser ball bar group, but with the special feature 
of allowing the measurement of the MT position in a single cycle. 
The measurement system (Telescopic Simultaneous Ballbar, 
TSB) uses three telescopic arms to simultaneously measure the 
distance from three spheres in the MT table to one sphere in the 
MT head, achieving verification process times similar to those 
obtained with the use of a laser tracker, but improving the 
precision of the measurement result compared to the precision 
obtained with non-simultaneous laser ball bars because the 

positioning repeatability of MT will not affect the triangulation 
calculation as occurs with laser tracers [9]. 

A calibration and uncertainty budget analysis for the TSB is 
presented in [13] but an analysis of the variation of the 
measurement uncertainty in the verification field depending on 
the spatial distribution of the three spheres fixed to the MT table 
is needed to assure the traceability of the measurement results 
obtained with the TSB using different spatial configurations in 
the MT table. 

The main goal of this work is to evaluate the correlation 
between the measurement uncertainty value of the TSB and the 
position of the target points (TGs) in the verification volume. To 
achieve this objective, the behaviour of the TSB has been 
simulated and its measurement uncertainty has been estimated, 
with the Monte Carlo method [14,15], for different spatial 
distributions of the three spheres in the MT table. 

The paper is structured as follows: Section 2 describes the TSB 
and the mathematical model used to estimate its uncertainty. 
Section 3 details the methodology followed in the analysis and 
the settings of each test simulated. Section 4 present the 
uncertainty obtained for each scene simulated. Finally, Section 
5 shows the main conclusions of the study.  

2. Measurement system description

The TSB is a measurement system composed by three 
telescopic arms. Each telescopic arm measure the distance 
between two spheres using a laser interferometer integrated in 
the telescopic arm (measurement uncertainty of the laser 
interferometer, Attocube IDS3010, with a coverage factor of two 

is 0.3 m using an environmental compensating unit). For the 
measurement of a point in the space (i.e.: the centre of a sphere 
in the MT head) one end of each of the three telescopic arms is 
placed on a surface (i.e.: the MT table), so that their relative 
distances remain constant. This end of each of the telescopic 
arms is a sphere joined with the surface where is placed through 
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a kinematic support that allows the rotation of the arm keeping 
the sphere centre static. The other end of the telescopic arms is 
a multi-point kinematic coupling especially developed for the 
TSB [16] that allows the connection of the three telescopic arms 
with a single sphere simultaneously. This configuration of the 
TSB enable the calculation of the single sphere centre position 
using multilateration. 

Figure 1. Example of the configuration of the TSB in the position 
measurement process using multilateration and main parameters of the 
model. The parameters ��, ��, ��� and ��� have been omitted in the 
figure to improve the visibility, but can be easily deduced. 

The main error sources considered to simulate the behaviour 
of the TSB are: the geometric error of the TSB spheres, the 
measurement bias of the telescopic arms with the inclination 
and the rotation angles, the errors in the compensation of the 
temperature and the uncertainty of the telescopic arms 
measuring distances between centres. The measurement 
uncertainty obtained from this error sources following the 
methodology explained in [13] for a TSB’s telescopic arm 
measuring distances in workshop conditions is 4 µm (with a 
confidence level of two, �=2) and the measurement range for 
each arm goes from 411 mm to 1040 mm. From this input data 
the simulation tests, explained in the following section, have 
been carried out. 

3. Methodology and simulation test

The measurement of the position of a sphere (generally linked 
to the MT head) with the TSB requires previously measuring of 
the distance between each of the three kinematic supports (���, 
with � from 1 to 3). The three distances, ���, with � and � from 1 

to 3 and � ≠ �, are the distances with which the reference system 
is build. This reference system is the one used to express the 
three dimensional coordinates of the centre of the sphere that 
are obtained as result of the measurement with the TSB. From 
��� the coordinates of each kinematic support, ���, can be 

calculated, equations (1), (2) and (3). 

���� = ��� (1) 
���� = ��� · cos (���) (2) 
���� = ��� · sin (���) (3) 

Where ��� is the angle between the segment joining ��� and 
��� with the segment joining ��� and ���. The values of the 
rest of coordinates of ��� are zero: The centre of the sphere in 
��� is defined as the origin of the reference system, ��� defines, 
together with the origin, the � axis and the three ��� define the 
�� plane of the reference system. 

The coordinates of the centre of the sphere in the MT header 
are obtained via multilateration as the intersection of three 
spheres, equations (4), (5) and (6). 

� =
��

����
������

�

�·����
(4) 

� =
��

����
������

������
�

�·����
−

����

����
· � (5) 

� = ���
� − �� − �� (6) 

Where ��, with � from 1 to 3, are the distances between 
spheres measured by the telescopic arm � of the TSB. 

From equations (1) to (6) could be seen that the calculation 
process for obtaining the position of the sphere in the MT Head 
depends on the length measurement of each telescopic arm of 
the TSB (�� and ���). Therefore, the effect of the measurement 

uncertainty of the telescopic arms of the TSB is simulated and 
the uncertainty of the measurement of the position of the 
sphere in the MT head is estimated using the Monte Carlo 
Method [15]. 

A configuration of the supports forming an equilateral triangle 
has been assumed and the measurement uncertainty has been 
estimated for different sizes of the triangle. The side of the 
triangle has been varied from 500 mm in 100 mm increments to 
a maximum of 1000 mm. A total of six cases, designed with the 
letters from A to F have been studied, table 1. 

Table 1. Sizes of the equilateral triangle formed by the kinematic 
supports, ���. A total of six cases are studied. The values under each 
letter indicates the size of the triangle side, ���, and the number of target 

points, TG. 

Case A B C D E F 

���/mm 500 600 700 800 900 1000 

TG 181 208 214 214 214 213 

The target points (TGs) in the TSB verification volume have 
been obtained by varying the lengths of the arms from 500 mm 
in 100 mm increments to a maximum of 1000 mm so that a 
representative verification volume of the TSB was covered, 
figure 2. 

The measurement uncertainty of the TSB has been evaluated 
for the TGs within the verification volume in the six cases (from 
A to F) recording, in addition to the uncertainty obtained in the 
�, �, � directions of the reference system (��, ��, ��), the 
position of the TGs and the angles that the arms formed with 
each other (���, with � and � from 1 to 3 and � ≠ �). 

Figure 2. TSB Verification Volume for different sizes (500mm and 1000 
mm) of the triangle formed by the kinematic supports (black cross and 
black dashed line). 

The number of iterations is an important parameter of the 
Monte Carlo simulation. If the number of iterations is low the 
results obtained diverge when the test is repeated. If the 
number of iterations is high enough the results converge to the 
same solution but if the number of iterations is excessively high, 
the time required to perform the simulation increases, which 
can result in unfeasible test. From previous works, the Monte 
Carlo simulation converge using 106 iterations [13]. 

The main results obtained from the simulation tests are the 
correlation of ��, �� and �� with some of the main 
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configuration and characteristics of the TSB, such as: the 
distribution of ���, the coordinates of the TGs in the verification 
volume (blue dots in figure 2) and ���. The variation of the 

verification volume when ��� changes can also be analysed. 

4. Simulation Results

Following the methodology exposed in the previous section 
the simulation tests have been performed. Running 106

iterations for each of the six cases, 120 s for each case were 
enough to end the simulation with a 2.3 GHz CPU clock speed. 

The measurement uncertainty within the verification volume 
has been estimated using Monte Carlo Method and ��, �� and 
�� for each TG has been obtained. 

The uncertainty variation within the verification volume can 
be observed in figure 3, where the results for the case A with 
��� = 500 �� and case F with ��� = 1000 �� are shown. 

These are the cases with the higher values of uncertainty (��� =

500 ��) and with the lower values (��� = 1000 ��) of the six 

cases analysed. In figure 3, the colour of the target point 
indicates the maximum value of the uncertainty in each TG 
(max {��, ��, ��}).  

Figure 3. Measurement Uncertainty of the TSB in the verification 
volume. The maximum value of the uncertainty for each TG 
(max {��, ��, ��}) is represented for case A, ��� = 500 ��, and case F, 

��� = 1000 ��. 

Despite the difference in scale presented by case A and case F 
showed in figure 3, that will be further explained with the next 
figures, similarities can be established between them, which are 
also applicable to the rest of the cases (from case A to case F). 
The maximum values of the colormap are reached only by points 
located in the periphery and in the lower levels of the admissible 
�-axis direction. The rest of the TGs within the volume (more 
than 90% for all the cases) present uncertainty values for any 
direction, under 10 µm (�=2), for case A, and 6 µm (�=2), for 
case F. The other four cases (from case B to case E) are between 
these two values. This point can be corroborated for Cases A and 
F with figure 4, where the distribution of the uncertainty values 
are plotted for ��, �� and ��. 

Figure 4. TSB Measurement Uncertainty distribution in X, Y and Z 
directions for case A (��� = 500 ��) and case F (��� = 1000 ��). 

The distributions presented in figure 4 have been obtained 
with the simulation results of 181 TGs in case A and of 213 TGs 
in case F. First, it is confirmed what appears in figure 3, the 
measurement uncertainty values of the TSB are higher in case A 
than in case B. In addition, figure 4 allows to identify the 
differences between �� , �� and �� and evaluate their 
distributions corroborating what was previously asserted, that 

more than 90% of the TGs present measurement uncertainty 
values for any direction, under 10 µm (�=2), for case A, and 6 µm 
(�=2), for case F. 

By introducing cases B to E into the comparison, it is possible 
to observe the decrease in uncertainty values as ��� increases, 

figure 5. 
Figure 5, plots the correlation of the measurement uncertainty 

value (�� , ��, ��) with the position of the TG evaluated for the 
six cases analysed (from case A to F), figure 5(a), and with ���, 

from case A to F too, figure 5(b). The first column of graphs in 
figure 5(a) plots the �-axis coordinate of the TG versus �� (first 
row), versus �� (second row) and versus �� (third row). In the 
same way, in figure 5(b), the columns of the figure contains the 
graphs plotting ��� of the TG versus ��, first row, ��, second row 

and ��, third row. 

a)

b)
Figure 5. Measurement uncertainty value for the six cases analysed 
(from case A to F). (a) The coordinates of each TG (�, �, �) versus 
�� , �� , ��. �, �, � coordinates are plotted in the abscissa of the graphs 
in the first, second and third column respectively. �� , �� , ��

uncertainties are plotted in the ordinate of the graphs of the first, second 
and third row respectively. (b) ���, ���, ��� for each TG versus 
�� , �� , ��. ���, ���, ��� angles are plotted in the abscissa of the graphs 
in the first, second and third column respectively. �� , �� , ��

uncertainties are plotted in the ordinate of the graphs of the first, second 
and third row respectively. 

There are two correlations that appear clearly: �� with �-axis 
direction in figure 5(a) and �� with ��� in figure 5(b). Although 
inflection points can be detected in some of the other graphs. 
From figure 5(a): �� increases with � and reach a maximum with 
� = ��� 2⁄ , decreasing for higher values of � and Increases with 

� until reaching a stable value for � ≥ 0. �� decreases with the 
increase of � and reach a minimum with � = ��� 2⁄ , increasing 

for higher values of � and presents a change in behaviour 
approximately in � = 0.  

In figure 5(b), the correlation between �� and ��� appears 
clearly because, due to the reference system definition, �-axis 
coordinate is calculated from �� and �� and without ��, 
equation (4). The correlation shows that �� decreases when ���

increases. 
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The correlation of �� with the �-axis coordinate is shown in 
figure 5(a) and indicates that the higher the � value the lower 
the uncertainty value. This correlation appears, in a more diffuse 
way, in the opposite direction between �� and �� and the �-
axis coordinate. This behaviour is related to the angles ���: for 

high � values the angles are smaller allowing, when noise 
appears in the measurement results, a very precise 
identification of �-axis coordinate but a less precise 
identification for � and �-axis coordinates. In figure 6, the 
uncertainty for TGs of case F is plotted with �-axis coordinate to 
clearly show this correlation that appears similar in the other 
cases. 

Figure 6. Measurement uncertainty value for case F (��� = 1000 ��). 

�� , �� , �� versus �-axis coordinate and �� , �� , �� versus the mean 

value of ��� (�����) 

The correlation between �� and the angles (���) depends on 

the three angles at the same time. For this reason in figure 6 the 
uncertainty for TGs of case F is plotted with the mean value of 
��� (�����). The lower values of �� are related to low values of 

�����, this happens when the target points are located in high 
�-axis coordinates (�� ≤ 4 �� if ����� ≤ 80° or � ≥
500 ��).  

5. Conclusions

The measurement results of the TSB have been simulated and 
its measurement uncertainty estimated to evaluate the 
correlation between the measurement uncertainty value of the 
TSB and the position of the target point in the verification 
volume. The measurement system (TSB) and the methodology 
for the simulation have been presented. The measurement 
uncertainty of the TSB has been estimated with Monte Carlo 
simulation using from 181 to 214 TGs depending on the case (six 
different cases, from A with ��� = 500 �� to F with ��� =

1000 ��). The simulation with the six cases indicates that the 
measurement uncertainty decreases when ��� increases. 

Although, the correlation of ��, �� and �� with the position of 
the TGs and ���, has been evaluated showing these main results: 

Several configurations of the ���  can be found (��� ≥ 800 ��) 

where the TSB can measure target points with a measurement 
uncertainty lower than 6 µm (� = 2) excluding the target points 
located in the surroundings of the physical limits of the 
telescopic arms (10% of the target points). The dependence of 
��and �� with � and �-axis coordinates show inflection points 
with � = ��� 2⁄  and � = 0. The correlation of �� with the �-axis 

coordinate of the target point can be explained in terms of 
�����: for high � values the angles ��� decreases and the effect 

of the noise in the measurement results lost weight in the 
calculation of the �-axis coordinate (�� ≤ 4 �� if ����� ≤ 80°
or � ≥ 500 �� for case F). 

As future work could be interesting to evaluate the effect on 
the measurement results when ��� are dissimilar and implement 

the methology to the target points of a MT volumetric 
verification process to optimize the selection of the target points 
depending on the measurement uncertainty. 
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Abstract  

Using shape memory alloys (SMAs) as actuators offers several advantages, including high power density, large stroke capabilities, 
and friction elimination. These attributes make SMAs suitable for actuating flexure-based mechanisms in a wide array of extreme 
environments. However, their extended cooling time limits their use for applications requiring a high cadence or fast commutation.  
This paper presents the design of a novel type of mechanical actuator conceived to address this dynamical performance issue. The 
proposed mechanism is a bistable switch based on a preloaded buckled beam attached to a flexure pivot. The mechanism is actuated 
by a set of � individual modules, each powered by an SMA spring. Each module is selectively engaged and disengaged from the switch 
through a selection gear put in motion by a coupling blade. Since only one module is active at any given time, the others can cool 
down in the meantime: the commutation time is hence reduced by a factor of � compared to a classical antagonistic-pair SMA design. 
This solution operates passively: it doesn’t require active cooling or any additional energy intake.  
This innovative and generic design is intended for use with SMA actuated bistable mechanisms, leveraging their advantages to achieve 
very high accuracy, precision and repeatability while keeping a highly dynamical performance. 

Keywords: Design, Mechanism, Actuator, Shape memory alloy 

1. Introduction

Shape Memory Alloys (SMA) are a unique class of materials 
that can recover their original shape when subjected to certain 
stimuli. By changing the temperature of thermally responsive 
SMAs, a thermoelastic solid-solid phase transformation occurs. 
This reversible and diffusionless transformation happens 
between the high temperature stable phase known as Austenite, 
and the low-temperature one named Martensite. SMA springs 
are small, lightweight, and provide large strokes, which makes 
them well suited for actuation. However, their long cooling time 
hinders their use in certain applications. Improving the 
commutation time of SMA-based actuators would provide them 
with a whole range of new applications in fields where speed is 
critical, and where volume, total mass, or cost are not as limiting.  

Previous published work on this matter includes the 
exploration of active cooling strategies or periodic heat sink 
usage [1]. The achieved improvements through these methods 
are not sufficient and bring additional multifactorial system level 
complexities. Because of these limitations, a fully mechanical 
approach was instead researched, resulting in this work. 

This paper presents the mechanical concept and 
characteristics of this new actuator design, followed by an 
explanation of its kinematics. Then, an analytical model is 
established and verified by simulations. Finally, two examples of 
the realization and performance of a metal-based version are 
presented. 

2. Description of the actuator 

2.1. Actuation sequence 
   The commutation time is defined as the time it takes for the 
end effector of the bistable mechanism to switch from one 
stable state to the other. Two commutations correspond to a full 
cycle. 

Figure 1. (a) Sequence showing the heating periods (i.e. electrical 
current delivery) as a function of time in a 2-SMA design. (b) Sequence 
in a 6-SMA design with the proposed architecture. *Note: The SMAs 
must be cold and back to the original position when the state switches.
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Provided there is no heat convection and good thermal isolation 
between individual SMA modules, the commutation time 
�������� is as follows: 

�������� =
������

2
=

�����

� − 1
(1) 

where ������ is the time it takes to perform two commutations 

(the end effector being back to its initial position), ����� is the 
time one SMA takes to cool down, and � is the number of SMA 
modules. Since the state of the system is switched every two 
commutations, the time is divided by � − 1. 

A two SMA system would yield the control sequence in Fig. 
1(a). In comparion, selectively decoupling 6 SMAs results in 
sequence in Fig. 1(b) instead. 

The proposed system requires no additional energy input in 
order to decouple the SMAs during their cooling periods. 

2.2. Actuator kinematics 
This actuator is a bistable pivoting mechanism with a tunable 

stroke. The bistability is provided by the use of a buckled beam 
preloaded by a displacement. It features two stable positions 
±������� that can be tuned by adjusting a screw. 

A minimum of two SMA modules selectively pull on the 
bistable part to switch from one stable state to the other. When 
the SMAs are not active, there is an elastic decoupling between 
them and the end effector, which ensures the actuator still 
exerts an almost constant force when a displacement is imposed 
on it [2]. Otherwise, it remains at a stable position. This behavior 
makes it ideal for the actuation of grippers, for example. 

The use of bistability is required to compensate for the SMAs’ 
lack of repeatability in terms of positional inaccuracy [3]. It also 
makes it possible to run the system without sensors in an open 
loop (i.e. without sensors). This makes this mechanism well 
suited for actuating a variety of systems that already operate 
using bistability, such as the bistable flexure based gripper seen 
in section 4.2. 

The bistable switch acting as the end effector of the actuator 
(Fig. 2) is at the heart of the system. A beam of length � is 
preloaded by a displacement ∆�.  When a critical angle ��� is 
applied, the buckled beam snaps through and switches state. 

Figure 2. (a) Unloaded bistable stage, (b) Preloaded and actuated on the 

right, (c) Preloaded and actuated on the left, (d) Version with � = 6
stacked modules and selection gear. 

An “SMA module” is defined as the subsystem comprised of 
one SMA spring, a parallelogram linkage spring, and finally a 
hook mounted on a pivot that actuates the end effector (Fig. 3). 
The parallelogram linkage guides the SMA in translation and 
returns it back to its modified open shape as it cools down. 
Eventually, the SMA is ready to be coupled and heated again, 
returning to its original size. 

The selection gear is a ratchet gear. It is held in place by a pawl 
on one side of its perimeter (Fig. 3), and driven by the coupling 
blade on the opposite side. The gear has thus several stable 
angular positions equal to the number of its teeth, which by 
construction must be a multiple of �/2. The front of the 
selection gear has one or several circumferential channels where 
pins shaped like arcs are fixed in a fitting pattern. When 
superposed with its associated hook, the pin exerts a force 
against the hook’s elastic pivot, engaging it with the end 
effector. The hook is then ready to be pulled by the SMA. When 
the latter heats and the SMA pulls, a snap-through occurs and 
the bistable state of the system is switched. When SMAs on the 
right pull, the coupling blade pushes against the teeth of the 
gear, which then rotates until the pawl secures it in the next 
position. Simultaneously, the pin rotates disengaging the 
aforementioned hook, decoupling it from the end effector, and 
allowing it to cool down while the sequence continues. When 
the SMAs on the left pull, the coupling blade is instead 
retrograded a notch, the pawl securing the gear in position. As 
such, the selection gear changes state once every two 
commutations, in a similar fashion to a clock escapement. 

The resistance felt by the coupling blade or pawl blade due to 
the friction force against the selection gear when changing 
states should be significantly lower than the force the SMAs 
exert, for the actuator to be efficient. 

All ideal joints are implemented by flexures [4]. The input pivot 
is embodied by a cross-spring flexure pivot, and parallelogram 
linkages by parallel leaf spring stages. The pawl is replaced by an 
L-shaped blade. The pivot supporting the hook is replaced by a 
simple blade. The choice of SMA springs is detailed in section 4. 
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Figure 3. Summarized kinematics of one single SMA module.

2.3. Generalization to multiple SMA modules 
When scaling the number of SMA modules up, there is an 

increase in performance for each additional SMA module at a 
decreasing marginal cost. Each added SMA module makes the 
commutation frequency to mass, cost, or volume ratio greater. 
SMA modules can be added so far as the selection gear’s 
geometrical limitations, and overall volume and mass 
constraints are met. The theoretical limit to the decrease in 
commutation time is the time it takes for an SMA to heat and 
complete a stroke. Therefore, the commutation time will be: 

�������� < �������� =
�����

���
 , see Eq. (1) (2) 

where �������� is the time required to heat the SMAs to 

operating temperature.  
When scaling up, SMAs must be dimensioned differently 

according to their actuating distance � from the pivot center of 
rotation, in order to always achieve the same input torque ���, 
given by ��� = � ∙ ����, where ����  is the force exerted by the 
SMA at snap-through angle. 

3. Analytical model 

An analytical model was established to characterize the 
behaviour of the mechanism. In a fixed-pinned configuration, 
the magnitudes of the input angle and torque required to switch 
the state of a buckled beam are respectively given by [2] as: 

���,��� = 1.78�
∆�

�
(3) 

���,��� = 12.90
��

�
�
∆�

�
(4) 

where �� stands for the flexural rigidity of the buckling beam, �
its length, and ∆� its shortening. The constants in Eqs. (3) and 
(4) correspond to limit points in the input moment-angle 
characteristics of the buckled beam after which snap-through 
occurs [2]. The whole flexure system resisting the SMA’s 
movement (coupling blade, pawl corner blade, parallel leaf 
spring stage) shows an equivalent stiffness ��� that acts against 

the SMA. The linear stroke at which snap-through occurs is [2]:  

���� = � ∙ ���(���,���) (5) 

Therefore, the condition for snap-through is: 

���� >
���,���

�
+ ������� (6) 

4. Realisation of the design

By adapting the analytical model to the specifications 
required, all dimensions were computed for the realization of 
two CAD versions. The chosen SMA has a Kirigami architecture. 
It is a novel topology inspired by the Japanese paper cutting and 
folding kirigami art. It features W shaped cutout patterns which 
increase the stroke and heat dissipation surfaces, both critical in 
this use case, in comparison to other conventional alternatives 
such as wires [3]. The material used is NiTiNOL. 

4.1. 2-SMA metal prototype 
A version using the full kinematics and only 2 SMA modules is 

proposed (Fig. 4). Its fabrication is intended with the goal of 
testing the kinematics, and the adequacy of the measurements 
with the analytical model, without creating a full stack version. 
The proposed dimensions are: thickness of the buckled beam: 

150 m, thickness of cross spring blades: 100 m,angle of 
actuation, ������� = 12° , ���� = 3 N, and a stroke of 4 mm. 

Figure 4. 2 CAD views of a metal 2-SMA prototype. The pawl is shown in 
the bottom left corner. SMAs are not displayed at the nominal position. 

Figure 5. FEM simulations showing von Mises stress for the buckling 
beam and cross pivot, as well as the end effector in a stable state. 

(b) 

Pawl 

Ratchet gear 

Bucking beam 

SMA kirigami 

Preloading 
system 

Leaf spring stage  

(a) 

161



FEM simulations were conducted to validate the design and 
ensure that stress limits were not surpassed. Fig. 5 shows that 
stress does not exceed the steel’s yield strength at maximum 
stroke. 

4.2. Metal prototype for flexure-based gripper actuation 
Fig. 6 shows a concrete use case, where the system was 

implemented on a bistable gripper flexure based mechanism [5]. 
This particular design uses 3 SMA modules on each of 4 
quadrants, thus a total of � = 12 SMAs. The wheel has 
�/��������� = 3 channels. Using properly dimensioned SMAs 

with ����� = 4 �, we have �������� =
�����

��
= 364 ��. 

Figure 6. CAD view of a metal 12-SMA prototype mounted on a gripper. 

5. Discussion

5.1. Optimization and limits to this design 
While lowering the virtual cooling time of SMAs in a fully 

mechanical way, this approach comes at the expense of volume, 
mass, and cost. Optimizing the design for reducing these 
parameters is possible and should be sought in further 
developments, which are outside the scope of this article. The 
selected manufacturing process will be critical. Opting for an 
electro-eroded monolithic design for each module may reduce 
the costs in comparison to traditional manufacturing techniques 
requiring assembly. It also requires fewer parts which will reduce 
mass. Topology optimization can further help in that regard. The 
choice of materials will also impact mass. Although dense, metal 
offers great thermal dissipation which is essential to lower SMA 
cooling times. A proper characterization of the thermal 
performance will aid in choosing a proper material. 

The stacking of SMA sheets might impact the thermal 
dissipation and thus affect the cooling time of the actuator. The 
actuation sequence heats the SMAs that are furthest from each 
other sequentally, which minimizes this effect. Notwithstanding, 
this effect should be properly estimated and to further mitigate 
the effect, a thermal insulation layer should be added between 
the modules, in a material such as a polymer. 

5.2. Control and sensors 
A current supply and a microcontroller control the � relays 

that drive the SMA modules, to ensure the right sequence is 
applied. Current heats the SMA through Joules Effect. It should 
be noted that the SMA modules should be electrically insulated 
from the frame to avoid short circuits. 

In stable conditions, and given the bistable nature of this 
actuator, it can safely be used in an open loop, without sensors 
or encoders. However, proximity sensors can be used to check 
whether the switches were correctly realised. This would be 
useful in perturbed environments, to ensure that temperature 
or humidity do not tamper performance. Furthermore, such a 
sensor would be useful to run an automatic calibration routine, 
or to optimize performance dynamically during use. 

Finally, it is possible to motorize the screw preloading the 
buckled beam, so that the stroke and exerted force can be tuned 
dynamically. In the case of the gripper section 4.2, such a setting 
would be useful to dynamically adjust the strength of the 
prehension, modulating the kind of weight that can be carried. 

5.3. Dynamical behaviour 
Due to the significant mass of the metal moving parts, external 

acceleration and gravity cannot be neglected. Dynamically 
balancing the SMA modules would fix that, but at the cost of 
extra mass and volume. To compensate for gravity without 
adding mass, both prototypes in section 4 feature horizontal 
SMA modules. Using a vertical design instead would induce a 
gravitational force on the SMA equivalent to � ≈ 0.4 ∙ ����. To 
keep the compensation, the actuator must be mounted on a tool 
operating with 4 degrees of freedom (three translational and 
one rotational: �, �, �, ��). The mechanism would work in all 
orientations (6 degrees of freedom) if the modules were resized 
so that the SMAs can exert more force to accommodate gravity. 
This would rack up some extra mass, volume, and cost.  

6. Conclusion

The mechanical concept and the actuator’s working principle 
were described. An analytical model and its associated 
simulations were presented. Finally, examples for the realization 
of two metal-based versions were shown. 

The potential for mechanical actuators coupling and 
decoupling several individual actuators was established. This 
innovative concept is promising in the context of Shape Memory 
Alloys in order to increases significantly the actuation rate. 

Future work includes testing and realizing measurement 
campaigns on the prototype following its fabrication. Namely, 
the experimental validation of the analytical model and 
eventually the development of the device into a more optimized 
version, with a set of specifications. These elements together 
will help determine the usability of this system in industrial 
applications. If successful, this type of device could expand the 
range of SMA applications to cases where high cadence, 
performance and repeatability are required, whilst leveraging 
their compatibility to environments such as clean rooms, 
vacuums, space, or contamination-free biological applications 
[6, 7]. 
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Abstract 

Paperboard permeability is a crucial quality parameter for various grades of paper and cardboard. Traditionally, the permeability 
measurements are conducted offline using contacting devices. The present study delved into a non-contact aerostatically sealed 
measurement method and device. 

The investigated method, previously developed by the authors, was improved by introducing an aerostatic seal flow model into 
the calculation of sample permeability. This flow model enables the calculation of seal exhaust into the measurement volume, directly 
influencing the measured flow through the sample. The method was compared to a reference measurement with contacting seals 
and to the simple method of the previous study. 

The results show that the improved method has good accuracy. Furthermore, the influence of seal supply pressure is found to 
be negligible. Thus, the study provides evidence on the feasibility of the measurement method and device. 

Aerostatic bearing, aerostatic seal, in-process measurement, aerostatic seal model 

1. Introduction 

Paperboard permeability is crucial quality parameter for 
various paper and cardboard grades, including applications in 
filter and packaging materials. Furthermore, permeability is 
closely related to porosity, which is also a quality parameter 
of interest.  

Permeability measurement methods, such as the Bentsen 
method standardized in ISO 8791-2:2013 [1], typically involve 
generating a pressure difference across the investigated 
sample and measuring the flow through it [2, 3]. The 
maximum feasible pressure difference is limited by the 
strength of the sample. Therefore, some measurement 
devices use wire meshes or grids to support the sample, 
allowing for the application of higher pressure differences [4, 
5]. 

Permeability measurement with a non-contacting 
method has significant benefits over the contacting methods, 
one of the most important being the possibility to measure 
continuously from a fast moving web. This allows online 
measurement during roll-to-roll processing, while the 
conventional methods necessitate offline measurements 
with samples cut from the web. 

The present study improves upon previous studies, in 
which first a two-sided aerostatically sealed measurement 
device was introduced [6], and later an improved single sided 
device better suited for online measurements was presented 
[7]. The current study further enhances these advancements 
by introducing a seal flow model to the permeability 
calculation. The flow model establishes a connection 
between the measured flow rates and the permeability of the 
sample. 

2. Methods 

The investigated device consists of porous aerostatic bearing 
elements, a measurement volume, and a vacuum groove 
(Figure 1). The vacuum groove is used to preload the 
measured sample against the aerostatic bearing elements, 
establishing a seal around the measurement volume. The 
measurement volume is an 8.2 mm wide and 30 mm long slot. 
Instrumentation of the seal supply and vacuum connections 
included flow and pressure sensors. Additionally, the gap 
height between the sample and the device was measured 
with a triangulating laser sensor. The measurement setup is 
presented in Figure 2. 

Figure 1. Cross-section of the measurement device. 
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Tests were conducted with a pressure difference of 1.47 
kPa across the paper sample, which is the same pressure 
difference as in the conventional Bentsen method. The seal 
supply pressure was varied in the range of 0.15 MPa to 0.25 
MPa. Reference tests were conducted with a 31.5 mm 
diameter measurement area device, that clamped both sides 
of the sample and sealed with o-rings. 

The paper samples used were ordinary printing paper, 
referred to as sample 1, and coated paper with lower 
permeability, referred to as sample 2. 

Furthermore, the improved calculation method with the 
flow model was compared to the simpler method utilized in 
the previous study [6]. In the simpler method, it was assumed 
that exactly all of the inner seal exhaust flowed into the 
measurement volume. 

Figure 2. Measurement setup. The laser used in the gap height 
measurements is positioned between the inner and outer seal 
elements. [6] 

In the flow model, a simplified porosity model was used, 
assuming unidirectional flow in the restrictor. Furthermore, 
the opposing surface of the seal was considered 
impermeable. The flow model is based on the well-known 
modified Reynolds equation for aerostatic bearings [8, 9]: 

∇ ∙ (�ℎ�∇�) = −�
12��
ℎ�

���
� − ���

where � is the pressure in the air gap, �� is the supply 
pressure, ℎ is the air gap height, �� is the permeability and ℎ�
is the height of the restrictor. 

The boundary conditions of the model, i.e., the supply 
pressure, pressures in the measurement chamber and 
vacuum groove, and the gap height, were measured. The 
model was then used to calculate the flow into the 
measurement volume. Consequently, the permeability of the 
paper sheet could be calculated from the measured flow out 
of the measurement volume and the calculated flow from the 
seal into the volume: 

Q = ��(��� − ���)

where Q is the flow through the sheet (comparable to the 
Bentsen method), �� is an empirically determined coefficient, 

��� is measured flow out of the measurement volume and 
��� is calculated seal exhaust into the measurement volume. 

3. Results 

The measured permeability values for samples 1 and 2 are 
shown in Figure 3.  

Figure 3. Air permeability of the investigated samples. Measurement 
[7] is with simpler method, measurement with model is with the 
improved method and reference value is measured with O-ring seals. 

4. Discussion 

The findings of this study show that the improved method 
with the seal flow model significantly improves the accuracy 
of the measurement in comparison to the simple method of 
the previous study. Notably, the improved method negated 
the influence of the seal supply pressure on the measurement 
result. 

The simplifications of the model required the use of an 
empirically determined coefficient on the flow, �� = 0.5. The 

authors hypothesize that this coefficient may be necessary 
due to the assumption of the impermeable opposing surface 
for the seal, while in reality there is flow through the sample. 
Another potential cause changing the flow behaviour is the 
deformation of the sample resulting in non-uniform gap 
height. 

Further studies could improve the flow model by 
implementing a permeable opposing surface for the seal, 
potentially removing the need for heuristic correction 
parameters. Furthermore, online measurements at low and 
high running speeds would be beneficial in further elucidating 
the method's efficacy. 
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Abstract 
A thermographic image usually provides a large field-of-view (FOV) with high temperature sensitivity; thus it has great potential for 
the inspection of panel devices such as flat panel displays (FPDs), wafers, and photovoltaic elements. However, the high reflectivity 
and high sensitivity of panel devices can lead to the shape of the thermal camera itself being detected in the thermographic image. 
Thus, long-wave infrared rays (LWIR) from the thermal camera should be removed for accurate thermography of reflective devices. 
This study investigated the attenuation of the LWIR from the front of the reflective surfaces. The proposed structure was similar to 
the coaxial optics in a microscope, and polished LWIR filters were tested as half mirrors within the coaxial optics. Thermal uniformity 
in the dark state was considered for the removal of LWIR  within the thermal camera, and thermographic images of an ink stain were 
investigated when an LWIR source was applied. 

Image, optical, visual inspection, temperature 

1. Introduction

Thermography visualises long-wave infrared rays (LWIR), 
which exhibits quite different characteristics from visible rays 
(VIS), being able to penetrate media opaque to visible light. Thus, 
thermography reveals invisible or hidden phenomena as visible 
patterns, and has become popular in industrial applications such 
as the detection of gas leakages and mechanical failure [1]. 

Thermography is primarily intended to capture the thermal 
emission of arbitrary objects in the field of view (FOV); however, 
false images are frequently captured owing to thermal reflection. 
The LWIR creating these images originates from the 
surroundings rather than from within the FOV, and is reflected 
on the surfaces of objects in the FOV. Thermal reflection usually 
occurs on polished surfaces and is generally stronger than VIS 
reflection [2]. To address the resultant false images, which cause 
confusion at industrial sites, the removal of thermal reflection 
has been discussed in some studies. The simplest method for 
removing LWIR is background subtraction from time-varying 
thermal images [3]; background subtraction can be used for 
surveillance, but is ineffective for stationary objects. Deep 
learning and artificial intelligence (AI) have also been applied to 
remove thermal reflections [4]; however, AI requires sample 
images for training and the removal results are not guaranteed. 
Thermal camera companies have recognised the problem of 
reflection: they recommend changing the camera positions and 
angles when capturing images of reflective objects to prevent 
direction frontal reflection [5]; furthermore, a frontal image can 
be synthesised using multiple images from different incidence 
angles. Polarisation is the most popular method for reflection 
removal [6]; however, it requires an oblique incidence angle. 
Thus, the polarisation method is disadvantageous for frontal 
image acquisition.  

Thus, the attenuation of frontal thermal reflection using 
conventional optical filters was investigated in this study. Briefly, 
a thermographic image of an ink stain in front of a polished 
silicon wafer was acquired, and LWIR-pass filters and an LWIR 
source were placed between the wafer and the camera ,similar 

to a half-mirror. The proposed structure is typical of coaxial 
optics used to bypass the LWIR from a camera. 

Figure 1. Thermographic images focused on polished surfaces of a silicon 
wafer (left) and an LWIR-pass filter (right) reflecting a camera.  

Figure 2. Experimental apparatus to remove thermal reflection.  

2. Materials and method

As the thermal sensitivity of a thermal camera increases, 
thermal reflection becomes important in the inspection of 
precisely processed products. Figure 1 shows the thermal 
images from a camera directed at a silicon wafer and a LWIR-
pass filter, showing that the thermal emission from the camera 
is visible due to reflection. The silicon wafer is opaque to LWIR; 
however, the LWIR-pass filter is transparent according to its 
specifications. Both surfaces were polished, and thermal 
reflections were observed in both images, despite the LWIR 
transparency of the filter. In the case of the LWIR-pass filter, the 
shapes behind the filter were also captured; thus, the filter can 
be used as a half-mirror. Figure 2 shows that the structure of the 
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coaxial optics eliminates unwanted thermal reflection. The 
emissions from the thermal camera are deflected out of the 
system by the half-mirror. The thermal radiation from the LWIR 
source is also deflected by the filter, and reflected from the 
target surface. Subsequently, the reflected LWIR passes through 
the filter and arrives at the thermal camera. Thus, the image of 
the thermal camera is removed from the thermographic image. 

In a coaxial structure, the transmissibility and reflectivity of the 
filter with respect to the LWIR are crucial. The LWIR 
transmissibility can be obtained from the spectral responses of 
the material and LWIR reflection is achieved by polishing the 
surface. After investigating the transmissibility, Potassium 
Bromide (KBr), Germanium (Ge), Barium Fluoride (BaF2) and 
Sodium Chloride (NaCl) were chosen as half mirrors. The 
reflection removal performance can be measured by observing 
the uniformity of a thermographic image in IR darkness. When 
inspecting a blank wafer, the uniformity of the image increases 
when false images are removed, because the deviation among 
the image pixels decreases. The uniformity can be 
conventionally calculated using the average (μ) and standard 
deviation (σ) of the image pixels as follows. 

γ = 1 − σ/μ                                        (1) 

3. Experiments

The experimental apparatus was constructed with a thermal 
camera (Optris PI640, Δ=40mK), an LWIR source (Thorlabs 
SLS203L), an LWIR-pass filter, an industrial controller (Beckhoff 
CX2020) and a silicon wafer on an optical table. The surfaces of 
the filter and wafer were polished. Printed patterns and an ink 
stain were drawn on the wafer. The camera was placed in front 
of the wafer and the LWIR source was vertically installed on the 
right side. The filter was set close to the thermal camera to cover 
the lens. The filter was attached to a rotatable post to enable 
adjustment of the incidence angle of the LWIR source and the 
thermal camera. The filter was transparent under VIS conditions 
and covered the thermal lens in front of the camera. The 
materials of the filters in the experiment were selected to have 
the LWIR transmission range between 8 and 14μm, such as KBr, 
Ge, BF2 and NaCl. The LWIR from the source was reflected on the 
back side of the filter, and arrived at the wafer. The reflected 
LWIR on the wafer passed through the filter and was captured 
using the thermal camera. Thermographic images were acquired 
after rotating the filter by 0° and 45°. The source was then 
activated to investigate the ink stain on the wafer. The 
thermographic images were stored in an industrial controller 
and image processing was performed using OpenCV. 

4. Results and discussion

Reflection removal was observed when using KBr, Ge, BaF2 and 
NaCl filters. The float glass filter exhibited no response because 
of the spectral range of transmission. Figure 3 shows the 
thermographic images obtained using the Ge filter. When the 
angle of the Ge filter was 0°, the brightness range owing to 
reflection became larger than that without the filter. The 
brightness range decreased when the Ge filter was rotated by 
45°. After applying the LWIR source, the line written using ink 
became conspicuous. This indicates that the LWIR from the 
camera was bypassed and the ink stain on the wafer became 
clear. The other filters also exhibited this effect during the 
experiments. Table 1 lists the variations in uniformity according 
to the rotation angle and material of the LWIR filters. At 0°, the 
uniformities with the filters were greater than those without the 
filters. Because the filters were placed near the camera, the 
thermal reflection of each filter was stronger than that of the 

wafer. After rotating the filters by 45°, the uniformity increased, 
indicating that the false images were reduced. Therefore, the 
proposed method is effective in removing thermal reflections 
when the thermal camera is placed in front of the inspection 
area. Moreover, thermal inspection of the semiconductor and 
flat panel displays from the front was possible using the 
proposed method. Finally, the best results in the removal of 
thermal reflection were attained using the Ge filter; however, 
the removal performance could possibly be increased using 
another material. In the future, we plan to develop new 
materials for LWIR half-mirrors.  

              (a)                            (b)                            (c)                           (d)
Figure 3. Thermographic images of reflective surface (a) without filter (b) 
with 0° Ge filter (c) with 45° Ge filter; and (d) with 45° Ge filter and an 
LWIR source.  

Table 1 Uniformity according to rotation and LWIR filters 

Angle Free KBr Ge BaF2 NaCl 

0° 0.5561 0.4500 0.5053 0.5287 0.5497 

45° - 0.5812 0.7475 0.6293 0.5871 

5. Conclusion

This study presents a method for removing the false image of 
a thermal camera in front of an inspection target. A false image 
is created by thermal reflection when a thermal camera is placed 
in front of a reflective surface. Because this phenomenon 
disturbs temperature measurement, the false image is 
customarily removed using conventional coaxial optics. In this 
study, LWIR filters were applied to the half mirror in a coaxial 
optics system. The consequent image-removal performance was 
verified in terms of the uniformity of the thermographic images. 
The LWIR filters generally reduced the false image from the 
thermal reflection. The Ge filter exhibited the best removal 
performance among all filters used in the experiment. The 
proposed method can be applied to the front thermal inspection 
of reflective products. 
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Abstract

The realisation of the kilogram in the new SI can be implemented in several ways. The solution proposed by INRIM is based on an 
electrostatic balance operating in the milligram range. Due to the relative weakness of the electrostatic force compared to the 
'magnetic' force (used in the Kibble balance), this type of balance is well suited for measuring small masses. On the other hand, small 
masses today suffer from a degradation of uncertainty due to the number of steps from the kilogram. For these reasons, there is a 
strong interest both in the scientific and in the metrological community for the realisation of a balance dedicated to masses below 
one gram. The electrostatic balance developed at INRIM is based on measuring the capacitance of a parallel plate capacitor to which 
the mass is hung. The objective of such instrument is to achieve a relative uncertainty of 10-4 for masses in the milligram range. Based 
on the experience gained with a previous prototype, a new mechanical structure of the device has been realised. A software for 
automating the measurements and the data acquisition has been developed in LabVIEW. A FEM model of the balance allowed to 
simulate the electric field between the capacitor plates and to obtain the relationship between the capacitance and the electrode 
distance. The paper describes the new set-up and reports the main results obtained in an intensive measurement campaign. 

SI definition of the mass, electrostatic balance, parallel plate capacitor 

1. Introduction  

The new definition of the kilogram adopted in 2018 [1] is 
based on fundamental constants and its realization can be 
implemented in several ways [2,3]. The technique proposed by 
INRIM is based on an electrostatic balance operating in the 
milligram range. The paper describes the main aspects of the 
renewed set-up and its characterization. 

2. INRIM electrostatic balance

The first prototype of INRIM electrostatic balance to measure 
small mass standards up to 1 g is described in [4]. Based on the 
gained experience, a second set-up based on a state of the art 
mass comparator and a capacitor made by two gold parallel 
plates has been realised. The mass comparator is the Ultra-
microbalance UMX2 manufactured by Mettler-Toledo 
(measuring range 2 g, resolution 0.1 µg). The capacitor is made 
by two parallel plates made of glass: one plate is fixed to the pan 
of the balance, while the second is fixed to a piezoelectric 
actuator facing the first plate. In order to reduce the roughness 
of the plates, a gold film was deposited on the plates by 
sputtering in INRIM laboratories devoted to nano-fabrication of 
devices. A picture of the capacitor plates is shown in Fig.1. A 
portable magnifying camera is used to align the system and to 
assess the parallelism of the plates.  

The working principle of the electrostatic balance is the 
equivalence between the gravitational force from a test mass, 
Fg, and the electrostatic force from a capacitor, Fe. Hence, the 
fundamental measurement equation is  

�� = �� �1 −
����

��
� =  �� =  

�

�

��

��
��                                       (1) 

where m is the mass, g is the gravitational acceleration, ρair is the 
air density, ρm is the mass density, C is the capacitance, z is the 
distance between the capacitor plates and V is the voltage 
difference applied to the plates. 

Figure 1. Picture of the capacitor gold plates manufactured in INRIM 

The measurement procedure is divided in several steps. The 
first step is the measurement of the spatial gradient of 
capacitance, dC/dz, and the calculation of this quantity at a 
particular distance, d0. Then the mass to be calibrated is loaded 
and a voltage is applied to the plate in order to compensate the 
gravitational force. A high accuracy Andeen-Hagerling 2500A 
capacitance bridge is used to measure the capacitance between 
the plates. A linear piezoelectric actuator manufactured by 
Physik Instrument, model PI-P753.2, is used to set the distance 
between the plates. The voltage applied to the capacitor is 
measured by an Agilent 3458A voltmeter. All the measurement 
are traceable to INRIM standards. 
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3. Mechanical characterization of the balance

A mechanical characterization of the mass comparator was 
performed before using it in the electrostatic balance set-up. 
First of all, an Attocube laser interferometer was used to 
characterize the plate displacement caused by the load. The 
laser beam was directed through a fibre towards the plate fixed 
to the pan of the balance, as shown in Fig. 2. Then the balance 
was loaded with increasing mass standards and the 
corresponding plate displacements were measured by the 
interferometer. As expected from a good mechanical system, 
the plate displacement is linearly proportional to the load over 
the entire measuring range, as shown in Fig. 3. 

Figure 2. Picture of the interferometric set-up for the characterization  
of the mechanical properties of the balance 

Figure 3. Left axis: linear dependence of the plate displacement on 
load (blue dots). Right axis: residuals from the linear fit (orange dots) 

Figure 4. Force values measured by the balance as a function of the 
voltage applied to the capacitor at two different distances between 
the capacitor plates 

Then the second plate fixed to the piezoelectric actuator is 
mounted facing the first plate and parallel to it at a distance of 
about 200 µm to form a capacitor. As second test on the mass 
comparator, an increasing voltage is applied to the electrodes 
while the force measured by the mass comparator is recorded. 
According to theory, the measured force has a second order 
behaviour with respect to the voltage, as shown in Fig. 4. 

4. Measurement automation 

In order to avoid the presence of an operator and reduce the 
thermal drift, a software for automating the procedure and the 
data acquisition has been developed in LabVIEW. 
The program is able to manage the entire measurement cycle. 
Indeed, it allows to load and unload the mass standard. It 
communicates with all instruments to acquire data from the 
balance, the voltmeter and the capacitive bridge. 
It allows to drive the piezoelectric actuator in selectable steps in 
order to measure the capacitance at different distance between 
the plates and to evaluate the spatial gradient of capacitance, 
dC/dz, as shown in Fig. 5. 

Figure 5. Capacitance values measured as a function of an increment 
of the distance between the capacitor plates  

Finally, it controls a NI daq device USB-6356 to generate an 
analog voltage which is amplified and sent to one of the 
capacitor plate to compensate the load with the electrostatic 
force. 
This automation will enable the measurements to be repeated 
many times in order to lower the statistical uncertainty.  

5. Conclusions

A new prototype of an electrostatic balance based on gold 
parallel plates has been realized at INRIM to measure small mass 
standards in the milligram range. The mechanical performance 
of the system was extensively tested and a software for 
automating the measurement procedure was developed. With 
this new set-up, we foresee to achieve a relative uncertainty 
level of 10-4 for masses up to 100 mg.  
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Abstract 

Monitoring and controlling vibrations are critical not only for precision manufacturing, but also for high precision optical metrology. 
There are many sources of vibration that might influence the performance of a system: environmental acoustic noise, seismic 
vibration, resonances caused by the movement of internal motors, etc. The ability to measure and analyze such vibrations is crucial 
to evaluate the environment in which the system is installed. This includes the determination of the origin of the vibrations, the 
assessment of their impact on the performance of the system and, ultimately, the possibility to investigate possible solutions for their 
suppression. Optical profilometers employing high magnification microscope objectives may be severely affected by vibrations, which 
introduce jitter or blur in the acquired sequence of input images, depending on the frequency of the vibration. Since processing of 
such images is used to reconstruct the output topography, this has a serious detrimental effect on the quality of the three-
dimensional surface measurements.  
In this work, we present a method for obtaining the vibrational information of an interferometric optical profiler. It is based on the 
acquisition of a time sequence of the interference fringes at a sufficiently high frame rate to enable measurement of vibrations of up 
to 1 kHz. Because we use the camera of the profiler itself, no additional hardware is required. We demonstrate the approach by 
computing the vibrational response of a commercial optical profiler to input environmental acoustic noise, at a range of controlled 
frequencies. The method is readily applicable to any image-based interferometric system, enabling to determine its dynamics, and 
to use it as a proxy to monitor the surrounding environment. Additionally, it may be used to measure the anti-vibrational performance 
of isolating platforms which are common components in high-precision optical systems. 

Keywords: acoustic, interferometry, metrology, vibration 

1. Introduction  

Microelectronics have undergone significant development in 
recent decades, leading to the attainment of sensors with 
heightened sensitivity and reduced response time. These 
advancements, coupled with rapidly evolving metrology 
techniques, have propelled us into the nanometer-scale era. The 
fabrication and characterization of materials at this scale is very 
demanding and the ability to monitor the processes and inspect 
components with high precision has become essential. Optical 
metrology offers non-invasive and high-performance methods 
for such tasks. However, the control of vibrations is crucial for 
high-precision inspection. 

Vibrations can introduce jitter or blur to images, depending on 
the vibration frequency relative to the image sampling rate. Such 
effects significantly impact techniques such as interferometry. 
For example, in phase scanning interferometry, vibrations can 
introduce measurement errors [1]. As a consequence, the 
accuracy and the repeatability of the metrological system are 
affected by vibrations. Although the sensitivity to such errors 
appears to be algorithm-dependent, achieving complete 
immunity to vibrations remains challenging. 

Numerous studies have investigated how vibrations impact 
metrology system performance, spanning processes related to 
data acquisition (optical and structural considerations) as well as 
algorithmic design [2–6]. On the other side, structural 
mechanical design of the instruments becomes crucial to 

minimise vibrations. For example, it is important to design the 
mechanics of the instrument such that the most problematic 
frequencies are attenuated. Therefore, a method to assess the 
impact of different sources of vibration directly from the 
metrological instrument is of great interest. Here, a method to 
precisely measure these vibrations in an interferometric optical 
profiler is proposed, by using a simple analysis of image profiles 
acquired at 1 kHz. 

There are various sources of vibrations in manufacturing 
environments, such as seismic events, passing vehicles or 
personnel, acoustic noise from the environment, or vibrations 
induced from moving parts [7]. Controlling noise at a 
manufacturing site is challenging due to the difficulty in locating 
the sources and determining the response under such 
perturbation, especially when dealing with vibrations at the 
micrometre per second level. Additionally, internal movement 
within the system like scanning stages, can also introduce 
vibrations. 
Optical tables are commonly employed to isolate vibrations. 
However, depending on the table's characteristics, some 
external vibrations may be transmitted, and even resonances 
may appear in extreme cases. Similar scenarios can occur in the 
support structures where metrology equipment is placed. For 
example, a passing staff member may induce vibrations with a 
frequency matching the pneumatic spring of the workbench [8]  
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Addressing vibrations involves various strategies depending 
on the system's damping behaviour, including removing 
vibration sources, interrupting transmission routes, or altering 
system characteristics. From a structural designer's perspective, 
utilizing commercial products like optical tables or active anti-
vibration tables, along with established solutions such as anti-
vibration legs or constrained layer damping, proves beneficial. In 
cases where dominant frequency acoustic noise is unavoidable 
and an acoustic isolation cabinet cannot be installed, structural 
redesign becomes essential to shift the intrinsic resonance 
frequency away from identified perturbations. 

In all, to mitigate the impact of vibrations, the first step is to 
identify their characteristics and assessing their impact on 
system performance. In this study, a straightforward yet 
efficient method to determine the influence of vibrations 
directly from the images acquired in an interferometric optical 
profiler is presented. 

2. Methodology

A software module was developed to capture images from an 
interferometric optical profiler using a camera running at 
1000 fps. To achieve such high speed, the stored region-of-
interest in the camera was reduced to single-line images of 
1 × 2448 pixels. The system uses a Mirau-type interferometric 
10×/0.3NA objective. A flat mirror at the sample plane was 
placed tilted at an angle such that, in the direction of the 
acquired line-image, interferometric fringes appear. Time 
sequences of 5 seconds at 1 kHz sampling rate were captured, 
and so each sequence required to store 5000 time-sequence line 
profiles in memory. For convenience, such sequences were 
stored in 2448 × 5000 images, in which each row contains the 
captured fringes, and columns capture the variation in time. 
Example sequence-images are shown in Figure 1. 

Note how vibrations are captured directly in this sequence-
images because a variation in the axial distance causes a phase 
shift in the fringes. Such phase shift can be readily detected by 
measuring the relative horizontal shift in each line. This was 
done by Fourier transforming each line independently and 
extracting the phase of the main spatial frequency component, 
which is readily identified from its high magnitude in the Fourier 
transform. Finally, the phase of such Fourier component is 
related to the amplitude of the relative shift by a simple relation: 
a complete period of 2π radians corresponds to a distance of 

λ/2, where λ is the nominal wavelength of the light. In all, the 
amplitude of vibration over time is computed from each 
sequence-image, where the displacement: 

� =
� ∗ �

4�
(1) 

where �  is the phase of the fringes. Since calculation of 
displacement (used here to determine the amplitude of 
vibration) is determined by the physics of light interference, 
there is no calibration involved and accuracy is intrinsically very 
high.  The main uncertainty for accuracy is the determination of 
the effective wavelength, which is of course set by the light 
source but also affected by the numerical aperture of the 
objective used. Besides this, other sources of error include: the 
error in identifying the fringe frequency associated with the 
sample tilt (which is arbitrary), and the error in determining the 
phase value of the frequency component from each noisy line-
image. These sources of error are in practice zero-mean 
perturbations and affect only the precision of the 
measurements. We assessed their overall impact directly from 
measurements: we measured the instrument noise by acquiring 
sequences of unperturbed samples over time in an isolated 
environment, such that, variations could be associated only to 
measurement errors. Such instrument noise was measured to 
be below 1 nm.  

Figure 1. Example of sequence-images obtained from accumulating fringe profiles over time. The horizontal direction captures the fringes 
generated by the interferometer imaging a tilted mirror. The vertical direction captures the variation over time. The series correspond to a duration 
of 5 seconds. In the different examples, sporadic knocks on the table induce vibrations that are captured by the sequences, acquired at 1 kHz. 

Figure 2. Response of the speaker at different frequencies, 
measured using a microphone. 
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For qualitative illustration, the response of the system to 
external knocks on the optical table was measured, and some 
examples are shown in Figure 1. It can be visually appreciated 
how knocking on the table causes a vibration, with particular 
dominant frequencies, that attenuate over time at a given rate. 

Because the aim is to assess the impact of vibrations into the 
measurements, the time-frequency components of the 
extracted amplitude sequences were analysed, when the system 
is perturbated by acoustic input at various frequencies. To do 
this, the power spectral density (PSD) of the time series was 
calculated using the Welch method, for each stimulus. 
Experimentally, the perturbation was applied by playing a pure 
frequency sound on a 4 inch subwoofer speaker placed close to 
the optical profiler. Of course, the speaker does not have a 
constant spectral response, and to have an indication, the 
response of the speaker using a microphone (Rode, Lavalier) was 
measured, which is shown in Figure 2 for reference. The 
microphone has its own spectral response, but vendor 
specifications indicate that the variation is below 5 dB in the 
range of 40 Hz to 130 Hz [9]. 

3. Results 

3.1 Vibration induced by knocking the optical table 
As mentioned earlier, a qualitative assessment of the method 

by measuring the vibrations induced by sporadic knock on the 
optical table was performed. Results are shown in Figure 1, 
where the impact of vibrations and their attenuation over time 
is evident. This suggests that the system requires roughly 
5 seconds to stabilize. 

3.2 Vibration from induced vibration with controlled acoustic 
input 

Here it is analysed how vibrations generated from acoustic 
input at different frequencies are transferred to the system. This 
includes how well each input is relatively attenuated and also 
how other resonant frequencies are excited, as a transmission 
matrix. 

Figure 4. The calculated Power Spectral Density of the vibration 
amplitude induced in the interferometer is shown for the selected 
excitation frequencies. Blue and red representing with and without 
active anti vibration table respectively.

For each specified input frequency within the range of 40 to 
130 Hz, a perturbation lasting 5 seconds was introduced, and 
the corresponding sequence-image was recorded. Examples of 
sequence images obtained with excitations at 70 Hz and 75 Hz 
are shown in Figure 3. The experiment was repeated in two 
different scenarios: with the system directly on an optical table, 
and with the system installed on an active anti-vibrational table. 

Results are shown in Figure 4 and Figure 5, on a linear scale 
and in a form of a pseudo-coloured transmission matrix, 
respectively. In the case of pseudo coloured transmission matrix, 
each row of the matrix corresponds to a single pure acoustic 
frequency excitation, and the values shown across columns 
correspond to the impact generated at the images (following a 
PSD calculation). As expected, the matrix has a strong diagonal, 
but resonances appearing at harmonics of the excitation 
frequency also appear. Other intrinsic resonances should appear 
as vertical features, i.e. that are excited at any (or a range of) 
frequency. For example, small but detectable perturbations are 
noted at frequencies close to 30 Hz and 50 Hz.  

Secondly, the results were repeated with the system installed 
on an anti-vibrational table. Active anti-vibrational tables play a 
crucial role where mitigating vibrations is imperative. In this 
study, the response of a system was assessed mounted on the 
Accurion® i4 table, as depicted in Figure 4. Lower PSD values are 
observed due to the effect of the anti-vibrational table. Results 
are shown in Figure 4. Similarly, we can observe the appearance 
of harmonics. Vibrations at 30 Hz and 50 Hz are now more 
attenuated, arguably through the anti-vibrational table, 
although the perturbation at 30 Hz is still noticeable, perhaps 
being associated to another intrinsic vibrational mode of the 
structure. 

4. Conclusions 

In this work, an effective method of quantifying the vibration 
was developed, based on the analysis of the time series of 
images obtained from Mirau type interferometric objective, 
with sampling rate of 1 kHz. The instrumental noise of the 
developed technique was calculated to be below 1 nm in our 
prototype. Using this method, the transmission matrix that 
characterises how external perturbations (in this case, in the 
form of acoustic excitation) are transferred and impact the 
system was measured. 

Various methods are available for monitoring vibrations, with 
MEMS-based sensors being ideal if sufficient sensitivity is 
achieved. Other types, such as capacitor-based sensors  

Figure 3. Sequence images obtained for input acoustic excitation at
(left) 70 Hz and (right) 75 Hz, as example acquisitions. 
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employed in PIEZO, and external accelerometers with piezo 
functionality, are also valuable. However, the proposed method 
provides an alternative approach, efficient and easily 
implementable in the interferometers without necessitating 
additional hardware. Furthermore, the measurements are 
performed directly on the same camera that is used to operate 
the interferometer. 

Using the developed tool, the impact of forced vibration 
induced by acoustic noise was observed. Notable effects 
included blurring and jagged fringes, with the resonance 
amplitude (response to acoustic noise) measuring around 
50 nm. The dominant frequencies mirrored the disturbance 
frequency, exhibiting effects at double and triple frequencies. 

The tool offers a straightforward means of determining the 
adequacy of ambient conditions for metrology measurements. 
It proves valuable for product development, providing a tool to 
assess anti-vibration performance effectively. The ease of 
implementation makes it a practical asset for evaluating the 
ambient environment's suitability for precise metrological 
measurements and contributes to the ongoing development of 
the optical equipment. 
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Abstract 

Numerous structured surfaces with composite materials are widely applied in advanced manufacturing. Hybrid structured-light 
metrology system has been proposed for in-line form measuring of the structured surfaces with both reflective and 
diffuse characters. A hybrid structured-light metrology system contains a fringe projection profilometry (FPP) subsystem and a phase 
measuring deflectometry (PMD) subsystem. Each subsystem measures rough surfaces and specular surfaces based on structured-
light projection and reflection principle, respectively. Accurate calibration of the system is a challenge and highly influences the data 
stitching accuracy of the subsystems. In this paper, calibration technique is studied for the hybrid structured-light system to achieve 
good measurement accuracy. Specific targets are designed and manufactured for the calibration. Novel calibration algorithms are 
studied based on the calibration targets. Details of the calibration procedure are presented and discussed. Experiments have been 
conducted and verified the effectiveness of the proposed calibration technique by measuring structured composite samples with a 
calibrated portable hybrid structured-light metrology prototype. Experimental results demonstrate that the proposed calibration 
technique can significantly improve the data fusion accuracy and the prototype can achieve good measurement accuracy based on 
the proposed calibration technique. 

Keywords: Optical metrology; Three-dimensional measurement; Structured light technique; Structured composite surfaces; Calibration. 

1. Introduction  

In-line surface measurement is an important section but still a 
challenge for precision and ultra-precision machining. Current 
widely used surface metrology techniques, such as coordinate 
measuring machine and stylus profilometer are hardly applied in 
in-line metrology due to their disadvantages of low 
measurement speed and large volume. By contrast, structured-
light metrology techniques, such as fringe projection 
profilometry (FPP) [1-3] and phase measuring deflectometry 
(PMD) [4-6] have obvious benefits in fast speed, simple system 
configuration, and light weight. They are hot-topics in in-line 
surface form measurements but still have limited measurement 
ability affected by the reflective properties of the tested 
surfaces’ materials. FPP reconstructs a measured surface’s form 
data based on the scattered structured-light patterns on the 
surface. Therefore, it can only measure rough surfaces. PMD 
measures based on structured-light reflection and is only good 
at measuring specular surfaces. 

Hybrid structured-light technique [7-8] has been studied to 
increase the measurement ability of structured-light technique, 
which combining the advantages of FPP and PMD. FPP 
subsystem and PMD subsystem work independently. The 
reconstruction data from the subsystems can be fused together 
to generate a completed form of the measured surfaces. Thus, 
hybrid structured-light technique has obvious advantage in 
measuring more wider range of surfaces with different reflective 
characteristics. An accurate data fusion between the subsystems 
is essential to achieve high measurement accuracy of the hybrid 
structured-light technique. Martin et al. studied a method to 
calibrate the subsystems based on a special designed target for 
a good data fusion [9]. The designed target consists of several 

specular surfaces and rough surfaces and is difficult to be 
manufactured. In order to increase data fusion accuracy of the 
subsystems of hybrid structured-light technique, a flexible 
calibration technique is investigated based on calibration targets 
that can be easily manufactured. Details of the calibration 
algorithms and strategy are also presented. 

2. Principle and method      

2.1. Measurement principle and system  
Figure 1 presents an illustration of a stereo-camera hybrid 

structured-light metrology system [9]. The system contains two 
cameras, a projector and a screen. The cameras and the screen 
form a stereo PMD system, which measures reflective surfaces. 
Vertical and horizontal phase measuring profilometry 
(PMP) patterns are generated by a computer, displayed on the 
screen, and captured by the cameras through the reflection of 
the measured surfaces. The measured surfaces’ form data can 
be calculated based on the captured fringe patterns. One of the 
cameras and the projector generate a FPP system, which can 
measure the form of rough surfaces. PMP patterns generated by 
the computer are projected by the projector on the measured 
surface and captured by the camera. FPP reconstructs the 3D 
data of the measured surfaces based on the captured 
structured-light patterns. The reconstructed 3D data of PMD and 
FPP are fused to generate the final output. 
  In our proposed hybrid structured-light metrology system [9], 
a plate beam splitter (BS) is applied to fold the optical 
beam paths to decrease the system volume. Figure 2 illustrates 
an equivalent configuration of the system. 
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Figure 1. Illustration of the principle of the hybrid structured-light 
metrology technique  

Figure 2. Illustration of configuration of a hybrid structured-light 
metrology system 

2.2. Calibration method      

Figure 3. Illustration of the calibration of a hybrid structured-light 
metrology system 

Figure 4. Diagram of the proposed hybrid structured-light metrology 
system calibration technique

Calibration is an essential process to obtain the imaging 
parameters of the hybrid structured-light metrology system for 
the surfaces’ form reconstruction. This process also plays an 
important role in the data fusion between FPP subsystem and 
PMD subsystem. Figure 3 illustrates the purpose of the 
calibration process, which is to calculate the imaging parameters 
of the cameras (denoted as ��  and �� , respectively), the 
relationship between the cameras (using {��}  and {��}  to 
express the Camera 1 coordinate system and the Camera 2 
coordinate system, respectively), the projector’s imaging 
parameter (denoted as ��), the relationship between {��} and 

the projector coordinate system (expressed with {��}), and the 

relationships between equivalent screen coordinate system 
(denoted as  {�} ), {��} , and {��} . Figure 4 illustrates the 
strategy of the proposed calibration technique. A rough ring 
calibration target is placed at several arbitrary positions during 
the calibration process. The centre of the rings on target can be 
extracted through imaging processing. The ring centres are used 
as feature points to obtain ��, ��, and the relationship between 
{��}  and {��} , based on pin-hole model [10]. ��  and the 

relationship between {��}  and {��}  can be obtained by 

projecting fringe patterns on the rough ring target [11]. The 
relationships between {�} , {��} , and {��}  can be calibrated 
based on the previous method [12] by using an optical flat. The 
ring centres of the rough calibration target can be reconstructed 
with two ways. One is the stereo cameras based on stereo vision 
algorithm [10]. Another is to calculate the 3D positions of the 
ring centres by using FPP. Using �  to denote as the 
reconstructed 3D position of the ring centres by FPP,  � express 
the corresponding reconstructed data by the stereo cameras. 
The relationship between the stereo vision system and the FPP 
system can be calculated based on Eq. (1). 

� =  ��_� � + ��_� (1) 
where ��_� and ��_�  present the transformation relationship 

from the FPP system to the stereo vision system. A specular ring 
calibration target is used to obtain the relationship between 
stereo vision subsystem and PMD subsystem. A specular ring 
calibration target is applied to obtain the relationship between 
the stereo cameras system and the PMD system. The ring 
centres on the specular target can be reconstructed by the 
stereo cameras system and the PMD system, respectively. 
Denoting � as the reconstructed 3D data by the stereo cameras 
and � as the reconstructed data by the PMD, respectively. The 
relationship between the stereo cameras system and the PMD 
system can be obtained according to Eq. (2). 

� =  ��_� � + ��_� (2) 
where ��_� and ��_�  are the transformation relationship from 

the stereo cameras system to the PMD system. Equation (3) can 
be used to conduct the relationship between the FPP system and 
the PMD system. 

�
��_� = ��_���_�

��_� = ��_���_� + ��_�
(3) 

where ��_� and ��_�  represent the transformation from the 

FPP system to the PMD system. The reconstructed data from the 
FPP system and the PMD system can be fused accurately based 
on ��_� and ��_�. 

3. Experiment and results

A hybrid structured-light metrology prototype has been 
developed and calibrated with the proposed technique. Figure 5 
shows pictures of the captured texture of the rough ring 
calibration target and the extracted feature points. Figures 5(a) 
and 4(b) are the texture captured by the Camera and the Camera 
2, respectively. Figures 5(c) and 5(b) illustrate the extracted 
feature points on the texture pictures. Calibration results of the 
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optical parameters of the stereo cameras system is illustrated in 
Figure 6. Calibration error of the Camera 1 and the Camera 2 in 
stereo cameras system are demonstrated in Figures 6(a) and 
6(b), respectively. The calibration error of the stereo cameras 
system is within ±1  pixel. Figure 7 displays pictures of the 
calculated phase data of the optical flat. Figures 7(a) and 7(b) are 
the phase data obtained by the Camera 1 in horizontal and in 
vertical, respectively. Figures 7(c) and 7(d) are the phase data 
calculated by the Camera 2 in horizontal and in vertical, 
respectively. Figure 8 illustrates calibration results of the PMD 
system. Figures 8(a) and 8(b) demonstrate the calibration error 
of the Camera 1 and the Camera 2 in PMD system, respectively. 
The calibration error of the PMD system is within ±5  pixels. 
Figure 9 shows pictures of the phase data of the rough ring 
calibration target obtained from the FPP system. Figures 9(a) 
and 9(b) are the horizontal and vertical phase data obtained by 
the Camera 2, respectively. Calibration results of the FPP system 
is shown in Figure 10. Reprojection error of the Camera 1 and 
the Camera 2 in FPP system are illustrated in Figures 10(a) and 
10(b), respectively. The calibration error of the FPP system is 
within ±1 pixel. Figure 11 shows pictures of the obtained phase 
data of the specular ring calibration target. Figures 11(a) and 
11(b) illustrate the horizontal and vertical phase data obtained 
by the Camera 1, respectively. Figures 11(c) and 11(d) 
demonstrate the horizontal and vertical phase data obtained by 
the Camera 2, respectively. Figure 12 displays pictures of the 
captured texture of the specular target and the extracted 
feature points. The texture captured by the Camera 1 and the 
Camera are shown in Figures 12(a) and 12(b). The extracted 
feature points of the texture pictures are illustrated in Figure 
12(c) and 12(d). Figure 13 illustrates the calibration results the 
relationship between the subsystems. Figure 13(a) compares 
the reconstruction error between the stereo cameras system 
and the FPP system. Figure 13(b) is a comparison of the 
reconstruction error between the stereo cameras and the PMD 
system. The experimental results demonstrate that 
reconstruction error between the subsystems is decreased to 
around 50 µm by applying the proposed calibration technique. 
A structured composite workpiece has been measured by the 
hybrid structured-light metrology system calibrated by the 
proposed calibration technique. Figure 14(a) shows the picture 
of the measured workpiece. The reconstruction data of the 
workpiece is illustrated in Figure 14(b). The RMS of the 
reconstruction error of the rough surface and the specular 
surface are 24.8 µm and 0.4 µm, respectively. 

Figure 5. Pictures of the captured texture of the rough ring calibration 
target and the extracted feature points. (a) The texture captured by the 
Camera 1; (b) the texture captured by the Camera 2; (c) the extracted 

feature points of the Fig. 4(a); (d) the extracted feature points of the Fig. 
4(b).

Figure 6. Calibration results of the optical parameters in the stereo 
cameras system. (a) Reprojection error of the Camera 1 in stereo vision 
system; (b) Reprojection error of the Camera 2 in stereo vision system 

Figure 7. Pictures of the obtained phase data of the optical flat. (a) The 
phase data in horizontal obtained by the Camera 1; (b) phase data in 
vertical obtained by the Camera 1; (c) the phase data in horizontal 
obtained by the Camera 2; (d) phase data in vertical obtained by the 
Camera 2.

Figure 8. Calibration results of the optical parameters in the PMD 
system. (a) Reprojection error of the Camera 1 in PMD system; (b) 
Reprojection error of the Camera 2 in PMD system  

Figure 9. Pictures of the obtained phase data of the rough ring 
calibration target. (a) The phase data in horizontal obtained by the 
Camera 2; (b) phase data in vertical obtained by the Camera 2
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Figure 10. Calibration results of the optical parameters in the FPP 
system. (a) Reprojection error of the Camera 1 in FPP system; (b) 
Reprojection error of the Camera 2 in FPP system  

Figure 11. Pictures of the obtained phase data of the specular ring 
calibration target. (a) The phase data in horizontal obtained by the 
Camera 1; (b) phase data in vertical obtained by the Camera 1; (c) the 
phase data in horizontal obtained by the Camera 2; (d) phase data in 
vertical obtained by the Camera 2.

Figure 12. Pictures of the captured texture of the specular ring 
calibration target and the extracted feature points. (a) The texture 
captured by the Camera 1; (b) the texture captured by the Camera 2; (c) 
the extracted feature points of the Fig. 11(a); (d) the extracted feature 
points of the Fig. 11(b).

Figure 13. Calibration results the relationship between the subsystems. 
(a) a comparison of the reconstruction residual between the stereo 

vision subsystem and the FPP subsystem; (b) a comparison of the 
reconstruction residual between the stereo vision subsystem and the 
PMD subsystem 

Figure 14. Measurement result of the structured composite workpiece. 
(a) A picture of the measured workpiece (b) the reconstruction data after 
data fusion of the subsystems  

4. Conclusion

A calibration technique has been studied for hybrid 
structured-light system. Calibration targets, calibration 
algorithm, and strategy are described and discussed in this 
paper. The proposed calibration technique is easily conducted 
and has good calibration accuracy.  More experiments will be 
conducted to test the calibration technique in the next step. 
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Abstract 

Geometrical metrology involves capturing large data sets (point clouds, images, voxels, etc.). From these, pertinent information is 
extracted. When using imaging sensors and Computed Tomography (CT), a key step is Contour Identification, i.e., the identification 
of the transition between the workpiece and its surroundings. While several methods can be used for contour identification, most 
rely on thresholding techniques, but alternative methodologies like Virtual Image Correlation (VIC) are being increasingly studied.  
This work investigates two VIC methods, focusing on filtration effects embedded in the mathematical definition of the virtual 
contours. The two methods are based on mode decomposition and B-spline parametric curves. The analysis was conducted on images 
representing cross-sections of additively manufactured lattice structures. A relation between the curve parameters and the cut-off 
frequency �� , as defined in standards, has been proved to be effective. This gives new prospects for implementing emerging methods 
in relation to filtration as defined in ISO GPS standards and additive manufacturing parts verification. 

Additive Manufacturing, Lattice structure, Virtual Image Correlation, ISO GPS standards, Filtration, B-spline, Mode decomposition  

1. Introduction

Geometrical Product Specifications and Verification (GPS) 
standards have been developed over the years to ensure 
consistent methods to perform feature operations, from design 
to production up to verification, adapting to diverse functional 
requirements. Additive Manufacturing (AM), especially in 
complex design geometries such as lattice structures (LS), 
introduces new engineering challenges for GPS. Traditional 
contact measuring systems are impractical for part verification, 
leading to the use of computed tomography (CT) and other non-
destructive measuring technologies for quality control. CT 
generates voxel-based data, whose values are linked to the 
density of each point in the scanned volume, requiring contour 
identification for reconstructing the object's surface. Most 
methods rely on thresholding [1] (e.g., ISO50%), but new 
algorithms are being developed exploiting Virtual Image 
Correlation (VIC) strategies [2][3].  
Virtual Image Correlation is a boundary detection process based 
on creating a virtual image defined by a mathematical 
parametric equation that will then be deformed to best 
represent its real counterpart. The deformation is guided by the 
minimisation of a score function that compares the virtual and 
the actual images (Fig. 1):  

{�} = arg{�} min Φ(�)                                                              (Eq. 1) 

{�} is the vector of values displacement for each parameter that 
defines the mathematical contour. The correlation score 
function, denoted as Φ(�) in Eq.1, is derived by summing the 
squared differences between corresponding pixels in the virtual 
and real images across the entire image. A displacement field 
�(�) is applied to the virtual image �. The optimal value of {�}

is computed to obtain the deformation field �(�) that minimise 
the correlation score function Φ.  

Φ = ∬ [�(�) − �(� + �(�)]� ����
���

                                (Eq. 2) 

For this work, two VIC methods have been investigated. The 
first, V2C, developed by De Pastre et al. [3], relies on the modal 
decomposition of the mathematical contour, i.e., the contour is 
described as the sum of different vibration modes applied to a 
circle. The second one, DBACD, part of a work still in progress, 
describes the contour using a B-spline parametric curve. The 
working principle is the same as the V2C, but in this case, instead 
of iteratively changing the amplitude of different modes, the 
algorithm computes a set of (x,y) displacements for each of the 
b-spline control points. 

                (a)    (b)          (c) 
Figure 1. De Pastre et. al [3], Illustration of 2D VIC method applied to a 
vertical 90° strut: CT measurement image (a), initial virtual shape (b) and 
correlated final virtual shape (c) 

This study focuses on contour analyses of a cylinder section of 
a lattice structure strut. The evaluation of circular profiles is 
described in the ISO standards 12181-1/2 [4, 5], to establish the 
series of operations required. Point filtration is one key step. 

In the case of a CT-scanned LS, the contour points of the strut 
section are extracted with the ISO50% method. These sections are 
characterised by geometrically more complex defects if 
compared with traditionally manufactured cylinders (the 
relative size of the defects is greater, and in some cases, 
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undercuts may be detected). Therefore, applying standard 
algorithms to filter and separate the roughness and waviness 
profile components is difficult.  

This work aims to investigate this filtration effect embedded in 
the mathematical parametrization of the virtual contours and 
see if there is any relationship between those parameters and 
the cut-off frequency ��  as defined in ISO 16610-21:2011 [6].  

2. Material and Methods

The numerical experiment performed for this research 
consists of a comparison between the filtered contour according 
to ISO 16610-21:2011 [6] with the one obtained with the two VIC 
methods. The contours are extracted from a CT section of a Laser 
Powder Bed Fusion (LPBF) additively manufactured vertical 
cylinder, used in previous works [2], with 0.6 mm radii and 5 mm 
length and produced on an Addup FormUp 350 machine using 
Inconel 718 powder. 

Figure 2. CT measurement section of 90° strut: 0.6 mm in radii and 5 mm 
in length  

The image (Fig. 2), extracted from a Computed Tomography 
volumetric scan, is first analysed with ISO50% to detect its 
contour. The (x, y) coordinates from the extracted contour are 
then processed to remove the undercuts and fulfil the 
requirement for applying an ISO 16610-21 Gaussian filter. The 
image is also analysed with the two VIC methods. 

The three contours (ISO50%+gaussian, VIC mode and VIC B-
spline) are then compared with filtering parameters according 
to Eq.3: 

�� =
����

�
=

���

�
                               (Eq. 3) 

with �� number of modes used for V2C and ��� number of 

control points used to define the B-spline. 
This comparison has been run with different values of �� =

[5 15  50] undulation per revolution (upr).  

3. Results and Conclusions

In this section, the output of this numerical experiment is 
reported. In Fig. 3-4-5, it is possible to highlight the visual 
contour comparison for each filtering technique. One can 
immediately appreciate how the three filtered closed profiles 
are similar in the representation of geometrical defects, and 
especially how local differences tend to decrease progressively 
with increasing �� . Further investigation could be carried out by 
testing different cut-off frequencies and sections; quantitative 
deviation could be plotted. In addition, roundness values could 
be computed and compared along the different ��  between the 
three filtration methods. Thanks to the relation described in Eq. 
3, it becomes feasible to employ VIC methods for extracting 
contours filtered at a specific �� , even in the presence of 
geometries that would typically hinder the use of standard 
methods. Deviations can subsequently be calculated as the 
distance between the raw data and the smoothed contour, 
enabling the extraction of roughness information. This could 
provide insights for the development/update of GPS standards 

applied to lattice structures and, more generally, to additive 
manufacturing parts. 

Figure 3. Contour comparison between ISO50% (blue), ISO50% + Gaussian 
filtration (green), DBACD (red) and V2C (magenta) - �� = 5 ���

Figure 4. Contour comparison between ISO50% (blue), ISO50% + Gaussian 
filtration (green), DBACD (red) and V2C (magenta) - �� = 15 ���

Figure 5. Contour comparison between ISO50% (blue), ISO50% + Gaussian 
filtration (green), DBACD (red) and V2C (magenta) - �� = 50 ���
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Abstract 

In order to improve the focus quality and efficiency of Mini/MicroLED chip panel defect detection, we focus our research on visual 
focusing and levelling techniques. This paper reports on the construction of Image focus evaluation method based on Gaussian fuzzy 

difference（F-GFD）, and the and the method of focus adjustment and leveling based on ZTTθ leveling and correcting motion stage 

is also proposed. By optimising and adjusting the parameters, the image focus evaluation method（F-GFD）has a high focus 

resolution and high sensitivity effect, which has an axial resolution better than 1.25 μm axial resolution. Experiments show that the 

image focus evaluation method（F-GFD）combined with ZTTθ stage can realize multi-points focus of Mini/MicroLED panel and the 

leveling process of panel and image plane, which further provides a basis for solving the defocus problem caused by panel warping 
in the defect detection of Mini/MicroLED chips. 

Focusing and leveling; Image focus evaluation; Gaussian fuzzy difference; Mini/MicroLED panels. 

1. Introduction  

Focusing and leveling is one of the important processes in 
display semiconductor manufacturing, which can compensate 
the errors caused by defocusing to ensure the quality of imaging, 
processing and improve the production yield of the circuit[1].

In the traditional optical system, CCD and laser generator are 
usually used to measure the height according to the triangle 
method to determine the defocus amount[2]. In recent years, 
Jian Wang et al. proposed grating shear interferometry to 
determine the out-of-focus amount and tangent slope of wafer 
by measuring the phase difference[3]. Canon and ASML 
companies used photoelectric detection array, CCD array and 
other detectors to achieve focusing and leveling measurement 
in the way of grating array and spot array. Nikon proposed to 
reduce the ASD error by placing polarizer between the lens and 
the silicon wafer to improve the process adaptability of the 
focusing and leveling system, which detects the light intensity of 
each polarization[4]. The gain coefficient of the focusing and 
leveling sensor is simulated and tested by the Institute of 
Microelectronics of the Chinese Academy of Sciences[5]. The 
results showed that the calibration sensor system can effectively 
reduce the variation of thickness of different materials of 
semiconductor panels. Yonghong Wang proposed a new 
focusing algorithm to complete the focusing process of TFT-LCD 
panels and improved efficiency[6]. 

In general, there were two dominant approaches to solving 
the focus levelling problem, one is the principle based on 
measuring surface height by optical triangulation and the other 
is to ensure defocus amount by adding sensors. For the display 
panels, active focusing or passive focusing is basically adopted 
for single position focusing, but there are few studies on multi-
point focusing or focusing and leveling of the display panel. 
Therefore, in order to solve the problem of defocusing due to 
panel warping in Mini/MicroLED chip defect detection, the 
image focus evaluation method based on Gaussian fuzzy 

difference is proposed, and the feasibility of focusing and 
leveling technology is verified by combining with ZTTθ leveling 
and correcting stage. 

2. Image focus evaluation method based on Gaussian fuzzy 
difference  (F -GFD) 

 2.1 Fuzzy formation and mechanism of defocusing imaging
In the optical imaging model, the object to be measured will 

present different clarity basing on its own location in the visual 
system. With the movement along the direction of the optical 
axis, there will be sharp to blur with out-of-focus amount 
changes. The optical imaging simplified model shown in Fig. 1.  

u

v

o
CMOS/CCD

Image plane

Out-of-focus amount

Depth of focus

Focused plane Front depth of field

Rear depth of field

Figure 1. Simplified model of optical imaging 

At the same time, the process of focusing to defocusing can be 
regarded as the process of transforming the focused image 
through a certain degenerate model. Thus, without considering 
linear space, the defocused imaging model can be expressed 
simplistically as: 

( , ) ( , ) ( , )i iF x y F x y h x y  (1) 
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From(1), the subscript i is the sequence number corresponding 

to the position moved along the optical axis direction; ( , )F x y is 

the focused image; ( , )iF x y is the image acquired at the position 

corresponding to sequence number i; ( , )ih x y is the 

degenerated model corresponding to ( , )F x y . 
In practice, due to the existence of a certain symmetry 

between the foreground depth and the background depth, the 
degenerate model is fitted by a Gaussian function. The degree 
of degradation is determined by the size of the standard 
deviation σi, so that the larger the standard deviation will have 
higher degree of fuzzy and degradation. The representation of 
image is usually a two-dimensional discrete signal, so hi(x,y) can 
be represented by a two-dimensional Gaussian function: 

2 2

2

1
( , ) exp[ ]

22
i

ii

x y
h x y




  (2) 

2.2. Addition of Gaussian fuzzy difference      
From 2.1, it can be understood that the key of visual focusing 

technique makes the object under test in the focusing plane so 
that it can be clearly imaged. Among them, the sharpness 
evaluation value obtained by the image focus evaluation 
method will be an important basis for judging whether it is 
located in the focus plane. 

A Gaussian kernel convolution operation with a determined 

standard deviation is performed on the images acquired by the 

vision system, in other words, Gaussian blur is added to the 

original imaging model. Therefore, the image obtained from the 

out-of-focus imaging model in Section 2.1 by blurring the 

Gaussian again is ( , )if x y ,which can be expressed as[7]: 

( , ) ( , ) ( , ) ( , ) ( , ) ( , )i i if x y F x y h x y F x y h x y h x y     (3) 

From (3): ( , )h x y  is the Gaussian kernel convolution whose 

standard deviation has been determined.  

Eq. ( , ) * ( , )ih x y h x y can be written as an expression in 

accordance with the principle of multiplication of Gaussian 

convolution kernel: 
2 2

2 22 2

1
( , ) ( , ) exp

2( )2
i

ii

x y
h x y h x y

   

 
   

   
(4) 

From (4), the standard deviation of the new Gaussian 

convolution kernel is 
2 2
i  , which can be compared with 

the standard deviation of the out-of-focus imaging model in 

(2)and the standard deviation of completely fuzzy imaging 

model to obtain the magnitude relation , denoted as: 
2 2

dimi i      (5)

From (5), dim  is the standard deviation of the Gaussian 

convolution kernel used to make the focused image ( , )F x y

completely fuzzy. According to the way of adding the standard 

deviation of the Gaussian kernel convolution operation, it had 

already determined the standard deviation of the new Gaussian 

convolution kernel is 
2 2
i  can only be constantly 

converged to dim .  
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Figure 2. Comparison of grey scale difference between images  
before and after processing  

According to Section 2.1, the larger the standard deviation of 

the Gaussian convolution kernel is, the more significant the 

blurring effect on the image. Therefore, for the image joining the 

Gaussian kernel convolution operation whose standard 

deviation has been determined, the comparison of grey scale 

difference values before and after processing will be shown in 

Fig. 2. 

The blue curve in Figure 2 is the expression of the original out-

of-focus imaging fuzzy model in the form of grey scale 

difference, because the change of σi makes a series of images in 

the focusing plane, in the two directions of front and rear depth 

of field to show a tendency to reduce the value of maximum 

grayscale difference respectively (have a gradually blurring 

tendency). The red curve represents the original out-of-focus 

imaging fuzzy model added to the Gaussian kernel convolution 

of standard deviation has been determined after the formation 

of the model, the standard deviation of the standard deviation 
2 2
i   will decide to images in the focusing plane, 

respectively, the grey scale difference show a  similar  tendency 

as blue curve in the two directions of front and rear depth of 

field. 
Combining the equation (5) with the comparison of the red 

and blue curves, it can be clearly seen that if the acquired image 
is in-focus, the image after the second Gaussian convolution will 
have obvious grey value differences (obvious blurring). If the 
acquired image is out-of-focus, the grey value difference 
(blurring) of the image after the second Gaussian convolution 
change less. Therefore, the grey value differences (blurring) 
decrease with the increase of out-of-focus amount. The 
difference between the blurred image and the original image 
can be used as a criterion for sharpness evaluation and as a basis 
for defining the focus position. 

The difference between ( , )iF x y and ( , )if x y is caused by 

processing after quadratic Gaussian convolution, so the value of 
the standard deviation of the Gaussian convolution sum has a 
close relationship with the sensitivity of the algorithm, and at 
the same time, in order to satisfy the stability of the Gaussian 
kernel matrix operation, there is the following relationship 
between the Gaussian convolution kernel and the mask size[8]: 

1
0.3 1 0.8

2
sizek


   

    
  

(6)

From (6), ksize is the mask size size, so the value needs to be taken 
to satisfy that the equation holds. 

The difference between ( , )iF x y and ( , )if x y can be expressed 

by the difference between the global variance values of the two 

images, then the clarity evaluation result of a single image can 

be expressed as: 

cov[ ( , )] cov[ ( , )]i iDiff abs F x y f x y  (7)

From (7),Diff is the difference of the variance value, and also 
represents the clarity evaluation result of the image; cov(*)
means calculating the global variance of the image; abs(*)
means taking the absolute value. 

According to the relationship between the values of equation 
(6), if the Gaussian standard deviation is taken as 0.8, 1.1, 1.4, 

1.7，the mask size of the Gaussian convolution kernel should be 
3*3, 5*5, 7*7, 9*9 respectively. So the completeness of the 
convolution operation can be guaranteed according to this 
principle. The difference between the images before and after 
processing is calculated through the arithmetic relationship of 
the equation (7) to obtain the clarity evaluation value, and the 
results for the same set of images processing are shown in Fig. 3. 
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Figure 3. Clarity evaluation results after different Gaussian standard 
deviation treatments 

2.3. Algorithm Effectiveness Validation and Focused Evaluation 
Metrics   

Prior to this, many researchers have proposed spatial domain-
based focus evaluation algorithms, including the most common 
gradient sum-of-squares function (Sobel operator), gradient 
filtering function (Brenner operator), and Laplace function, and 
these traditional focus evaluation methods are also the most 
commonly used in the industry. Therefore, we propose an image 
focusing evaluation method based on Gaussian fuzzy difference 
to compare with traditional algorithms by means of quantitative 
evaluation, highlighting our advantages and indicators. Suppose 

the image size is m×n:

（1）Gradient filter function (Brenner operator) 

2

1 1

[ ( , 2) ( , )]
m n

Brenner
i j

F p i j p i j
 

   (8)

（2）Gradient sum-of-squares function (Sobel operator) 
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（3）Laplace function(Laplacian operator) 
2

aplace
1 1

( 1, ) ( 1, ) ( , 1)1

( , 1) 4* ( , )m n

m n

L
i j

p i j p i j p i j
F

p i j p i j 

     
      

 (11)

In accordance with Figure 2 effect comparison, the image 
focus evaluation method based on Gaussian fuzzy difference 
selects the fuzzy form with a mask size of 5*5 and a standard 
deviation of 1.1. The result obtained is plotted as a curve , which 
compared with the gradient sum-of-squares function, the 
gradient filter function, and the Laplacian function(as shown in 

Fig.5). 
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Figure 4. Comparison of the effect of different clarity functions 

Based on the statement of the Heisenberg uncertain principle 
and emulation of the autofocusing uncertainty measure[9],focus 
resolution can be defined by[10]: 

2
2

2

1
( ) ( )px x f x dx

f





     (12)

Conversion of integral form to discrete point superposition form： 
2

2

2
1

1
( ) ( )

n

p
i

i i f i
f




     (13)

The computed σ2 for different clarity functions shown in 
Figure4 are listed in Table 1. From Table 1, we can clearly see 
that the σ2 of Image focus evaluation method based on Gaussian 
fuzzy difference is significantly lower than other focus functions. 
This means that Image focus evaluation method based on 
Gaussian fuzzy difference has higher focus resolutions. 

Table 1 Computed focus resolutions for Fig.4

Focus Measure Sobel Lapacain F-GFD 
2 425.965 447.542 150.008 

3. Mini/MicroLED panels focusing and levelling process 
implementation 

In Mini/MicroLED AOI chip defect inspection and other pan-
semiconductor equipment, Mini/MicroLED panels are placed on 
the fixture and then transported to the workstation. Due to 
assembly problems and the panel warping phenomenon , 
Mini/MicroLED panels are not completely in the depth of field 
range and parallel to the camera's datum surface, which affects 
the inspection accuracy and efficiency. So it is necessary to 
adjust so that the panel is parallel to the focal plane. 

3.1 Focusing plane positioning accuracy experiment 
In order to verify the ability of the image focus evaluation 

method based on Gaussian fuzzy differences to layer along the 
optical axis direction (resolution of slice images).  

The experimental (Fig. 5) system consists of a vision system 
with a Z-direction objective displacement stage. The objective 
lens in the vision system is CCW-10x, which has a magnification 
of 10, a numerical aperture of 0. 28, and a depth of field of 3.5 
μm. Z-axis repeatability is less than ±500nm. 

Visual system

Z-direction objective 
displacement stage

Figure 5. Positioning accuracy experiment 

The system performs axial traversal scans and acquires images 
in 1.25 μm steps over a range of ±20 μm near the plane of focus, 
followed by resolution performance metrics analysis (Fig. 6). 
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Figure 6. Z-axis resolution performance specification
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The results are shown in Fig.6, it can indicate that when axial 
traversal scanning in the situation of 1.25μm step, the image 

focus evaluation method （ F-GFD ） achieves axial position 
resolution within 20 μm before and after the focusing position. 
Therefore the axial resolution is considered to be better than 
1.25 μm. 

3.2 Focusing and levelling process 
According to the motion characteristics of ZTTθ levelling and 

deskewing stage (Fig. 7) and the characteristics of focus levelling, 
the image focus evaluation method based on Gaussian fuzzy 
difference proposed in Chapter 2 is combined with ZTTθ levelling 
and deskewing stage to realise the Mini/MicroLED panel focus 
leveling process. 

Z1

Z2 Z3

Carrier platform

Linear motor

θ
Flexible 

hinge

Figure 7. ZTTθ levelling and guiding stage and simple model 

As shown in Figure 7, the ZTTθ levelling stage can achieve high-
precision pitch and yaw, but it needs to implement the motion 

strategy in conjunction with vision algorithms（F-GFD）  to 

reduce the influence of coupled and parasitic motions in the 

focusing and leveling process. This guarantees the completion of 
accurate focusing and leveling. 

Z1

Z2
Z3

F1

F2 F3

F1

F2 F3

Switch perspective

Figure 8. Schematic diagram of ZTTθ stage focusing and levelling 
movement 

As shown in Figure 8, Z1Z2Z3 are the support points of the stage 
(drive point); F1F2F3 are the focus points, which located in the 
same arc and located in the radius of Z1Z2Z3. Based on the 
existing positional relationship, the position height change of 
F1F2F3 can be inverted to solve the pending motion of the 
support point Z1Z2Z3 based on the motion position mapping 
relation. If F2 and F3 do the movement in the opposite direction, 
the plane composed of F1F2F3 is swinging on the axis of the 
centre line where F1 is located, theoretically, the position of F1

can be kept highly unchanged to achieve decoupling. The 
following movement process and strategy are also developed 
around this.The specific process is as follows: 
1. Firstly, the three-axis synchronised motion is adjusted to 
achieve the optimum image clarity within the vision system 
(image clarity evaluation function) to obtain the position F1; 
2. Keeping the height of Z1 unchanged, the system focuses on 
the F2 position to achieve optimal clarity through Z2 and Z3 for 
the opposite way of movement (the plane movement state is 
shown in Fig. 8 on the right). The Z2 height position is recorded 
after the focus search was completed; 
3. Continue to keep the height of Z1 unchanged, the system 
focuses on the F3 position to achieve optimal clarity through Z2

and Z3 for the opposite way of movement. The Z3 height position 
is also recorded after the focus search was completed; 
4. Z2Z3 were reached before the recorded position, focusing and 
levelling process is complete. 
By reproducing the above focus levelling strategy in the host  
computer, the overall process of focus levelling is completed in  
the experimental system (Fig. 9). 

Visual system

ZTTθ platform

XY-direction 
motion platform

Figure 9. Integral focusing and levelling experiment system construction 

From the results, the difference in the sharpness evaluation 
value of the focusing area F1F2F3 is very small and all of them can 
reach a clear state. Therefore, it is shown that the image focus 
evaluation method based on Gaussian fuzzy difference  (F -GFD) 
in conjunction with the ZTTθ levelling and deviation correction 
stage can complete the overall process of focus levelling. 

4. Summary

The image focus evaluation method based on Gaussian fuzzy 

difference （F-GFD）proposed in the paper can achieve axial 

resolution better than 1.25 µm, and the peak and focus 
resolution are improved compared with the traditional way. At 
the same time the focus evaluation method counts with the 
ZTTθ levelling and deskewing stage in conjunction with the focus 
leveling technology is able to complete the Mini/MicroLED panel 
focus leveling process, which provides a certain basis for solving 
the problem of Mini/MicroLED out of focus due to panel 
warping. Moreover, it has the advantage of lower cost and 
simpler operation process than the traditional optical 
triangulation principle or additional sensors. 
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Abstract 

Generating symmetrical layers of optical caustic beams using a specific configuration of cylindrical lenses is an innovative technique 
with potential application in precision alignment and other fields. The technique allows to shape the wavefront to generate a 
beam, which is layered in a plane creating a specific pattern consisting of different number of lines in a transversal plane, 
depending on the distance from the generator. Prior methods have produced similar beams using spatial light modulators. 
However, our approach with cylindrical lenses offers a marked reduction in setup complexity and cost, opening the possibility for 
new applications. The paper shows the possibilities of adjusting the generator for different applications by changing its parameters. 
Customization enables tailoring the beam characteristics to meet the unique requirements of different tasks, particularly in 
alignment. 

Non-diffracting Beams, Accelerator Alignment, Caustic Beams  

1. Introduction  

Optical caustics is a well-known phenomenon present in 
everyday life every time light is reflected or refracted by curved 
surfaces [1, 2]. Similarly, Optical Caustic Beams (OCB) are 
characterized by wavefronts by which the rays of light are 
strongly focused, creating characteristic patterns and beam 
trajectories, due to the interference.  

The discovery of Airy Beams (AiB), characterized by cubic 
phase, hence with odd symmetry, started the growing research 
field of caustic beams. This led to the discovery of Symmetric 
Airy Beams (SAB) [3] and Symmetric Pearcey Gaussian Beams 
(SPGB) [4]. All symmetric beams, characterized by the absolute 
valued cubic phase in the case of the SAB and quadratic phase in 
the case of the SPGB, are generated by phase profiles with even 
symmetry. OCB has application potential in particle 
manipulation [5], acceleration [6], or material processing [7]. 

The state-of-the-art for generating the mentioned beams uses 
a spatial light modulator (SLM) with the encoded Fourier 
spectrum of the desired beam and a lens that performs a spatial 
Fourier transformation [3, 4]. Numerous other generation 
principles employ specialized off-shelf components [8, 9].  
The possibility of a simple generation principle of non-
symmetrical AiB using on-shelf cylindrical lenses was reported in 
multiple works [10, 11].  

At CERN, non-diffractive beams are subject to intensive 
research regarding their useableness for the alignment of 
accelerator parts [12] and particle acceleration [13]. The OCBs 
have potential to be used as a reference for alignment thanks to 
their unique properties, mainly thanks their low divergence.  

Due to the vast size of the CERN accelerator complex a simple, 
scalable, and inexpensive solution for generating such beams is 
desired. In this work, we present the possibility of generating 
layers of OCB with even symmetry of the phase using plano-

convex cylindrical lenses, which would comply with the set 
requirements. We will be referring to these beams as Layer 
Beams (LB). The possibility of tailoring the beam properties for 
specific applications by varying the parameters and position of 
cylindrical lenses is also shown. To our best knowledge, this way 
of generation has never been considered.  

2. Methodology

The LB is generated by using a set of cylindrical lenses (Fig 1). 
The first lens (phase lens - PhL) is illuminated by a Gaussian 
beam. This lens functions as a phase modulator similar to SLM. 
Hence, the phase of the light is modulated in such a way that it 
has even symmetry. This phase modulation occurs in a specific 
interval of distances behind the PhL, which is different for each 
lens. This interval is characterized by the fact that local phase 
profiles have even symmetry and are convex after unwrapping. 
These phase profiles are not the same in each plane. An example 
of the wrapped and unwrapped phase modulation can be seen 
in Fig. 2. Note that the focal length of the PhL needs to be 
relatively short to achieve the desired phase modulation. 

Figure 1. Layer Beam generator
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One can also analyse the wavefront in a plane directly behind 
the PL. This wavefront is convex and has even symmetry, similar 
to the phase behind the PhL. The local slope of the wavefront 
defines the caustic properties, meaning how the rays are 
focused. 

The projection lens (PL) is used as a spatial Fourier 
transforming element. The phase in the focal distance (Fpl) from 
the PL is Fourier transformed, and the LB is consequently 
generated. This means that changing the distance between the 
lenses (Lpl) affects the plane position from which the phase 
profile will be transformed. The focal length of the PL affects the 
Fourier transformation's spatial scaling, hence the beam's 
properties.  

Altering the Lpl distance affects the position of the beam's 
focus and beam curvature. Changing the PL’s focal length affects 
the beam's spatial parameters. Using the long focal length 
generates a smaller focus, meaning thinner lines in the 
transversal profile (Fig. 4). 

3. Results

The simulation of the LB generated using on-shelf PhL Thorlabs  
LJ1918L1 with a focal length of 5.79 mm together with PL 
Thorlabs LJ1703RM with a focal length of 75 mm was done in 
VirtualLab Fusion©. The Lpl distance was 82 mm. Fig. 2 shows 
the wrapped and unwrapped phase behind the PhL.  

Figure 2. a) Wrapped phase behind the PhL, b) Line-profile of an 
unwrapped phase behind the PhL

The longitudinal profile can be seen in Fig. 3. Shortening the Lpl

will decrease the beam curvature. Hence, the beam focus will be 
shifted at a longer distance from the generator. Shortening the 
focal length of the PL causes the beam waist to be smaller and 
the beam focus to be thicker. These effects are due to the 
changes in the wavefront slope behind the PL. 

Notice that LB has a finite distance. Once the Lpl becomes too 
short, the phase profile changes. The wavefront’s line-profile 
behind the PL will have local minima and maxima shaped like a 
“Sombrero.” Once this happens, LB will travel for unlimited 
distance having similar properties to a so-called Structured Laser 
Beam (SLB). Note that SLB has a rotational symmetry [13].

Figure 3. Longitudinal profile of the LB

The transversal profiles in 1, 3, and 5 meters can be seen in  
Fig. 4. They consist of different number of parallel lines. As 
mentioned previously, their thickness can be altered by 
changing the focal length of the PL. 

Figure 4. Transversal profile of the LB a) 1 m, b) 3m, c) 5m 

4. Conclusion

The method for generating Optical Caustic Beams, namely 
Layer Beams, using a set of cylindrical lenses, has been 
presented with examples of how the generator can be tuned to 
reach the desired properties of the beam. 

LB has potential to be used in the context of accelerator 
alignment, where they can serve as a reference line. One can use 
the center of symmetry of the pattern as a reference plane. 
Changing the focal length of the PL to 500 mm can lead to 
creating a line with a thickness under 10 mm in the LB’s focus 
after propagating over 140 meters. This would mean that the 
generated line can fit on a regular CMOS chip, and later, the 
misalignment of the CMOS with respect to the line can be 
detected.  
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Abstract   
 

In order to adapt to the accuracy requirements of high-resolution OLED RGB inkjet printing equipment, a new type of ultra-precision 
large-stroke motion stage was developed. Mechanically, both the stepping axis and the scanning axis adopt linear motor direct drive 
and air bearing guidance, and use a multi-degree-of-freedom fine-motion stage to compensate for the horizontal straightness error 
and yaw angle error of the scanning axis guide rail. In terms of measurement, multiple sets of laser interferometers are relied upon 
to provide real-time feedback on the position and attitude of the substrate stage. Through experimental data, the motion stage can 
achieve  sub-micron  accuracy.  This  precision  lays  a  solid  foundation  for  wet  film  formation  in  the  OLED  RGB  printing  process, 
effectively guarantees subsequent dry film formation, and achieves mura free for large-size panels. 
 

Keywords: OLED inkjet printing process, Coarse-fine motion stage, Precision measurement 
 

1. Introduction 

In manufacturing processes such as OLED inkjet printing, 
TFT lithography, panel inspection and repair, the size of the 
substrate becomes larger and larger from G1 to G8.5, or even 
G10.5 (see Figure 1 for specific dimensions), and the substrate 
stage’s moving range also increases at the same time. In 
terms of accuracy, with the improvement of substrate 
resolution, higher requirements have been put forward for 
parameter indicators such as the positioning accuracy of the 
substrate stage. Taking G4.5 inkjet printer as an example, the 
positioning accuracy of the workpiece motion stage can reach 
1 micron or even sub micron. In the field of inkjet printing, 
several companies have done a lot of exploratory work. 

David Albertalli [1] of Litrex Company proposed a 
conceptual design drawing of the G7 inkjet printer for the 
large-panel industry. The article briefly introduced the drop 
watcher and printhead module system, but did not describe 

the mechanical structure of the printer's motion stage in 
detail. Also from Litrex Company, Tianzong Xu et al. [2] 
introduced two types of inkjet printing equipment, G2 and G5,  
 

summarized the error sources that affect the accuracy of 
inkjet printing placement in the moving platform, and 
conducted a detailed study of the compensation methods for 
various error sources. Jun H. Souk  et al. [3] from Samsung 
Electronics have developed a color filter inkjet printing 
equipment for TFT-LCD panels, with a panel size of G8. The 
article contains design drawings and physical drawings of the 
inkjet printing equipment. The maximum printing speed of 
the equipment reaches 600mm/s, the droplet placement 

accuracy is ±15 microns (1 mircron = 1μm), and it is equipped 
with 24 printheads. The time to complete the full-page 
printing is 180 seconds.  

2. OLED inkjet printing process and accuracy analysis 

2.1 OLED inkjet printing process 
Inkjet printing (IJP) technology is a process that can directly 

pattern deposit thin films and can achieve efficient patterning 
processing on flexible and large-area substrates. Inkjet 
printing technology has the advantages of high resolution, 
high degree of automation, low cost, simple manufacturing 
process, high material utilization, low environmental 
pollution, and is suitable for large-size screen production. The 
application of inkjet printing technology to OLED flat panel 
displays has great potential. 

Figure 1. Dimensional drawings of substrates of each generation 

Figure 2. OLED device structure and its inkjet printing process flow [4] 
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Nowadays, the OLED production process is usually prepared 

by the evaporation method. The organic material is heated in 
a vacuum environment to evaporate it and deposited on a 
glass substrate covered with a mask to form a film.  

2.2 Printing accuracy analysis  

 The inkjet printing comprehensive accuracy depends on 
the accuracy of the printhead, the accuracy of the motion 
stage and the accuracy of the substrate [3]. The error tree of 
comprehensive accuracy is shown in Figure 4. The height 
between the printhead and the substrate affects the accuracy 
of the droplet placement, so the printing height (print gap) is 
listed as the printhead accuracy. 

The accuracy of the printhead consists of two parts. One is 
the geometric accuracy of the nozzle in the printer. During the 
printing process, there is a six-degree-of-freedom error 
regardless of whether the printhead is stationary or moving. 
As shown in Figure 5, the machine tool slide moves linearly 

along the z-axis guide rail. The silder has three translation 
errors: positioning error EZZ, horizontal straightness error EXZ, 
vertical straightness error EYZ, and three rotation errors: roll 
ECZ, pitch EAZ, yaw EBZ. The second is the physical 
performance parameters of the printhead: jet straightness, 
droplet volume/diameter and jet speed. 

The accuracy of the motion stage mainly includes the 
geometric accuracy, thermal error and dynamic error of the 
printer's motion axis. Since thermal errors are difficult to 
evaluate and build models for compensation, this article only 
considers the geometric accuracy of the printer's main 
motion axes. Like the motion axis of the printhead, the 
motion axis of the substrate stage also has six degrees of 
freedom errors. The substrate accuracy consists of the 
processing accuracy of the previous process and the thermal 

deformation of the substrate. To ensure high-quality inkjet 
printing, substrate accuracy must be strictly controlled. 

Jet straightness directly affects the placement accuracy of 
ink droplets. The ink droplet can be regarded as an ideal 
sphere during flight, and the diameter of the ink droplet can 
be calculated according to the formula of the ink droplet 
volume. Substrate pixel density ppi (pixels per inch) 
represents the number of pixels per inch. The higher the ppi 
value, the smaller the pixel size. For example, the sub-pixel 
width of a 202ppi substrate is 34.5μm, while the sub-pixel 
width of a 300ppi substrate is 20.8μm.  

Assuming the droplet physics parameters such as volume 
and jet speed are under good control, and jet straightness is 
zero, the primary error is positioning error. However, the 
droplet jet straightness can not be ignored, the print height 
multiplied by the tangent value of jet straightness is equal to 
the droplet placement accuracy. Therefore, in this article, the 
positioning accuracy of the motion stage and the static 
placement accuracy of ink droplets are the main sources of 
error. 

As shown in 6a (left), the sub-pixel pitch corresponding to 
202ppi is 42μm, the diameter of the 7pl ink droplet jetted 
from the printhead is 23.7μm, the sub-pixel slot width is 

34.5um, and the ink droplet placement accuracy is required 
to be ±5.4μm. 

The ink droplets fall vertically into the sub-pixel slot in the 
ideal state, without considering the error caused by the 
straightness of the ejection. Under normal circumstances, 
there is a jet straightness error when ejecting ink droplets 
from a nozzle, and this error conforms to a normal 
distribution. Assume that the ink droplet jet straightness of a 
certain nozzle is θ and is 3mrad, satisfying the normal 
distribution 3 sigma, the height ℎ𝑔 from the printhead to the 

substrate is equal to 500um, and the placement accuracy δ = 
ℎ𝑔tanθ. The calculated result of δ is 1.5μm. The accuracy of 

the placement is distributed in two-dimensional space, as 
shown in Figure 6b (right). The ink droplet placement is in the 
xy two-dimensional coordinate system, 𝛿𝑥  = 𝛿𝑦 = ±1.5μm. 

Nozzles that exceed this error range are closed by the 

Figure 3. Comparison between printing process and 
evaporation process [5] 

Figure 4. Inkjet printing comprehensive accuracy error tree 

Figure 5. Schematic diagram of the six-degree-of-freedom error of  
the machine tool slide [6] 

Figure 6. Printhead, ink droplets and sub-pixel slots [7][8][9] 
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printhead control board. Otherwise, ink droplets risk flying 
out of the sub-pixel slots, causing printing defects [10]. 

3. Motion stage structure 

3.1 Current status of large-size panel motion stage 
In the past two decades, with the popularity of LCD TVs, the 

large-size flat panel industry has developed rapidly. Starting 
in 2000, the substrate size was only 700mmx900mm. By 2018, 
the G10.5 generation panel size reached 2940mmx3370mm. 
The panels are getting larger and larger, and the stroke and 
accuracy of the substrate carrier and motion stage are 
increasing at the same time. 

In flat panel exposure machines, large-stroke high-precision 
motion stage are widely used [11][12]. Nikon officially 
released new FPD exposure equipment corresponding to 
G10.5 glass substrates in 2018. Compared with the existing 
G10 exposure equipment, the G10.5 exposure equipment has 
improved exposure and calibration sequences to achieve 
faster and more precise exposure. 
 
3.2 Inkjet printer motion stage design 

Design a motion stage that covers the printhead array 
sliding stage and the glass substrate carrier. The substrate size 
is 920mm×730mm (G4.5). The printhead array slide stage 
makes a stepping movement along the X-axis guide rail with 
a stroke of 1500mm; the glass substrate stage makes a 
scanning movement along the Y-axis guide rail with a stroke 
of 2200mm. As shown in Figure 7, the inkjet printing 
equipment mainly consists of a base frame, guide frame, 
printhead array, glass substrate stage, air mounts, etc. The 
glass substrate stage includes a dual-drive servo-controlled 
coarse stage and a multi-voice coil motor servo-controlled 
fine stage. The total weight of the substrate stage is 1.2t, the 
maximum movement speed is 500mm/s, and the positioning 
accuracy is ±3μm. 
 
3.3 Multi-degree-of-freedom substrate stage 

When the coarse motion stage moves along the Y-axis guide 
rail, there are positioning errors, angular errors and 
straightness errors. The positioning accuracy of the coarse 
motion stage can reach 1 micron using laser interferometer 
measurement data compensation. Angle error (Yaw error) 
and horizontal straightness error can be measured with a 
laser interferometer. For a guide rail with a length of about 3 
meters, the horizontal straightness error reaches tens of 
microns. To achieve high-quality printing, improve the 
placement accuracy of ink droplets, and allow large amounts 
of ink droplets to be accurately and stably ejected into 
designated sub-pixel slots, a fine-motion stage mechanism is 
required to compensate for errors in real time. In addition, 
the fine-motion stage mechanism is required to correct the 

angle deviation of the substrate caused during the substrate 
loading process. 

The fine-motion stage can complete six degrees of freedom 
micro-movement. As shown in Figure 8, the six-degree-of-
freedom fine-motion stage is composed of upper and lower 
fine-motion mechanisms connected in series. The upper fine-
motion mechanism is divided into a substrate suction plate, 
an intermediate drive plate and a Z-direction drive module. 
Four independently controlled Z-direction drive modules 
support the substrate suction plate, and use the middle drive 
plate as a reference object for relative movement to realize Z, 
𝜃𝑥 , 𝜃𝑦 micro-movements of the substrate suction plate along 

the Z axis and around the X/Y axis. Four XY-direction drive 
modules are installed on the base. The middle drive plate uses 
the base as a reference object to make relative movements 
to achieve X, Y, and 𝜃𝑧 micro-movements along the X/Y axis 
and around the Z axis. There is also a Lift-pin mechanism 
inside the micro-motion stage. When the glass substrate is 
loaded and unloaded, the Lift-pin mechanism rises. When 
printing, the Lift-pin mechanism is in a contracted state. 
 
3.4 Measuring system 

Precise measurement to realize the precise positioning of 
the coarse-fine-motion stage in the printing equipment. The 
coarse-motion stage moves along the guide rail Y1, and the 
laser interferometer Y1 measures the position of the coarse-
motion stage in real time, and feedback the position signal to 
the motion controller, so as to realize the uniform speed 
control of the coarse-motion stage. 

The attitude of the fine-motion stage in the inkjet printer 
space coordinate system is obtained by measuring the laser 
interferometers Y1, Y2, and Y3. Three corner cube prisms are 

Figure 7. Main structure of inkjet printer motion stage 

Figure 8. Schematic diagram of fine-motion stage mechanism 

Figure 9. Coarse-fine stage measurement system. The upper left  
figure shows the spatial geometric position relationship between the 
three-way laser interferometer and the substrate chuck, and the lower 
left figure shows the plane geometric position relationship of the three 
corner cubes. 
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fixed on one end of the upper plate (substrate chuck) of the 
fine-motion stage. Details are shown in Figure 9. Real-time 

measurement of Y axis positioning accuracy 、 yaw error 

around Z axis and pitch error around the X axis. Combining 
forward and inverse kinematics, the adjustment parameters 
of the fine-motion stage can be obtained. The specific 
calculation formula is as follows: 

𝑦 = (𝑌1 + 𝑌2)/2              (1) 

𝛩𝑧 = arctan [(𝑌1 − 𝑌2)/𝐿1]      (2) 

𝛩𝑥 = arctan {[
𝑌1+𝑌2

2
− 𝑌3]/𝐿2}     (3) 

In formula (1), y represents the positioning of the fine-
motion stage along the Y axis, and Y1 and Y2 represent the 
length measurement values of the laser interferometers Y1 
and Y2 and the corresponding corner cubes. In formula (2), L1 
represents the horizontal distance between corner cube Y1 
and Y2. In formula (3), Y3 represents the length measurement 
value of the laser interferometer Y3 and the corresponding 
corner cube, and L2 represents the vertical distance between 
the corner cube Y1 and Y3. 

4. Measurement data and print test 

The inkjet printing equipment printed substrates at 80ppi, 
137ppi, and 144ppi in the clean room of the laboratory. In 
Figure 10 (A) shows ink droplet placement accuracy test 
board and image processing software which can calculate the 
ink droplet’s placement accuracy. There are a total of 20 
columns of ink droplets in each image, which means that 20 
nozzles participate in scanning printing, and each nozzle jets 
20 droplets. From the figure, it can be seen that the ink 
droplets accurately placed in the test area. 

Figure 10 (B) shows accuracy curve of ink droplet 
placement. Top figure shows the placement accuracy of ink 
droplet in X-direction, with a maximum error is 4.664 μm. 
Minimum error is -1.597μm. Down figure shows the 
placement accuracy of ink droplet in Y-direction, with a 
maximum error 4.845 μm. Minimum error is -7.212μm. The 
volume of ink droplets used for testing is 3.7pL, and the 
diameter of ink droplets is 19.2μm. According to the 
placement accuracy of the Y-direction, ink droplets can 
accurately fall into the R/G/B sub pixel slots. 

In Figure 10 (C), the top figure shows the printing results 
observed by a high magnification CCD camera. From a local 

perspective, the ink droplets have accurately and evenly 
fallen into the R sub pixel slot. The middle figure shows the 
144ppi substrate pixel map. The down figure shows the pixel 
size table of the 144ppi substrate. 

5. Conclusion 

In this paper, we developed a new type of motion stage 
whose performance parameters meet the requirements of 
high-resolution OLED substrate inkjet printing process. The 
key axis positioning accuracy of the motion stage is ±1 μm, 
and the repeatable positioning accuracy is ±0.8 μm. The 
accuracy of ink droplet placement is better than 3 μm. 
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Abstract 

Four types of Differential Interference Contrast Microscopes (DICMs) have been verified feasible, the first one  uses a pair of Normaski 
prisms, the second utilizes a Savart prism, the third adopts a cyclic apparatus, and the fourth employs a pair of twisted nematic liquid-
crystal cells as the shear device; however, they all require a mechanical movement to switch shear directions; consequently their 
inspection throughput is decreased in case shear direction switching is necessary during the inspections. An innovative transmission 
DICM is therefore proposed in this research. It is the same as a single-shot phase-shifting polarizing microscope except it has a liquid-
crystal Savart prism inserted in between the objective and sample, and it possesses the advantages of switching shear directions non-
mechanically and completing the inspection in a single-shot time. This paper is to introduce the configuration, examination theory, 
and experimental setup of the DICM; it also exhibits the experimental results from the uses of the setup; the results confirm the 
function and advantages of the DICM. 

Keywords: Differential Interference Contrast Microscope (DICM); liquid-crystal Savart prism; single-shot phase-shifting polarizing microscope 

1. Introduction

We have already known that optical microscopy for enhancing 
image contrast can be implemented using Dark-Field 
Microscopes (DFMs), Phase-Contrast Microscopes (PCMs), and, 
DIfferential Interference Contrast Microscopes (DICMs), where 
DICMs are with the advantage of revealing more sample 
features (e.g. surface roughness, slope, etc.). Up to date, four 
types of DICMs have been verified feasible, the first one [ 1-7] 
uses a pair of Normaski prisms, the second [8-10] utilizes a 
Savart prism, the third [11-12] adopts a cyclic apparatus, and the 
fourth [18] employs a pair of twisted nematic Liquid-Crystal (LC) 
cells as the shear device; however, they all require a mechanical 
movement to switch shear directions; consequently their 
inspection throughput is decreased in case shear direction 
switching is necessary during the inspections. 

An innovative DICM is therefore proposed in this research. It 
is the same as a single-shot phase-shifting polarizing microscope 
except that it adopts a novel LC Savart prism, inserted in 
between the objective and sample, as the shear device, it 
switches the shear directions by just adjusting the driving 
voltage of the LC Savart prism, and it is able to achieve living-
sample inspections. This paper sequentially introduces the 
configuration, examination theory, and experimental setup of 
the proposed DICM, in addition to the experiments and 
experimental results conducted by the experimental setup. This 
paper then concludes the research by summarizing the 
inspection performance of the proposed DICM. 

2. The proposed DICM

As that shown in Fig. 1(a), the proposed DICM is composed of 
a broad-band light source (BLS), polarizer (P) with its 
transmission axis at 45o measured from the x-axis, color filter 

(CF), condenser lens (C) with a small numerical aperture, 
reflecting mirror (M), objective (O), tube lens (TL), quarter-wave 
plate (QWP) with its fast axis at 45o measured from the x-axis, 
and CMOS sensor equipped with an analyzer composed of 
repeated arrays of 2×2 pixelated polarizers. In addition, an LC 
Savart prism (LCSP) is placed between the objective and sample 
(S). A magnified 3D drawing of the LC Savart prism is exhibited in 
Fig. 1(b), it demonstrates that the prism is made up of two anti-
parallel alignment LC cells (LCx and LCy), which are with their 
respective driving powers and their principal sections (plane 
containing prism surface normal and optic axis) parallel to x-z 
and y-z planes, respectively. 

Figure 1 (a) Schematic of the proposed DICM; (b) 3D drawing 
demonstrating the LC Savart prism; (c) CMOS sensor viewed along the 
z-axis, where the polarizers of one array are marked to indicate their 

respective transmission axis orientations.  

The optics pertaining to uniaxial birefriengent crystals has 
been analyzed in detail in Refs. [13, 14], by which the effects of 
each LC cell of the LC Savart prism on an incident ray are 
summarized and interpreted as follows. As that shown in Fig. 
2(a), when LCx is driven by an AC voltage with an amplitude of Ua

(e.g. Ua = 3.5 V), its optic axis (i.e. the long axis of the LC 

molecules) moves to a direction having an angle  with respect 
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to the cell surface normal [15, 16], it can therefore shear an 
incident ray with a small incident angle into two rays (o- and e-
rays), whose propagation direction is parallel to that of the 
incident ray and whose shear direction is along the x-axis, having 
a shear distance and Optical-Path-Difference (OPD) of 
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Nevertheless, as the phenomenon demonstrated using Fig. 2(b), 
when the amplitude of the driving voltage increases to an 

adequately high value (e.g. Ua ≧10 V), the optic axis displaces to 

the direction parallel to the cell surface normal (i.e. ≈0o), 
accordingly the shear distance disappears and the 
corresponding OPD becomes zero. 

Figs. 2(a) and 2(b) are respectively called the turned on and 
turned off states of the LC cell and represented as LCx=1 and 
LCx=0 hereafter.  

Figure 2 (a) Turned on and (b) turned off states of LCx; where․and ↔ 
represent o- and e-rays, respectively.

Like LCx, the turn on and turn off states of LCy are represented 
as LCy=1 and LCy=0, respectively.The effects of LCy on an incident 
ray are the same as those of LCx except that its shear direction is 
along the y-axis. By using the above-described effects, the 
inspections using the proposed microscope are demonstrated as 
follows. Referring to Fig. 1(a) again, where the polarizer and 
color filter convert the light beam from the light source into a 
linearly polarized and adequately band-narrowed beam, the 
condenser collects the beam emerging from the color filter to 
illuminate the sample and then pass through the LC Savart 
prism, and the objective collects the light beam emanating from 
the LC Savart prism to propagate through the tube lens and 
quarter-wave plate to generate an image on the CMOS sensor.  

Figure 3 Evolution of wavefronts propagating through the sample and 
then LC Savart prism.

As LCx = 1 and LCy = 0, the image on the CMOS sensor can be 
illustrated via Fig.3; where (a) shows the wavefront, i.e. W0(x, y), 
of the beam incident on the sample; (b) presents the wavefront, 

i.e. W (x, y) which is the superposition of W0(x, y) ands(x,y), of 
the beam emerging from the sample; and (c) depicts the 

wavefronts, i.e. W (x-x, y)+0 and W (x, y), of the sheared 

beams emanating from the LC Savart prism, the lateral shear, x, 

and longitudinal lag,0, are due to the above-mentioned effects 
contributed by LCx. Fig. 3 gives that the sheared beams are with 
an OPD of  

])y,xx(W[)y,x(W 0  (3a)  

or, since W (x, y) = W0(x, y) +s(x,y), 

0s0 )y,x()y,x(W   ;   (3b) 

where  s(x,y) stands for the Optical Path Length (OPL) of the 

sample, )y,xx(W)y,x(W)y,x(W 000   , and 

)y,xx()y,x()y,x( sss   . 

Correspondingly, the image on the CMOS sensor has an 
interference intensity of  
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where  represents the central wavelength of the light beams 

anddenotes the transmission axis angle of the analyzer where 
the interference beams pass through [17, 18]. Substituting Eq. 
(3b) into Eq. (4) leads to  
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Eq. (5) agrees that the configuration of Fig. 1(a) is a DICM, since 
its phase is a function of OPL variation of the sample. The only 
difference of this equation from that of conventional DICMs is 

the existence of phase , which is independent of the sample 
and can be eliminated using the subtraction method. 

When LCx = 0 and LCy = 1, the image on the CMOS sensor can 
also be interpreted via Fig.3, and a derivation gives an image 
intensity the same as Eq. (5) except that the lateral shear is along 
the y-axis. 
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The images corresponding to Eqs. (5) and (6) are referred to as 
the Differential Interference Contrast (DIC) image and phase-DIC 
image, respectively. Be aware that, as that demonstrated in Fig. 
1 (c), a single-shot image grabbed by the CMOS sensor can be 

separated into four DIC-images with =0o, 45o, 90o, and 135o, 
respectively; by which, the phase-DIC image can be obtained 
using the four-step phase-shifting technique [19, 20] 
incorporated with the subtraction method, i.e., 















31

24

II

II
2tana ; (8)  

where I1, I2, I3, and I4 stand for the DIC images with =0o, 45o, 

90o, and 135o, respectively, and  is pre-determined by the same 
four-step phase-shifting technique when no sample is 
presented. 

.
3. Experimental setup 
To implement the proposed DICM, a setup comprising the 

proposed DICM and a control and image processing system was 
installed, where the control and image processing system 
comprised a dual-channel function generator, DG 1022 from 
RIGOL Technologies, Inc., China, and a personal computer.  

In the DICM, the light source was a halogen lamp, the 
condenser had a numerical aperture of 0.05, the color filter 
output a red-light beam with a central wavelength of 648nm, the 
objective was CFI Plan Flour ELWD 20xC (NA = 0.45, cover glass 
compensation: 0-2.0 mm) from Nikon Corp., Japan, the tube lens 
was MT-1 from Nikon Corp., Japan, the quarter-wave plate was 
of a broadband type obtained from the Photoelastic Division of 
Measurements Group, Inc., USA, the CMOS sensor was BFS-U3-
51S5P-C from FLIR Integrated Imaging Solutions Inc., Canada, 
and the LC Savart prism was fabricated at the liquid crystal lab 
of the authors’ department. 

In the control and image processing system, the two channels 
of the function generator were utilized as the driving powers of 
the LC Savart prism, and each of them exported a one kHz
rectangular-wave voltage with Ua = 3.5 V/ 10.0 V to turn on/ off 
its corresponding LC cell; the computer executed three 
programs: image grabbing, evaluation, and display. The image 
grabbing involved acquiring the DIC images on the CMOS sensor 
and storing them in the memory of the computer; the evaluation 
extracted the phase-DIC images by the uses of Eq. (8) and the 
stored images; and the display exhibited the obtained DIC and 
phase-DIC images on the computer monitor. 

4. Experimental results 

To verify the proposed DICM, two experiments were carried 
out. The first conducted the setup to inspect a 2-D rectangular 
grating made of quartz. The DIC images grabbed as LCx = 1 and 
LCy = 0 are illustrated in Fig.4 (a). The phase-DIC image calculated 
using the DIC images of Fig. 4(a) and Eq. (8) is presented in Fig. 
4(b). The DIC images captured as LCx =0 and LCy =1 are exhibited 
in Fig.5 (a). And the phase-DIC image determined using the DIC 
images of Fig. 5(a) and Eq. (8) is revealed in Fig. 5(b). Figs. 4 (b) 
and 5(b) confirm the function of the proposed DICM, since they 
are consistent with the predicted x- and y-shearing phase-DIC 
images, respectively, of the 2-D rectangular grating. According 
to Eq. (6), the x-shearing phase-DIC image of the 2-D rectangular 
grating is predicted to be with positive and negative phases at 
vertical low-to-height and high-to-low edges, respectively; 
whereas the y-shearing image is predicted to be with positive 
and negative phases at horizontal low-to-height and high-to-low 
edges, respectively.  

Figure 4 Inspection results when LCx = 1 and LCy = 0. (a) Grabbed DIC 
images; (b) calculated phase-DIC image; where each image is with a 

size of 1224×1024 pixels, and each pixel represents a length of 0.348 

m. 

Figure 5 Inspection results when LCx =0 and LCy =1. (a) Grabbed DIC 
images; (b) calculated phase-DIC image. 

The second experiment was to examine an unstained onion 
epidermal tissue, sandwiched in between a slide and a cover slip. 
The obtained x- and y-shearing phase-DIC images are shown in 
Figs. 6 (a) and (b) respectively, illustrating the proposed DICM is 
capable of retrieving more detailed images/features of the 
sample than the equivalent bright-field image shown in Fig. 6(c). 
On examining these images, Figs. 6 (a) and (b) clearly exhibit the 
tissue’s nuclei, however Fig. 6 (c), the bright-field image of the 
same sample, fails to distinguish the nuclei. 

Figure 6 (a) X-shearing phase-DIC image, (b) y-shearing phase-DIC 
image, and (c) bright-field image of an onion epidermal tissue. The 

white arrows direct to a nucleus of the tissue; the field of (c) is not the 
same as that of (a) and (b) 

5. Discussions 

Furthermore, the above experiments verify that the proposed 
DICM can not only switch the shear directions by adjusting the 
driving voltage of the LC Savart prism, but also obtain the phase-
DIC image by using a single-shot image; the latter endows the 
DICM with the ability of living-sample inspections. To verify this 
ability, an experiment conducting the setup to examine a 
paramecium solution sandwiched in between a slide and a cover 
slip was accomplished, where the computer recorded the 
images on the CMOS sensor for 2 seconds at 25fps and then 
converted the recorded images into their respective phase-DIC 
images. 6 images of the obtained y-shearing phase-DIC images 
are exhibited in Fig. 7, confirming the living-sample inspection 
ability of the proposed DICM.  
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Referring to Fig. 1 again, the DICM can be enhanced by 
inserting a beam-splitter between the objective and tube lens, 
and placing a module composed of a broad-band light source, 
polarizer, color filter, and condenser lens on the right-hand side 
of the beam-splitter. With this enhancement, the DICM will be 
capable of both reflection and transmission inspections. The 
authors are now installing a setup implementing this 
enhancement.  

(a) (b) (c)

(d) (e) (f)

Figure 7 (a)-(f) y-shearing phase-DIC images of a paramecium solution. 

6. Conclusions 

An innovative transmission DICM using LC Savart prism as the 
shear device has been developed for retrieving images with OPL 
variation information. In addition to the intended advantage of 
switching the shear directions without mechanical movements, 
it also provides a superior ability over conventional DICMs of 
living-sample inspections. This paper has introduced the detail 
of the DICM, exhibited the setup for implementing the DICM, 
and performed the experimental tests and assessed the results 
achieved; which not only confirmed the intended functionality 
but also its additional advantages achieved.  
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Abstract 

The Korea Research Institute of Standards and Science (KRISS) is currently in the process of creating a magnetic system intended for 
the KRISS Kibble balance II. In this engineered magnet system, two circular permanent magnets are employed. These permanent 
magnets are encased by a yoke, ensuring the establishment of a consistent magnetic field across the specified air gap. The air gap's 
width measures 15 mm, and its length, maintaining a uniform magnetic field, spans 40 mm. Through meticulous design optimization, 
the resulting magnetic field strength exceeds 0.4 T, and the uniformity is maintained at less than 20 ppm. Actual magnet fabrication 
was conducted based on the optimized design. To minimize temperature effects, special materials were employed for the magnets, 
and a detachable upper and lower structure was implemented to facilitate the insertion of the main coil into the air gap. The 
performance of the ultimately fabricated magnet system is assessed. 

Kibble balance, Kibble balance magnet, planck constant, mass measurement 

1. Introduction 

The Kibble balance experiment is a methodology employed for 
the realization of the kilogram in the updated SI [1]. This 
experimental approach involves the comparison of mechanical 
and electrical power. Establishing traceability of mass standards 
to the Planck constant is made possible through the utilization 
of quantum electrical standards. 

Typically, the realization of the kilogram using the Kibble 
balance experiment involves two modes: the moving mode and 
the weighing mode. Enhanced performance is achieved with a 
larger area featuring a uniform magnetic field. For this purpose, 
several magnet systems have been developed [2-4]. In pursuit of 
improved performance, KRISS initiated the development of the 
second model of the KRISS Kibble balance (KRISS KB-2). The 
magnet system to be applied to KRISS KB-2 aims for a target 
magnetic field of 0.4 T and a magnetic field uniformity of 100 
ppm. 

2. Design constraints of the magnet system

Figure 1. Structure of magnet system for KRISS KB-2 

In Fig. 1, a schematic illustration of the magnet system for 
KRISS KB-2 is presented. During the moving mode, the main coil 
is designed to operate within a range of ±10 mm. The air gap's 
width at the designated coil position is 15 mm, and the length of 

the precision air gap, crucial for achieving a uniform magnetic 
field, is set at 40 mm, accounting for a safety factor. 

The magnetic field is susceptible to temperature-induced 
changes, making the selection of magnet materials with low 
temperature coefficients a crucial factor in enhancing the 
performance of the Kibble balance. The EEC 2:17-TC16 provided 
by EEC is an excellent magnet material with a reversible 
temperature coefficient of -0.001 %/°C. This is utilized in the 
creation of permanent magnets. 

3. Analysis and optimization for the magnetic field

3.1. Design parameters 
Several variables, such as the thickness of the magnet and the 

size of the cavity formation entrance, are defined to design the 
magnet system. Based on these specified parameters, a 
magnetic field finite element method (FEM) simulation is 
conducted. 

3.2. Optimization and results 
The magnetic field intensity and uniformity within the cavity 

are optimized by iteratively adjusting the defined variable 
values. Considering a target magnetic field of 100 ppm and 
accounting for a safety factor, the simulation's uniformity must 
exceed the actual target. Table 1 and 2 presents the finalized 
results of the optimized design. 

3.3. Modification for the vertical magnetic field 
To minimize changes in the vertical magnetic field within the 

air gap, the heights of the inner yoke and outer yoke are 
asymmetrically adjusted [5]. Through several optimization 
iterations, it was observed that a height difference of 1 mm 
minimized the magnetic field variations. 

Table 1 Dimension of the magnet system

Assembly size/mm3 Magnet size/mm3 gap/mm 

360(OD)×25(ID)×360(H) 190(OD)×35(ID)×75(H) 15 
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Table 2 Magnetic field simulation results

Field strength [T] Field uniformity [ppm] ΔBz [G]

0.4167 19 0.6 

Figure 2 presents the uniformity results of the radial magnetic 
field through magnetic analysis. Figure 3 represents the intensity 
of the vertical magnetic field. 

Figure 2. Radial magnetic field according to vertical position 

Figure 3. Vertical magnetic field according to vertical position 

4. Manufactured magnet system

Based on the final design, the actual fabrication of the magnet 
was performed. The magnet has a total height of 360 mm and a 
diameter of 360 mm. There are 9 holes on the upper and lower 
parts, serving as optical paths for the laser interferometer to 
measure the motion of the coil and for the suspension of the coil 
to be inserted later. The entire upper yoke of the coil can be 
separated. For repetitive assembly and disassembly, guide pins 
are incorporated. Figure 4 shows manufactured magnet system. 

Figure 4. Modeling and manufactured magnet system 

5. Magnetic field measurement

The magnetic field of the final polished magnet is measured, 
and its uniformity is analyzed. The uniformity of the magnetic 

field is the foremost performance goal in this fabrication. The 
uniformity measurement is also conducted through the 9 holes, 
where the average magnetic field values are measured by 
moving vertically based on the average values in a single plane. 
The figure below depicts the resulting values. 

Figure 5. Measured uniformity of the magnetic field 

The uniformity of the magnetic field measurement results 
shows ±45 ppm within a 40 mm range. This performance meets 
the initial goal and represents a world-class level of uniformity. 

6. Conclusion

A magnet system design was undertaken for the KRISS KB-2. 
Design objectives were established, and parameters influencing 
performance were identified. Optimal values were determined 
through parameter analysis. The yoke height was optimized to 
minimize variations in the vertical magnetic field. In the specified 
region, achieving a magnetic field uniformity of less than 20 ppm 
and a magnetic field strength of approximately 0.4 T or higher, 
the design goals have been successfully met. Based on this, 
actual fabrication was carried out, and real magnetic field 
measurements were also conducted. As a result, a magnet 
system with outstanding uniformity of approximately ±45 ppm 
has been successfully implemented, and this will be utilized for 
the KRISS Kibble balance II.
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Abstract 

Additive manufacturing (AM) is a fast-growing method that allows the production of complex geometries by reducing the need for 
traditional cutting tools and fixtures. A common metal AM technique, known as laser-based powder bed fusion (PBF-LB), uses laser 
beams to melt and fuse powder layer-by-layer into 3D parts. Despite efforts to improve the process, achieving consistency and 
reliability in PBF-LB remains a challenge, necessitating the development of comprehensive quality assessment systems tailored to 
PBF-LB. Microscale impurities that are formed on individual layers can significantly impact the overall part quality, and are the most 
common features across various materials. Hence, there is a need to establish a measurement system for their detection to create a 
quality assessment method for PBF-LB. This research introduces a light scattering technique designed for the detection of microscale 
surface impurities on PBF-LB components. Following the design of the experimental setup, a corresponding scattering simulation 
model, which is based on the Beckman-Kirchhoff approximation, has been developed to simulate the experimental conditions. This 
simulation model can be utilised for future use in generating scattering data faster and simpler than through experimentation. The 
paper presents preliminary results of both the experimental setup and simulation model. Our findings affirm that the proposed 
methodology, utilising both experimental and simulated approaches, can be used to detect microscale surface impurities. This 
advancement contributes to the establishment of a quality inspection system for the overall part assessment of PBF-LB. 

Keywords: Laser-based powder bed fusion, light scattering, surface impurity detection 

1. Introduction 

Additive manufacturing (AM) is the method of building 
three-dimensional (3D) components by depositing materials 
such as metals, polymers and ceramics in a layer-by-layer 
fashion [1]. Among metal AM techniques, laser-based powder 
bed fusion (PBF-LB) stands out as the most widely used and 
developed technique [2]. It employs a high-power laser source 
to selectively melt and fuse layers of powdered material based 
on the geometric specifications of the parts. 

Despite advancements in PBF-LB, determining the optimal 
process parameters for a specific material and geometry 
remains challenging due to insufficient stability, robustness and 
repeatability in the manufacturing processes [3]. This challenge 
can result in anomalies, defects and non-uniformities during 
fabrication, emphasising the need to assess fabrication quality 
to ensure product quality. 

The assessment of PBF-LB fabrication quality can be achieved 
through measurement and monitoring methods utilising in-situ 
and ex-situ approaches [4]. This paper proposes an ex-situ 
inspection method, which holds potential applicability as an in-
situ approach with further improvements, within both 
experimental and simulation frameworks.  

The proposed approach utilises a light scattering technique for 
the detection of microscale surface impurities that may 
detrimentally impact the overall quality of the fabricated part. 
This method offers notable advantages, such as a rapid 
processing speed and the capability to detect impurities smaller 
than 100 µm in our case. Although the simulation model will be 
further utilised in subsequent research, this paper presents the 
outcomes of both approaches and validates their alignment.  

In section 2, the experimental setup and simulation model to 
obtain the scattering pattern are detailed. Section 3 then 
presents the outcomes obtained through these methodologies. 
Section 4 provides a summary of the paper and the future work. 

2. Methods  

In this work, the surface is illuminated with a laser light source, 
and the resulting scattered light generates a distinct scattering 
pattern on a plane/screen. The surface topography determines 
the angle of the scattered light, and as a consequence, the 
scattering pattern contains information about surface 
topography, enabling impurity detection and surface quality 
evaluation [5].  

The experimental setup (Figure 1) used in this study includes a 
diode laser with a central wavelength of 635 nm to illuminate 
the surface. The beam diameter of the laser source was reduced 
from the initial size of 1.1 mm to around 90 µm by a converging 
lens (with a focal length of 75 mm and a diameter of 50.8 mm) 
to enhance the detection capability of microscale impurities.  
The scattered light projected onto a screen is recorded by a 
digital single-lens reflex camera (with a field of view of 
(160 × 106) cm and a (6000 × 4000) pixels sensor). A microscopy 
system is used to confirm the illuminated area. Figure 2 a) and 
b) display microscopy images highlighting circular areas 
depicting illuminated regions with and without impurities, 
respectively. 
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Figure 1. a) Experimental setup of the light scattering technique and itsb) 
schema. 

For simulation of the experimental results, the 
Beckman-Kirchhoff theory of scattering [6] is employed. The 
simulation model reproduces the scattering patterns from the 
surface topographies obtained by a surface topography 
measuring instrument based on the coherence scanning 
interferometry (CSI) technique (Zygo Nexview NX2). The 
measured surface topographies cover an area of approximately 
(90 × 90) µm. Figure 2 c) and d) showcase examples of surface 
topographies of the PBF-LB surfaces with and without 
impurities, respectively. The PBF-LB parts examined in this study 
were produced from titanium alloy powder using a Renishaw 
500Q machine.   

Figure 2. Example microscopy images of the PBF-LB surface a) with and 
b) without surface impurities. Example surface topographies of the 

PBF-LB surface c) with and d) without surface impurities obtained by 
the CSI instrument.   

3. Results

Figure 3 and 4 present randomly selected scattering patterns 
derived from surfaces with and without impurities. Each figure 
displays two rows, with the top row showing experimentally 
acquired scattering images, and the bottom row presenting 
simulated scattering images. The images in Figure 3 
demonstrate that surfaces with impurities produce randomly 
distributed scattered light patterns, whereas those in Figure 4 
show that surfaces without impurities generate curved-like 
scattered light patterns. The observed distinction in scattering 
patterns produced by surfaces with and without impurities can 
be used for detecting such impurities, thereby affirming its 
potential utility in assessing surface quality. 

4. Conclusion 

In summary, this paper proposes a light scattering method 
within an experimental and simulation framework to detect 
microscale surface impurities. Surfaces containing impurities 
produce similar scattering patterns, as do surfaces without 
impurities. However, there are notable distinctions in the 

scattering patterns of surfaces with and without impurities. This 
indicates that the proposed method is applicable for detecting 
micrometre-scale surface impurities, allowing for the 
assessment of the quality of components produced by PBF-LB.  

Figure 3. Scattering patterns of surfaces with impurities from the 
experimental (top) and simulation (bottom) models. 

Figure 4. Scattering patterns of surfaces without impurities from the 
experimental (top) and simulation (bottom) models. 

For future work, our plan involves training a machine learning 
algorithm to detect impurities from scattering images. The 
training process requires a substantial dataset, and the 
collection of a large volume of experimental data may prove 
challenging and time-consuming. Therefore, the simulation 
model emerges as a viable alternative, allowing for the 
generation of ample data in a more efficient and expeditious 
manner compared to the experimental setup. 
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Abstract 

Evaluation of multi material parts by means of X-ray computed tomography (XCT) remains as a challenge in terms of dimensional 
measurements. Several factors (differences in material density, gap between parts, etc.) may affect the characterisation of an 
assembly, creating the need of an adjustment in the XCT settings to reduce artifacts. A key parameter is the relative intensity (I/I0) 
registered in the detector, which is an indicator of the attenuation of the X-rays. In this paper, a metrological study of the effects of 
the variation in the I/I0 registered is presented. A simulation-based experiment is conducted with a metal-polymer test object, using 
the thickness of the outer part as a variable to modify this I/I0 value. Results confirm a correlation between dimensional accuracy on 
polymeric features and higher I/I0 values, as well as in the contrast-to-noise ratio (CNR); however, significant differences are found 
between scenarios with similar I/I0 values but different metals, indicating that results could not be automatically extrapolated. 

Keywords: X-ray computed tomography, Multi material, Simulation. 

1. Introduction

The use of X-ray computed tomography (XCT) in metrology for 
the evaluation of industrial parts has increased recently due to 
its ability to non-destructively characterize both inner and outer 
geometries. It is able to measure macro and micro geometries, 
being an innovative technique for dimensional metrology [1]. 

However, as a new technology in industry, it still has several 
limitations. XCT is based on the X-ray penetration of the object, 
producing a grayscale histogram that varies depending on the 
beam intensity received by the detector. X-ray attenuation is 
directly related to the density of the material, so settings should 
be adjusted for each part [2]. In case of multi material parts, it 
could result in defects, such as noise and artifacts, consequently 
creating measurement errors. This becomes more evident if the 
difference in density between materials is elevated. 

Here, an important indicator to consider is the relative 
intensity (I/I0) between the beam emitted and received by the 
detector. This coefficient is directly related to the energy of the 
beam source [3], the penetration length and the attenuation 
coefficient of the material. Theoretically, the lower the relative 
intensity that reaches the detector, the poorer is the quality of 
the tomography and, hence, more defects will appear. 

In this paper, a preliminary study of the effects of I/I0 variation 
in a multi material test object is presented. An ad hoc artefact is 
designed, including a polymeric low-density measurand and 
outer metallic hollow cylinders made by aluminium (Al) and steel 
(St) with different thicknesses to create a range of I/I0 values. 
XCT simulations have been performed, evaluating dimensional 
characteristics and contrast-to-noise ratio of the tomographies. 

2. Design and methodology

2.1. Attenuation curve 

First step has been to calculate the attenuation curve for the 
materials selected for the experiment, Al and St (Figure 1). 
Attenuation can be described by Beer-Lambert law [3] in Eq.1: 

�(�) = �� · �
��� (1) 

Where I = intensity received by the detector, I0 = intensity 
emitted and µ = linear attenuation coefficient of the material. 

Figure 1. Attenuation curve for X-ray beams of different energies. 

Curve is different depending on the average energy (Eav) 
obtained from the characteristic energy spectrum of the tube. 
Spectrums have been obtained using software SPEKTR 3.0 [4]. 

2.2. Test object 

To conduct the experiment, an ad hoc test object has been 
designed. It consists in an outer metallic hollow cylinder and an 
inner polymeric part, with 4 polymeric cylinders (nominal 
diameters of Ø12 mm, distances between cylinders of 12 mm) 
for dimensional evaluation. Rest of dimensions of relevant 
features are shown in Figure 2.    

Figure 2. General assembly (left), relevant dimensions (right)   

Outer diameter of the metallic cylinder is modified for each 
scenario, considering its thickness as the variable to calculate  
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I/I0 (Figure 1). The target has been to obtain values of I/I0 ≈ 0.50 
– 0.08. Ranges used in the experiment are shown in Table 1. 

Table 1. Penetration length and relative intensity for each material.

Material X [mm] I/I0

Aluminium 10 - 40 0.472 - 0.093 

Steel 2 - 8 0.471 - 0.081 

2.3. Simulations and evaluation    

XCT simulations have been performed by software aRTist 2.12 
(BAM, Germany). One simulation has been done for each 
scenario, including the case with no metal. Settings have been 
optimized for each scenario, aiming for the most uniform 
configuration in terms of voltage and physical filter. Post 
processing has been  done by software VG Studio Max 3.4.2, 
extracting contrast-to-noise ratio (CNR) by gray value difference 
between material and background [5] and a dimensional 
evaluation of the cylinders. CNR is relevant as an indicator of the 
quality of the image: better contrast in tomographies of the 
same part is correlated with lower noise. Regions of interest 
(ROI) have been created for each material for proper CNR study. 

3. Results 

3.1. CNR comparison 

In Figure 3, the relationship between CNR and I/I0 for each 
scenario (Al-St) and each ROI (metal/polymer) is shown. 

Figure 3. CNR comparison for each scenario and each ROI. 

Although in general CNR increases for cases with higher 
relative intensity, it is shown that trend is not always followed 
and values do not agree for Al and St scenarios with same I/I0. 
An XCT slice from scenarios with similar I/I0 is shown in Figure 4 
and their gray values histogram is shown in Figure 5. 

Figure 4. XCT 2D slices. Al 20 mm (left), St 4 mm (right).

Figure 5. Gray values histograms. Al 20 mm (left), St 2 mm (right).

3.2. Dimensional measurements 

Diameters, form error and distances between elements have 
been extracted from the cylinders. Absolute form error of the 
cylinders for each scenario is shown in Figure 6. 

Figure 6. Absolute form error of polymeric cylinders for each scenario.   

A trend is followed for both Al and St scenarios, obtaining 
higher form errors in scenarios with lower I/I0 values; however, 
Al results are more stable (less standard deviation) and closer to 
no metal (NM) scenario. In Table 2, diameter and distances 
mean deviations from NM values are shown. 

Table 2. Mean deviation in same-material scenarios from NoMetal XCT.

Material Diameters [µm] Distances [µm] 

Aluminium 3.25 0.19 

Steel -3.81 -9.69 

Significant differences have been found between Al and St 
scenarios. Noise present in St tomographies difficult a proper 
characterization of the cylinders, modifying the points extracted 
and consequently the diameter and the central axis. This 
becomes more evident in the higher deviation in distances. 

4. Conclusions and future work

A simulation-based analysis of the effect caused by variations 
of relative intensity in metal-polymers assemblies is presented. 
Experiments show that results obtained in different metals 
could not be extrapolated. Trends are followed in most cases, as 
CNR values and dimensional measurements improve as I/I0

increases; however, higher deviations are shown in steel 
scenarios, where also CNR values are significantly lower than Al 
scenarios with same I/I0, suggesting that this parameter cannot 
be considered alone as an indicator. As results are only extracted 
from virtual simulations, future work should focus on obtaining 
experimental results from real XCT measurements to validate 
the simulations and corroborate the hypothesis here presented. 
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Abstract 

Close range photogrammetry is among the top candidates for non-contact metrology in high precision applications. It is frequently 
used within industrial environments for high precision measurement, automation, and control tasks. When using off-the-shelf 
cameras for such applications it is necessary first to understand how image content influences the image measurements made and 
in turn what effects this has on estimating imaging geometry. A virtual environment involving camera and digital objects may be used 
for testing the efficacy of machine learning algorithms. In this paper, enhancement of a single pose camera calibration process 
utilising a virtual environment and images taken with different lighting directions is investigated. The algorithm used for enhancing 
the calibration process is Artificial Bee Colony (ABC), a metaheuristic optimisation method. Multiple single image camera orientations 
are tested in this paper resulting in different extrinsic camera parameters. From multiple tests using different camera orientations, 
we observe that it is possible to enhance the calibration efficacy in terms of reprojection error using artificial bee colony when 
compared to an established two step Levenberg Marquardt (LM). 

Vision sensor, artificial bee colony, central perspective camera, calibration, virtual environment, Blender, MATLAB, metrology 

1. Introduction   

Non-contact vision-based metrology is the process of 
performing measurements without physically contacting the 
object using imaging sensors [10, 11]. A range of metrology 
equipment within this category is routinely utilised within 
aerospace industries, automotive industries, and manufacturing 
environments [10, 11]. Photogrammetry [12, 13] and structured 
light metrology [12, 13] are typical techniques of non-contact 
vision-based metrology. However, the usage of cameras for 
measurements introduces systematic errors due to practical 
lens and sensor designs having significant non-linear distortions 
from the ideal central perspective projection [14]. Camera lens 
distortions and network solutions for multi-camera imaging 
geometries have been studied over many years, but it is only 
more recently that surface illumination and reflectance 
variations over the surfaces to be measured.  

Use of a virtual environment to implement and test vision 
sensors and algorithms for manufacturing purposes is highly 
desirable [1-3]. In such an environment, designs for system 
configurations, algorithms, and sensors can be tested with high 
precision before practical implementation. A key task within a 
virtual manufacturing environment is evaluating optical 
metrology sensor placement under varying illumination 
conditions in order to estimate performance. In the work 
described in this paper, we are evaluating virtual environments 
able to simulate a multi-illumination dome imaging system. The 
system uses a single camera to take a sequence of images of a 
surface. Each image in the sequence is taken under point source 
illumination from different lighting directions. The resulting 

image stack is then used to estimate a pixel-by-pixel normal map 
based on knowledge of the sensing and illumination geometry.  

Blender software with its ability to represent optical surface 
properties and light paths has been used for vision process 
simulation in medical environments [4, 5], for electrical 
component identification [6], in manufacturing environments 
[7, 8], and for educational purposes [9]. Drawing on Blender’s 
OpenCV functionality and MATLAB integration, camera 
geometry including position and orientation, and internal optical 
parameters representing optical distortions can be modelled as 
an integral part of the virtual environment.  

In this paper, images of a checkerboard calibration pattern, 
often used with OpenCV, and MATLAB, and representing a 
planar surface to be measured are synthesised. The image 
geometry is based on a perspective camera model with point 
source illumination provided by each of 64 different lighting 
orientations. Different lighting conditions result in different 
images of the checkerboard squares. The geometric effect of 
these variations can be usefully investigated as part of the least 
squares network adjustment process to estimate discrepancies 
between ideal and measured image coordinate reprojection 
residuals. 

In the MATLAB environment [6], the camera was first 
calibrated using a two-step Levenberg Marquardt (LM) 
algorithm [15]. The calibrated parameters were then enhanced 
to determine if improvements were possible using an artificial 
bee colony (ABC) approach. The performance improvement of 
the proposed approach over two-step LM method is 
investigated under different orientations for the camera. It is 
shown that using the ABC algorithm results in enhancement of 
the camera calibration performance in terms of reprojection 
error.  
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The paper is organised as follows. Camera parameters 
including intrinsic and extrinsic parameters are explained in 
Section II. The basic camera calibration procedure using a 
checkerboard calibration board is discussed in Section III. ABC 
algorithm for enhancing camera calibration is summarised in 
Section IV. Overall multi-illumination dome system setup is 
presented in Section V. Simulation results, and conclusion 
remarks are presented in Sections V, and VI, respectively. 
Acknowledgements are given in Section VII.  

2. Camera model: intrinsic and extrinsic parameters      

2D imaging is the projection process of the real world in 3D 
onto a 2D image. The position of the features within the 2D 
image depend upon their real-world position and also on the 
camera parameters [17, 18]. Within OpenCV, and MATLAB 
machine vision toolbox, the overall projection process is 
formulated as follows, 
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where (��, �� , ��) are the position coordinates of the point in 

real world, (��, ��) are the corresponding coordinates of the 
point in the image in pixels, ��  and �� are the camera intrinsic 

parameters such that �� = ���, and �� = ���, and ��(
�����

��
), 

and ��(
�����

��
) are the sensor’s scale factors within x-coordinate, 

and y-coordinate, respectively. The parameter � is the skew. The 
parameters ��� , �, � = �, �, � form the rotation matrix and �� , � =

�, �, � form the translation matrix.  
The radial distortion can be modelled as a polynomial function 

of the radius from the lens centre. The mathematical model of 
the distortion is as follows [19]: 

�� = ���1 + ����
� + ����

� +⋯ �

�� = ���1 + ����
� + ����

� +⋯ � (2) 

where (��, ��) are the coordinates of the points within the 
image as distorted by radial distortion function.  

3. Camera calibration algorithms  

The camera calibration application within MATLAB software 
[20] is used in this paper for calibration of the camera within 
Blender. The algorithm is summarised in this section. The 
assumptions are that: 

1. the field of view for camera is no more than 95. 
2. the camera is modelled by a pinhole model. 
To perform camera calibration identification, the following 
matrix equation is used within MATLAB: 

� �
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��
��
��
1

�

�

(3) 

where � is an arbitrary scaling factor, the matrix � is the camera 
intrinsic matrix, � presents the rotation matrix, and � presents 

the translation matrix. In the first step of the algorithm, the 
corners of squares within the calibrating checkerboard are 
identified using image processing methods. Using the identified 
corners of squares and realistic corners from real-world, intrinsic 
and extrinsic parameters are estimated assuming that there 
exists no distortion using the algorithm given in [15]. The 
algorithm uses the LM Algorithm [21] as implemented in 
Minpack to find the projection matrix as well as intrinsic and 

extrinsic matrixes [22]. In the next step, considering the initial 
values for the distortion parameters as equal to zero and the 
distortion model of (2), a LM algorithm is applied on the overall 
camera projection process including the distortion parameters 
to estimate the overall parameters [23, 24].   

4. Enhancement using artificial bee colony 

To enhance the calibration results in terms of reprojection error, 
a meta-heuristic optimisation algorithm of artificial bee colony 
(ABC) is used. The objective is to find the optimal deviation of 
camera parameters from the calculated values from 2-step LM 
algorithm [15]. To perform such an optimisation, a cost function 
is defined as the difference between the projected real-world 
points to the image coordinate and the detected points on the 
image. The ABC algorithm is used to find the optimal deviation 
of the parameters with respect to the calculated values from LM 
algorithm optimisation method over all calibration images. This 
procedure is performed by optimising the cost function 
associated with the reprojection error. 
This ABC algorithm employs swarm based optimisation which 
imitates the honeybee foraging behavior[25]. The optimal 
solution to this algorithm is the high dimensional position of the 
food source. Pseudocode of the ABC algorithm is given as follows 
[25]: 
1. randomly initialise population �� , � = 1, … , ��, 
2. evaluate the population against the cost function, 
3. the next few steps are repeated until convergence: 

a. a new set of calibration parameters is generated using 

the employed bee as ��� = ��� + ������� −

����, � � 1, … , ��, � � 1, … ,�, where ����[0, 1] is a 

uniform random number, 
b. the fitness function is evaluated for each solution 

�(��) as the reprojection error between reprojection 
points from (3) using estimated camera parameters 
with the real points within the image. 

c. for each solution �(��), its probability is given by: 

�� =
�(��)

∑ �(��)
��
���

(4) 

d. new solutions �� for the onlooker bees are generated 
and evaluated from the solutions �� selected 
depending on ��, 

e. A greedy selection procedure is applied to select 
onlookers which ensures a new candidate is chosen 
based on its fitness compared to the current ones. 

f. Replace possible abandoned food sources with new 

food source using ��� = ��,��� + �����,��� − ��,����. 

The random parameter ���[0, 1] is a uniform random 

number. 
g. The overall best solution is updated by comparing the 

best solution in the iteration with the overall best 
solution. 

h. Terminate the algorithm if termination criteria are 
met, otherwise iterate the algorithm. 
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5. System Setup, image generation and processing  

The imaging setup considered in this paper involves a fixed 
camera on the top of a dome, and 64 light sources located on 
the inside of the dome at fixed locations providing illumination 
geometry to take multiple images of the static object under the 
dome [26]. Figure 1 shows the CAD model of the system. Within 
this image, the position of the light sources is indicated by 
yellow, camera is positioned on top of the dome, and the dome 
with 1m radius is rendered in grey.  

Figure 1. The CAD model corresponding to the dome, light sources, and 
camera on top. 

To perform calibration, a checkerboard (Figure 2) is designed 
and imported into the Blender environment, centred in x-y 
plane. A camera is positioned 1 metre up the z-axis directly 
above the board with its Euler rotation angles being equal to 
(180, 0, -90). A total of 64 different light sources with beam angle 
of 15 degrees are used within this simulation environment, each 
facing towards the centre of the checkerboard. The light sources 
are turned on sequentially and synchronised with the camera 
shutter, resulting in 64 different images. Groups of images and 
real-world checkerboard corners are processed first with the 2-
step LM method and then utilising the output extrinsic and 
intrinsic parameters as starting values with the ABC method. 

6. Simulation results      

A sample result from the calibration when the camera Euler 
rotation angle around axis is [-179.9141, 0.1432, -118.0724] is 
depicted in Figure 3. As can be seen, the reprojected points are 
very close to the originally detected square corners within the 
image. Reprojection errors in terms of pixel error values are 
shown in Figure 4. It is observed that the reprojection errors for 
the enhanced calibration using ABC algorithm are an order of 
magnitude smaller than those for the 2-step LM method. Table 
1 presents the calibration results for 20 different camera 
orientations around the perpendicular downward direction. For 
each camera calibration, statistical results are given for 2-step 
LM algorithm and its enhanced version using ABC in terms of 
reprojection errors. As can be seen from this table, by using ABC 
algorithm the mean reprojection error decreases by 66.1% in 
comparison with 2-step LM method. Figure 5 presents the 
reprojection error versus orientation of the light sources in polar 
coordinates when camera Euler angle is equal to [-179.9141, 
0.1432, -118.0724]. These figures clearly demonstrate that the 
calibration error using ABC algorithm is enhanced for images 
taken with light sources in most angles. Finally, the convergence 
graph for the ABC optimisation algorithm for the camera Euler 
angle is equal to [-179.9141, 0.1432, -118.0724] is illustrated in 
Fig. 6. This graph shows that the optimisation algorithm 
converges after more than 80 iterations. 

Table 1 Reprojection error values 

Mean 
reprojection 
error (pixels) 

Standard 
deviation of 
reprojection 
error (pixels) 

Reprojection error values for 
checkerboard (pixels) 

0.046 0.0712

Reprojection error values after 
ABC enhancement (pixels) 

0.0156 0. 0178

Figure 2. Sample checkerboard calibration image. 

Figure 3. Detected points versus reprojected points from enhanced 
calibration using ABC.  

Figure 4. Reprojection error obtained from checkerboard calibration. 

Figure 5. reprojection error values as a function of �.  

Figure 6. The convergence graph for ABC optimization algorithm.  
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7. Conclusions  

In this paper, the Blender environment is used to make some 
initial vision simulation tests for an experimental imaging 
system. The work is part of an initial study to evaluate the 
metrology potential for simulating light sources, light surface 
interaction and camera geometry within a wider environment 
which might contain multiple objects with their reflections and 
occlusions. The basic simulation created in this software 
includes a camera mounted on top of a checkerboard and 64 
light sources with 15 degrees beam angle facing towards the 
centre of the checkerboard. These light sources are turned on 
sequentially resulting in 64 different images of the checkerboard 
from a single camera pose. A cost function based on the mean 
reprojection error for the images is defined to optimise the 
camera parameters. ABC enhancement is shown to be an 
effective enhancement to a two-step LM algorithm calibration 
method. To show the effectiveness of this optimisation method, 
20 different random camera orientations are used for calibration 
purposes. Comparison between the reprojected image from the 
image to the real world with and without enhancement are 
presented. Whilst these simulation results are limited to a single 
camera view, it is concluded that the ABC optimisation algorithm 
is worth pursing further to evaluate its effectiveness in both 
virtual and practical camera systems designed for non-contact 
metrology tasks. 

Exploration of the camera pose and calibration determination 
within the virtual Blender environment has highlighted the value 
of further exploration for surface metrology applications. 
Further work will seek to better understand how such 
environments can support decisions on camera selection, 
machine learning method selection and implementation across 
different optical surfaces and geometries. 
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Abstract 

Stereo vision is an image measurement system that acquire three-dimensional information of a target without contact. One of the 
most important applications of stereo vision is a motion capture system measuring three-dimensional positions of multiple moving 
targets. In this presentation, we propose a calibrator with fluorescent spherical marker and laser interferometer for improving 
accuracy of stereo vision system. In conventional calibration of stereo camera, check pattern on a plane is usually used as a calibrator. 
The conventional calibrator has relative accuracy of about 10-3 to its size and can be detected in a captured image with accuracy of 
about 0.1 pixels. In contrast, the proposed calibrator has relative accuracy of about 10-6 and can be detected in a captured image 
with accuracy of about 0.001 pixels. In displacement measurement of 180 mm with fluorescent spherical marker as a measuring 
target, RMSE of the proposed and conventional methods were 1.57 µm and 232.84 µm respectively. The standard deviation of both 
methods was 0.45 µm. These results show the proposed method improved trueness of stereo vision system about 100 times higher 
than the conventional one.

Fluorescence, Spherical Marker, Calibration, Stereo Camera 

1. Introduction

Stereo camera systems are calibrated with geometrical 
information obtained from a calibrator. The most famous 
calibrator is two-dimensional grid pattern on a plane like a 
chessboard [1-4]. In this calibrator, control points are expressed 
as corner points [1, 2] or circle centers [3, 4] and can be detected 
in a captured images with about 0.1 pixel precision. Relative 
shape accuracy of this calibrator to its size is about 10-3. 

A sphere is used as three-dimensional stereo vision calibrator 
[5, 6]. Retroreflective spherical markers are widely used in a 
motion capture system and are installed on a calibrator. This 
marker can be detected in a captured images with about 0.01 
pixel precision [6, 7]. Fluorescent spherical markers can be 
detected more precisely than the retroreflective ones [8, 9]. 

In this paper, we propose a stereo vision calibration with 
fluorescent spherical marker and laser interferometer for high-
accuracy image measurements. The proposed method improves 
the camera parameters obtained from a conventional 
calibration method. 

2. Stereo camera calibration

2.1. Fluorescent spherical marker 
Fluorescent spherical markers are optical ones for precise 

image measurement [8, 9]. Precision of the marker detection is 
about 0.001 pixels, which is milli-pixel marker detection. This 
marker has a potential of improving stereo camera calibration. 

Fluorescent spherical markers excited by a UV light are 
captured by a camera with UV-cut filter. This leads to high 
contrast between the marker and background in the captured 
image. Image edges on the high contrast contour can be 
detected precisely. The position of this marker is calculated as a 
center of the circle fitting to the edges [8, 9]. 

2.2. Calibrator with fluorescent spherical marker and laser 
interferometer 

In this paper, we propose a calibrator for stereo camera 
calibration with a fluorescent spherical marker and laser 
interferometer as shown in Figure 1. The fluorescent spherical 
marker is installed on a moving stage and captured by a stereo 
camera system for calibration. Relative accuracy of 
displacement measurement by the laser interferometer is about 
10-6. 

Displacement of the marker is measured by both of the stereo 
camera system and the laser interferometer. Parameters of the 
stereo camera system are estimated as minimizing the 
difference between these measured displacements by 
Levenberg-Marquardt algorithm: 

�∗ = argmin
�

∑ ���,�(�) − ��,��
��

��� , 

where � is the vector of camera parameters which are same as 
described in [1], ��  is measured displacement by the stereo 
camera, ��  is measured displacement by the laser 
interferometer, and � is the number of calibration data. 

Figure 1. Proposed calibrator with fluorescent spherical marker and laser 
interferometer. 
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2.3. Calibration procedure  
The proposed calibration method consists of two-step 

calibrations. The first step is conventional calibration using grid-
pattern calibrator [1], which is pre-calibration. The second step 
is calibration with the proposed calibrator. 

The purpose of the second step is to improve the camera 
parameters. In the calculation of the second step, camera 
parameters estimated in the first step are used as a initial values 
in optimization of the second step. 

3. Displacement measurement by calibrated stereo vision

Accuracy of calibrated stereo camera system was evaluated in 
displacement measurement as shown in Figure 2. Measurement 
error was calculated by subtracting displacement measured by a 
laser interferometer from one measured by the camera system. 
Measured errors were compared between conventional (1-step) 
and proposed (2-step) calibrations. 

3.1. Experimental equipment
Two cameras of  AVT Prosilica GX6600 with lens of AI AF Nikkor 

50mm f/1.8D were placed on a vibration-isolated table. The 
optical axes were parallel, and the baseline was 125 mm. 

A fluorescent spherical marker of 25.4 mm diameter was 
installed on a moving stage. Distance between the moving axis 
and optical centers of the camera system was 800 mm. 

UV-ring lights were placed in front of the camera system. The 
peak wavelength of the lights was 375 nm. The fluorescent 
spherical marker was excited by the lights and captured by the 
camera system with UV-cut filter of 410 nm cut-off wavelengths. 

A laser interferometer of Renishaw XL-80 measured 
displacement of the moving marker as ground truth. 

3.2. Stereo camera calibration 
As the first step calibration, the stereo camera system was 

calibrated by conventional method [1] with grid pattern shown 
in Figure 3. The number of stereo image pairs for this calibration 
was 20. Estimated camera parameters were used as the initial 
values in optimization calculation of the second step calibration. 

In the second step calibration, the fluorescent spherical 
marker was moved 180 mm in 20 mm steps. At the each position, 
the marker was captured 30 times by the stereo camera system 
as calibration data. 

3.3. Displacement measurement 
The fluorescent spherical marker was moved 200 mm in 20 

mm steps. At each position, the marker was captured 5 times by 
the stereo camera system as evaluation data. 

Figure 4 shows the comparison of measurement error 
between conventional (1-step) and proposed (2-step) 
calibrations. The proposed calibration reduced the RMS error of 
measured displacement by more than 99%. Relative accuracy 
and precision of the proposed method was 7.9 × 10-6 and 2.3 × 
10-6, respectively. 

4. Conclusion

This paper proposes a stereo calibration method with 
fluorescent spherical marker and laser interferometer. In 
displacement measurement of 200 mm, RMS error of 
displacement measured by calibrated stereo camera system was 
reduced by more than 99% compared with conventional 
calibration method. 
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Figure 2. Experimental setup for displacement measurement by stereo 
camera system with a fluorescent spherical marker. 

Figure 3. Grid pattern for conventional camera calibration. 

Figure 4. Comparison of measurement error between conventional and 
proposed calibration methods. 
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Abstract 

The comparison of measurements from different instruments is an increasingly common task in advanced metrology. One case in 
point is the calibration of measuring machines using task-specific calibration artefacts. Another example is when two different 
measurement technologies are combined, e.g., to emphasise their strengths and mitigate their weaknesses. The study presents a 
practical case where design for metrology principles were applied to create a versatile additively manufactured support for test 
specimens. This support, compatible with both X-ray computed tomography and optical profilometry, not only serves the purpose of 
holding the specimen in place but it is also designed to include specific common features to assist in the subsequent data alignment 
operations, that would be otherwise challenging due to the high complexity of AM surface topography.   

Design for Metrology, Surface Texture, X-ray Computed Tomography, Optical Profilometry, Additive Manufacturing

1. Introduction

When deciding which measurement strategy and instrument to 
adopt to perform a specific metrology task, several factors must 
be considered. These include the metrological characteristics of 
the measuring instrument and the geometrical complexity of the 
measurement to be performed [1]. In addition, the type of 
features and/or materials to be measured must also be taken 
into account. There is no such thing as an omnivalent measuring 
instrument, and very often, one has to compromise between the 
advantages and drawbacks of different techniques. Sometimes, 
the choice is relatively straightforward, while for other 
measuring tasks, an obvious solution seems to be lacking due to 
the limitations of the available measuring systems. In such cases, 
the solution frequently lies in merging the results of 
measurements from different measuring instruments to 
enhance their strengths and compensate for their weaknesses. 

To this aim, appropriately referencing of measurements 
originating from different instruments is an important step. 
When dealing with surface texture measurements, previous 
works in the literature show the challenges linked to the 
comparison of results obtained using different measuring 
systems [2-3]. Among the most difficult surfaces to be evaluated, 
additively manufactured (AM) as-built surfaces are peculiar due 
to their inherent complex texture showing high roughness 
values [4], which also manifest significant variability depending 
on both process conditions and fabricated features [5]. 
Furthermore, the presence of re-entrant features makes 
effective measuring tasks challenging, thus motivating the use of 
X-ray Computed Tomography (XCT) to overcome the inherent 
limits of line-of-sight measuring instruments. On the other hand, 
instruments such as those based on Optical Profilometry (OP), 
are ideal for performing surface texture measurements with 
more than adequate resolution, but struggle with the 
identification of steep slopes and undercuts.   

This work aims to exploit design for metrology principles to 
devise a measurement setup enabling the comparison of surface 

texture measurements in additively manufactured test 
specimens (e.g., for tensile testing), carried out using XCT and 
OP. The proposed approach can potentially be leveraged to 
provide more accurate and reliable surface texture 
measurements resulting from a fusion of data obtained with 
different instruments. 

2. Specimen holder design methodology

Establishing functional requirements or limitations is 
paramount before proceeding with the design of any support 
equipment. This paper selected a specific sample with 
rotationally symmetric geometry. The first requirement relies on 
the need to collect information across the entire surface of the 
central portion of the test specimen shown in Fig. 1, where its 
main dimensions are reported. 

Figure 1. Test specimen geometry (dimensions are in mm). 

Furthermore, the specimen holder should enable the 
comparison between surface texture measurements obtained 
using XCT and OP. Measurements should be repeatable also 
after the specimens are tested and the references must be 
preserved. To measure with OP, the specimen should be housed 
horizontally. The support should allow the user to place the 
specimens repeatedly in the same position. To do so, the holder 
should be able to lock the three linear translations (�⃗, �⃗, �⃗) and 
two of the three rotations (�����⃗ , �����⃗ ), allowing the specimen to 

rotate only around the generative axis (����⃗ ). In addition, to 
capture the whole surface and label each patch, the rotation axis 
should have a reference system with its zero and some discrete 
controlled positions. Regarding XCT scans, the specimen should 
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be oriented vertically, and only the zero reference for the ����⃗
rotation should be collected, since the entire specimen volume 
of interest is acquired. Therefore, as opposed to OP, the need 
for labelling each patch does not apply to XCT measurements. 
However, depending on the system’s properties and on the 
desired magnification, the volume acquired during a circular 
scan has fixed dimensions. Hence, the zero mark should also be 
comprised in the scanned volume to be acquired with the 
specimen. Tab. 1 summarises the functional requirements and 
limitations considered within the design for metrology 
workflow. 

Table 1 Functional requirements and limitations for the specimen holder

OP XCT

1 Reproducibility 

2 Horizontal support to 
lock (�⃗, �⃗, �⃗) 
translations and (�����⃗ , �����⃗ ) 

rotations 

Vertical support to hold 
up the specimen 

3 Zero reference system 
on axial rotation ����⃗

Zero reference system 
for the specimen axial 

rotation ����⃗  comprised in 
the XCT scanning volume 

4 Stepped control on  
axial rotation ����⃗

Considering the specifications listed above, a design solution for 
multi-purpose support has been developed. The proposed 
specimen holder designs are shown in Fig. 2, for the XCT and OP 
configurations, respectively. 

Figure 2. Specimen holder in XCT configuration (left) and OP 
configuration (right). 

Figure 3. Proposed solution: (A) specimen, (B) V-shape support, (C) zero 
flap, (D) base disc, (e) zero notch, (f) coupling protrusion. 

The two configurations share the base disc (Fig. 3.D) as a 
common component. This base disc, unequivocally interlocked 
with the specimen (Fig. 3.A), has n notches to mark different 
angular positions. The zero notch (Fig. 3.e) is the only one 
passing through the whole disc thickness, therefore easily 
recognisable. For the OP configuration, the specimen is placed 
on top of a V base support (Fig. 3.B) that locks two rotations (�����⃗ ,
�����⃗ ) and two linear translations (�⃗, �⃗). To stop the last translation 

(�⃗), the base plate is brought up against a wall of the V-shaped 
base where, thanks to the coupling of a protrusion (Fig. 3.f) with 
the notches, the rotation can be controlled.  
For the XCT configuration, a second disc is mounted on the other 
specimen gripping section, which presents a pass-through zero 

notch as well. Thus, a lightened flap (Fig. 3.C) is vertically 
mounted using the zero notches on each disc and it will appear 
inside the scanned volume to serve as the zero reference. 
Therefore, thanks to the notches the OP acquired patches will 
have consistent overlapping regions, thus facilitating the 
stitching. The zero flap, on the other end, will provide a common 
reference system between the two scanned surfaces.

3. Realisation and future works

   The support has been fabricated in Polylactic Acid (PLA) using 
a Raise3D Pro3 (Raise3D, CA) system, applying a material 
extrusion (MEX) layer-wise manufacturing approach. The 
specimen holder has been tested in both the proposed 
configurations and it has proven to be successful in facilitating 
the comparison of data of corresponding regions between OP 
and XCT. Fig. 4 shows the prototype used for OP (a) and for XCT 
scans (b).  
Future works will focus on developing smart algorithms to stitch 
the n surface patches obtained using OP into a single surface 
that can then be compared and fused with the data coming from 
XCT. This approach has the potential to allow for more 
comprehensive surface texture data enhancing the knowledge 
on the AM surfaces and mechanical properties.  

Figure 4. Specimen holder prototype used to measure an AM specimen 
using OP (a), and XCT (b). Insets show the corresponding respective 
measured surface topographies.  
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Abstract 
 
As the healthcare and life sciences sector plays an essential role in driving the rapidly expanding micro injection molding market, 
companies are faced with the challenge of maintaining rigorous quality control standards. Despite available non-destructive testing 
technologies permitting the precise measurement of internal defects, they are severely limited by their speed. A novel and scalable 
fast data acquisition pipeline for non-destructive testing is presented, enabling a 100 % inline-inspection of injection molded parts. 
The pipeline includes a robot-based radiographic measurement system and an AI model for defect detection. With only 6 to 14 
required projections, measurement times of 30 s ± 3 s were achieved. Defect detection is performed by an AI model directly on the 
2D projections. Initial performance of the AI model is promising with further development focused on eliminating false positives.  
 

Projection analysis, Inline-CT, Acceleration of measurement, Neural networks 
 

1. Introduction  

Despite recent advancements, prolonged measurement times 
remain a significant barrier to widespread adoption of 
non-destructive testing (NDT) technologies for the 
100% inline-inspection of injection molded parts. Current 
quality control systems primarily focus on monitoring weight, 
surface geometry, and surface quality, thus limiting defect 
detection to externally observable factors and necessitating 
destructive testing for internal defect identification [1, 2, 3]. To 
address this challenge, a novel data acquisition pipeline was 
developed, integrating a custom robot-based x-ray computed 
tomography system and a specialized AI model for defect 
detection. 

 
While existing research emphasizes the development of faster 

sensors and algorithms to expedite individual projection 
acquisition and image reconstruction, these approaches still 
require several hundreds to thousands of projections, posing 
limitations for inline inspection in micro injection molding 
[4, 5, 6]. For instance, Murtaza et al. implemented a 
radiographic system capable of rapidly scanning additively 
manufactured components, capturing 720 radiographs in 
36 seconds. However, the system's reliance on high frame rates 
and moderate resolutions limits its suitability for defect 
detection in larger components requiring higher spatial 
resolution [7]. 

 
The subsequent chapters detail the experimental setup, the 

data acquisition pipeline, and methodology for data acquisition 
and defect detection. Furthermore, the reduction in the number 
of required projections and resulting measurement times are 
presented, along with an initial assessment of the AI model's 
performance. The paper concludes with an overview of the 
findings significane for injection molding.  

 

2. Methodology      

Conventional x-ray based non-destructive testing methods 
need at minimum several minutes to capture the required 
measurement data. The following chapter present a scalable, 
fast data acquisition pipeline which performs everything from 
image capture to defect detection in less than a minute.  

 
2.1. Setup 

The radiographic measurement system, depicted in Figure 1, 
integrates a 6-axis robotic manipulator at its core. This industrial 
robot maneuvers a bespoke C-arm, housing both an X-ray source 
and detector, facilitating projections from diverse angles and 
positions in 3D space. All pre-computation steps, encompassing 
trajectory planning to data acquisition, are centralized on a 
control PC, serving as a Single Point of Control (SPOC). 

 

 
 
Figure 1. Setup of the radiographic measurement system for the 
measurement of arbitrary projection poses 

 
The system is capable of inspecting components as small as 

5 mm, achieving magnifications in the range of x1.36 to x61.44. 
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It is possible to scale the system for the non-destructive testing 
of smaller or larger components up to 225 mm but the maximum 
available magnification decreases with increasing object size. 

 
2.2. Pipeline 

The presented pipeline is based on the hypothesis, that each 
projection contains information on the location, shape and size 
of all defects present in a workpiece. Since all information is 
contained within the projection data, no 3D reconstruction is 
necessary for defect detection. Thus, it is possible to perform 
defect detection with an arbitrary number of projections, with 
each additional projection providing diminishing information. 
Consequently, by using a small number of projections data 
acquisition can be reduced by multiple magnitudes. A pipeline 
was implemented on this basis, as can be seen in Figure 2. 
 

 
Figure 2. Sub-minute data acquisition pipeline 

 
The Fraunhofer developed FLUX framework is used to conduct 

an x-ray simulation using 3D CAD models of the specimen with 
varied defect populations to generate synthetic projection data 
for a large number of projection poses and defect variations. 
These are used to train the AI model prior to data acquisition. 

 
The inspection process starts by computing the optimal 

projection poses for a predefined number of projections. To 
evaluate the information contained in a specific set of projection 
poses, the 3D CAD model without defects is evaluated with two 
metrics. The first metric measures the standard deviation of the 
model thickness for every projection angle in 3D space. The 
second metric measures measures the geometric independency 
of projection poses. An optimal projection pose is the 
combination of a high standard deviation of the model thickness 
and high geometric independency. 

 
Subsequently the trajectory planning for the robot is 

conducted with the help of a collision simulation using RoboDK. 
Robot program code is generated from the found trajectory and 
loaded onto the robot. After placing a workpiece in the system, 
a completely automatic inspection cycle is perforemd. Following 
the measurement program, the acquired projection data is 
automatically evaluated by the AI model and all identified and 
localized defects returned via the graphical user interface (GUI). 

3. Results 

The number of required projections was successfully reduced 
to 6 to 14 images in 3D space, signifying a reduction in projection 
data by a factor of 90 to 160 compared to conventional systems. 
The entire radiographic measurement of a component can be 
completed within less than a minute. When using 8 projection 
poses, a complete measurement cycle was completed within 
30 s ± 3 s, excluding workpiece handling. 

 
Figure 4. Example of AI-based defect detection using raw 2D projection 
data from an uncalibrated detector a) CAD model of the specimen with 
defects outlined in orange b) Identified defects with correct 
identifications marked in green and false identifications marked in red 

 
Both internal and external defects in components are identified 
and localized by the defect detection AI model. The model finds 
all four of the existing defects in the specimen, for every of the 
four preliminary defect variations. From the seven small-scale 
geometry features, two are misclassified as false positives. 
While the model finds all of the existing defects in the specimen, 
individual geometry features, s.a. the eyes, tend to be 
misclassified as false positives, as seen in figure 4. Given the 
state of AI development this falls within expectations and 
current efforts are focused on remedying this problem. 
 

 
Table 1. Confusion matrix for the defect detection seen in Figure 4 

4. Conclusion      

In conclusion, the presented fast data acquisition pipeline 
represents a significant advancement in non-destructive testing 
for injection molding. By shortening measurement times, this 
approach enables a 100% inline inspection of injection molded 
parts with a radiographic measurement system for the first time. 
Through the adaptation of projection reduction and AI defect 
detection, measurement times were reduced to 30 s ± 3 s. While 
initial results are promising, ongoing efforts are aimed at further 
optimizing the system and improving defect detection 
capabilities. These advancements possess the potential to 
transform quality control across the injection molding sector. 
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Abstract 
 
A newly developed instrument intended to be used for advanced experimental investigations in a modern upgraded synchrotron 
research facility has been recently completed and delivered. The dedicated diffraction machine (diffractometer), working on X-ray 
diffraction principle consists of a basic structure with five circles 5C(2D+3S) geometry. By adding some specific components related 
with the enlargement of functional spectrum, as different techniques (polar dependent spectroscopy and magnetic scattering) 
applied on various samples (such as magnets and thin films), the machine became a complex research instrument, including the 
rigorous requirements of precision. In this respect, two interchangeable positioning modules have been provided, opening the way 
of comparing the results of various samples with the same technique, avoiding the associated errors related with their transfer 
(reproducibility). A stiff alignment base (B) supports a heavy dovetail detector (D) and sample (S1, S2) modules, each including several 
high precision positioning units (Pu) with linear and/or rotational motions (goniometers/translational) stages. (S1) includes a stiff 
high precision customized Euler cradle (Ec) for positioning of a magnet (2T) and (S2) several precision gonios (G), together with a 
nano positioning piezo device. The paper gives a complete final view of this versatile instrument, including the proposed kinematic 
structure, design concept selected solutions, together with an analysis of precision data collected during the final tests.   
 
Synchrotron, diffractometer, positioning, kinematics, design, precision      

 

1. Introduction 

Synchrotron radiation is one of the most powerful 
investigative tools available today for exploring the internal 
structure of various matter states. It is expected that in the 
future, advanced research will be based not only on newly built 
or, improved (upgraded) modern facilities with increased 
functional beam parameters, but on new dedicated instruments 
/machines, working inside for specific applications [1].   

A consistent upgradation process started few years ago at 
Advanced Photon Source (APS-U) [2]. After that, the primary 
characteristics of the beam e.g., emittance, coherence, etc will 
be improved and several new beam lines will be constructed. As 
such, the afferent instruments in the experimental hutches will 
be new ones or partially renewed.  

Several beamlines from the X-ray Science (XRS) division have 
been allocated for the Magnetic Materials (MM) group 
investigations. Here, 4-ID (POLAR) beamline will be focused on 
emergent topic of electronic/magnetic effects of 
inhomogeneities in magnetic and/or ferroelectric materials 
relevant to actual quantum and energy requests. In this purpose, 
several techniques will be used, as X-ray spectroscopy (XRS) 
and/or X-rax magnetic scattering (XRMS) [3].  

For one of the experimental stations, hutch (G) a request to 
develop a dedicated machine, called diffractometer (Dm) has 
been released [4].  Based on this, the new (Dm) intended to be 
used has to be adapted for horizontal scattering (Q-range) 
access, using both heavy load (superconducting magnets) and 
low vibration smaller samples, under extreme conditions (low 
temperature, high pressure) investigations. (Dm) has to offer not 
only the possibility of using the above-mentioned X-ray 
techniques for a single sample, but to be prepared for high 
precision (interchangeable) working capabilities of the samples.  

A short overview, including the main features of the final 
instrument (prototype), during its finalized process have been 
revealed [5]. However, here more details are to be presented, 
especially taking into account the relevant challenging and 
solutions aspects related with its precision based on raw 
collected data in the final step of tests. 

2. Diffractometer      

For a relative long time, diffractometers have been one of the 
key research instruments in any synchrotron facility. Based on X-
ray diffraction principle and using well-known classic or modern 
specific techniques [6,7], various types have been developed 
since their first proposal. Actually, there are several well-known 
companies producing them; see, for example [8]. 

 
2.1. Geometry 

Generally, Dm(s) include two types of geometrical 
configurations, in which various actuated rotation stages, called 
circles (C) are arranged relative to their motion axes.  

In the first group (orthogonal), the basic types include 
machines with four to six circles (Dm-nC, n=4-6) arranged at the 
right angles (α=90°). However, (n) can increase, depending on 
the number of auxiliary devices, and sample manipulation 
setups, reaching eight (n=8), or more (n>8). As the actual 
tendency is to use – a) several X-ray techniques to investigate b) 
different types of samples in the same place, the number and 
complexity of (Dm) machines constantly increased. Note that 
the working precision didn’t change, but even decreased. In the 
second group (Kappa), each axis of the circles is arranged in an 
angular way (α=50°-60°), as Kappa letter. Mainly, the (Dm) 
working principle consists of a corelated motions of detector and 
sample circles, relative to a fixed beam (X-ray), based on 
diffraction law (Bragg) principle. 
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Based on the specificity of ID-4G beamline [9], the new 
requested diffractometer was necessary to be able to use two – 
spectroscopy (polarized dependent resonant) and magnetic 
scattering X-ray techniques. In addition, it has to provide the 
possibility to manipulate - a) heavy cylindrical (200x400) mm 2T 
magnet (120kg) and b) smaller (30, 2, 0.2 kg) samples under 
extreme conditions– high pressure (HV) and/or low temperature 
(cryostat) devices. A 2D pixel array detector (5kg), together with 
the afferent vacuum tube (12kg) and polarization analyser 
(15kg) with optics devices, totalling (100kg) must be 
manipulated, as well.  

Following these, and others explained further, the POLAR-Dm 
machine was proposed on a basic five circles (n=5) orthogonal 
geometry, Dm-5C(2D+3S), where Ci, i=2 for detector (D) and Ci, 
i=3 for the sample (S). However, by the intention to use two sets 
of sample manipulators (S1, S2), each with additional circles (Ci, 
i=6), together with those included in the auxiliary devices (polar 
analyser) the subsequent total number of circles became much 
more (Ci, i=9), as Fig. 1 shows. Thus, the (POLAR-Dm) machine,  
belongs to a complex multi-circles (Dm) family. More details 
featuring the chosen kinematic structure are given below. 
   
2.2. Kinematic structure 

From the kinematic (K) point of view, a (Dm) structure results 
from the selected geometry and the auxiliary devices necessary 
to be used. Each of the components from inside must fulfil the 
required functional and precision working parameters, e.g., 
range, accuracy, etc of motions. The type of their arrangements 
(serial and/or parallel) has also a significant importance.  

In the POLAR-Dm case, the proposed structure consists of a 
combination of three main kinematic chains (Ki, i=1,2,3), 
corresponding to detector (D), sample (S) and base (B) 
manipulation subsystems (modules), Fig. 1.  

 

 
Figure 1. Kinematic structure (K) 

 
The first kinematic chain (KD) of the (D) manipulator consists 

of two active rotational joints (circles) –C1(δD=±180°) and C2(ϑD=-
30°+180°) orthogonally linked together by an arm (l1). In 
addition, arm (l2) is supporting two linear guides (L1, L2) to 
accommodate with the use of a detector (D) and optics, as the 
polar analyser (An), attenuator (At) and vacuum tube (Vc) to 
catch the scattered X-rays. (An) is based on a combination of 
three orthogonal circles - C7(θX=±5°), C8(χy=±5°) and C9(ηZ=+30°-
110°). Basically, a detector point performs a spherical motion 
around the fixed point of the machine, called center of rotation 

(CoR), which in turn, coincides with beam line (sectional) center. 
The (D) nominal position (δD=ϑD=0°), otherwise when the polar 
analyser arm is collinear with the beam.  

The kinematic chains of the sample manipulation (Ks) afferent  
of two types of manipulators (S1, S2) consist of various in-series 
(stacked) arranged actuated devices, performing rotation or 
translational motion, with C3(θS=±180°), as a common base.  

In its first configuration (S1), two orthogonal circles C4(χ) and 
C5(φ) form the Euler cradle (Ec) mechanism. (Ec) is providing an 
enlarged access (setup, maintenance) to the samples, especially 
for the large sample (magnet). It includes also a small 
translational motion (X=Y=±2, Z==±3) mm device, holding the 
cryostat. Nominal position, χ=0° when C5(φ) along X(+). A 
separate support (Sp), and two (manually) driven translational 
(XZ=±10, Y=±5) mm and rotational C6(θ1M=±180°) devices 
performing the alignment of (M), will be sometimes removed.  

In the second configuration (S2), several motion devices are 
stacked one after the another, starting with one performing arc 
circles RzRx (χ=ϑ)2=±7°, following the translational (X2=Z2=5, 
Y2=2.5) mm ones. On top of these, performing full C6(φ2=±180°) 
and partial Rz(δ2=±7°) circular motions, carrying a course 
(X2=Z2=5, Y2=2.5) mm and fine (xyz)2=0.1 mm translational 
motions devices is forming the precision gonio (Pg) mechanism.  

An alignment base (B) subsystem has to support the entire 
machine structure, providing reliable stability and short motions 
- (X,Y)Dm= 20 mm and Rx(η)Dm=±0.5° for the rough alignment 
toward X-ray beam longitudinal axis. (KB) was chosen as a four 
legged (quatro) in-parallel mechanism (PKM) [10], from which 
two pairs of them are actuated. (Ym) are manually driven feet are 
short motions levelling with the floor.  

The main motion parameters, as the range – stroke (St) and 
precision -repeatability (Rp), resolution (Rs) required for the 
basic circles are included in Table 1. The indicated values are the 
lowest (highest) allowed ones. A short simulation video of the 
motions can be seen [6]. 

 

Table 1 Dm basic motions parameters  

Circles 
 (Ci) 

St 
(°) 

Rp* 
(“) 

Rs 
(“) 

C1(δD) ±180 8 3.6 

   C2 (ϑD) -30+180 8 3.6 

C3 (θS) ±180 0.5 0.36 

C4(χS)1 ±100 8 3.6 

C5(φS)1 ±180 8 0.36 

* Bidirectional 
The O-XYZ reference system is a right-handed set of orthogonal axes, 

with the origine in CoR point (O=C); the positive orientation of Z being 
along the incoming X-rax beam and Y vertically upward. 

 
2.3. Design concept      

Following the kinematic structure, a design process [11] 
started to select the suitable components, based on load 
supported, actuation type, shape and precision criteria. Most of 
them are standard with modified/improved features in-house 
manufactured. The resulted concept (layout) is shown in Fig. 2. 

As a modular design approach has been applied, the entire 
machine architecture has been divided into three main 
positioning modules (Pmi, i=1,2,3), each of them built from a 
serial and/or parallel combination of multiple positioning units 
(Pui, i=1,...,n)  (Pui), performing basic rotational/translational 
motions. (n)  varies from module to module, being in a strong 
correlation with the motion actuated axis Ai (i=1,…,n). In 
addition, there is a fourth module (Pm4), dealing with the 
wire/cable manipulation.  
Mainly, the first positioning module (Pm1), corresponds to the 
detector manipulator (D) includes two powerful motorized Pu 
goniometers (G) linked with two stiff arms. (Pm1) was built for 
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the first time on two heavy load and high precision gonios (G480) 
able to work in both – horizontal (W1) and vertical (W2) 
  

 
Figure 2. Design concept (CAD) 
 
This extreme solution was adopted based on the fact that the 

(D) arm must carry several heavy instruments at an appreciable 
distance (2m) and apart (0.63 m) from the machine center point. 
Thus, it must provide the necessary actuation moment (force) 
carrying a) detector (EIGER1M) and b) Polar analyser 
(customized), pneumatic attenuator (3002.60M), slit (IB-C30-
HV) and vacuum tube (Vc), together with their supports (linear 
stages). In this purpose, a dovetail concept including two stiff, 
but light spacers (Sp) from sheet metal (welded) was provided. 
And, for the static balance three counterweights (Cwi, i=1,2,3), 
as well. (Pa) was built on a combination of two gonios (G410A, 
G409 - XEW2), one linear (X5101/XE) and head (H1005).  

The positioning module (Pm2)1, corresponding to (S1) 
configuration consists of a customized Euler cradle (Ec518), 
combining a stiff base and carrier, holding a translational stage 
(5106), which must carry the cryostat (ARS DE-202G). 

The positioning module (Pm2)2 corresponding to the second 
configuration of the sample manipulator (S2) is a high Precision 
gonio (Pg) system built on a (gonio) segment (S5203) with 
required precision (XE), supporting a standard XYZ translation 
stage (T5105) on which a high precision air bearing stage (EZ 
0570) is located. On top of them, a segment (gonio) stage 
(S5202) is fixed where a combination of two linear stages 
(X5101/T5102) and a nano(piezo) positioning stage (TRITOR 101 
CAP, JENA) are supported. (Pm1)2 and (Pm2)2 modules are moved 
by a common precision gonio stage (G440, X2W2). 

The alignment base (B) module (Pm3) was designed on a 
standard table type (T6207), providing stiff and stable support 
of loads (<1000 kg) and precision motions for all the necessary 
working modules above it. An overview of selected (Pu) types, 
together with their available loads and precision provided Tab.2. 

 
Table 2 Dm design parameters  
 

Axis 
 (Ai) 

Modules 
(Pm i) 

Units 
(Pui) 

Load 
(H/V) 

Prec. 
(X) 

A1 Pm1 G480 W2V XE 

A2 Pm1 G480 W2H XE 

A3 (Pm2)1,2 G440 W2V  XE 

A4, A5 (Pm2)1  Ec518 H&V XE 

As precision was also one of the main requirements, modelling 
and simulations have been performed, using finite element 
analyse (FEA). 
The estimation of the deformations (deflections) and stresses 
(von Misses) helped a better design. By improving the stiffness, 
the deformation causing the geometric errors of positioning was 
reduced, or even totally eliminated. (D) and (Ec) components 
were identified as the critical ones, and the process focused 
mainly on them. An example is given in Fig. 3 for (D) 
deformation, where (ɛ2) must be less than 0.02 mrad around Z 

(θz), at d=2m and with ϑD=0-30°. 
 
Figure 3. Modelling and simulation (FEA) 

 
(Dm) machine design included not only an appreciable number 

of motorized circles, but the linear ones, as well. The total 
amount of axes reaching a high number (Ai, i=1,…,30). Generally, 
from the control of motion point of view, this multi-axes 
machine is driven by commercially available stepping motor 
(VEXTA/ORIENTAL, PK/P), gears boxes and incremental encoders 
(VIONICS/RENISHAW, RKLC/RESM). In addition, four power 
drives (POWERPACK) and two driving (SMC9300) electric 
/electronic boxes have been provided for basically, a closed loop 
approach applied. As expected, the management of the 
appreciable number of the cables from the actuated axis- wires 
(electric) and pipes (air), together with their necessary length for 
the roof (>10m) was an issue. To solve it, a specific design of a 
manually actuated (planar) manipulator (Pm4) was provided. 
(Pm4) mainly consists of two Brinkman incorporated 
manipulation components – one for detector (Mp1) and other 
for Euler cradle (Mp2), respectively. In addition, the connections 
have been performed through three main connexion boxes - 
(Cb)i, i=1,3. Sleep rings were sometimes used, and the wires 
directed through central holes of the components. Additionally, 
for preventing any crushing hazards of large components in 
motion, electric warning stickers have been included, as well. 

 
2.4. Precision      

Precision positioning is a permanent concern in the 
synchrotron industry. The successful management involves not 
only knowledge and extensive expertise from several fields 
(mechanics, electric, metrology), but a permanent control (tests) 
during the entire manufacturing process. 

Based on the above design considerations and the final 
adopted solutions, a first POLAR-Dm instrument (prototype) has 
been manufactured. It is shown in Fig. 4 (left), about to undergo 
the last round of motion errors tests. Fig. 4 (right) includes the 
measurements setups details, for both (Ec) and (Pg), 
submodules. However, it does not include the real cryostat 
device (Ec) and nor the piezo units (Pg) in order to make possible 
the process. In addition, the slits and vacuum tubes were already 
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shipped before to the facility.  All functional and precision 
motion parameters were tested at factory premises and then 
included in a report [12] issued to the facility. For the 
measurements purpose several instruments (interferometers, 
autocollimator, dial gages) and auxiliar devices (dummies, 
calibrated balls) have been used. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Prototype and measurements (SoC)  

 
Sphere of Confusion (SoC) parameter is a global indicator of 

the accuracy of positioning of any (Dm). It takes in to account all 
types of geometric errors during the complex motion of (D) and 
(S). However, from practical point of view, the separate partial 
values - (SoC)D and (SoC)S or even those of individual axis (SoC)i 

could be from real interest. The required values for POLAR-Dm 
are displayed, Table 3. 

 
Table 3 Runout errors (Max) 

Ci 
[i=1,5] 

C1(δD) 
[µm] 

C2 (ϑD) 
[µm] 

C3 (θS) 
[µm] 

C4(χS) 
[µm] 

C5(φS ) 
[µm] 

(SoC)i 15 50 5 50 5 

 
As easy can be seen from the table, the maximum values must 

be less than fifty micrometers. In addition, as specified the value 
of reproducibility, following the interchangeable actions of 
individual and/ or combined modules (Ec)/(Pg) should comply 
with fifty microns interval (Rpr<50 µm). At a short survey, these 
values are qualifying the instrument, as with high precision one. 

For the detector module (Ci, i=1,2), the error determination 
consisted in the measurements of radial (ɛr) and axial (ɛa) runout 
values in the two cases, with following conditions: a) (Ec) - φS=0°, 
χS=90° and b) (Pg) – χ2=υ2=φ2=0°, through the basic gonio stage 
(θS=0°). In the first case (a), the horizontal arm performing full 
rotations (δD=±180°), and the second arm being vertical 
(ϑD=295°), the max/min values reached: a) ɛrϵ (-3,3) µm and b) 
ɛrϵ (0,8) µm intervals. Note, that ɛa=0 µm. When the second arm 
performs partial rotations (ϑD=-180°+30°), and the horizontal 
arm fixed (δD=25°), the obtained values were: a) ɛrϵ (-25,8) µm 
and b) ɛrϵ(-13,0) µm and ɛaϵ(-20,18) µm and b) ɛaϵ(-25,12) µm.  

For the sample module (Ec) with (Ci, i=3,5), the same type of 
errors has been collected, under the condition of the detector 
arm being horizontal (δD=25°), in two cases of payloads: a) 5 kg 
and b) 16 kg, Fig. 4(right). Thus, for the first case of the motion 
(χS=±100°), with (φS=0°), the obtained values were: a) ɛrϵ(-5,7) 
µm, ɛaϵ(-6,6) µm and b)  ɛrϵ(-13,12) µm, ɛaϵ(-10,11) µm. Note: 
For the second determination, (φS=±180°) all the errors fall 
inside ɛrϵ (0,2) µm and ɛa=0 µm, identically with the individual 
gonio stage values. The graphical representation is given (Fig. 5.)  

The measurements in the case of basic gonio (θS=±100°), for 
both types of sample (sub)modules – (Ec) and (Pg), the values 
reached: a) ɛrϵ (-4,0) µm and b) ɛrϵ (0,4) µm intervals, with 
(χS=90°), (φS=0°) and the detector arm vertical (ϑD=295°).   

 

 
 

Figure 5. Positioning errors (Ec)   

 
The max values from all measurements above are summarized 
in Table 4.  

 
  Table 4 Runout errors (Max) 

Si 

(i=1,2) 
C1(δD) 
ɛr[µm] 

C2 (ϑD) 
ɛr/ɛa[µm] 

C3 (θS) 
ɛr[µm] 

C4(χS) 
ɛr/ɛa[µm] 

S1(Ec) 6 25/38 5 25/21 

S2(Pg) 8 13/33 4 - 

 
Shortly analysing the obtained results and to corroborate with 
the specificity of measurement conditions, qualifying us to 
affirm that the complex multi-axes (Dm) machine was able to 
deliver an outstanding precision, overall SoC<50µm.   

3. Conclusion     

A dedicated diffractometer (Dm-POLAR) with flexible research 
investigation capabilities to work in an upgraded 4th generation 
synchrotron facility has been developed. Able to support 
different types of X-ray techniques applied on large spectrum of 
(electromagnetic) materials, under extreme conditions 
(pressure and temperature), the machine has resulted, as a 
successful combination of commercial and customized 
components improving a basic structure. Two selective chosen 
specific precision modules for samples are preserving the 
necessary accuracy during the interchangeable process. Based 
on its specific features and precision data obtained, during the 
tests, we are entrusted to believe that a versatile high precision 
diffraction machine has been produced, expecting to enhance 
the experimental synchrotron investigation capabilities in the 
aforementioned fields.  
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Abstract 

Advanced manufacturing has been identified by the European Commission as one of the key enabling technologies (KET). These KETs 
are predicted to increase industrial innovation by addressing societal challenges and creating innovative and sustainable economies. 
Developments in the field of advanced manufacturing are progressing rapidly, particularly accelerated by digitalisation technologies, 
demanding appropriate evaluation methods, measuring devices, guidelines and standards for quality control of manufacturing 
processes and products in multiple industries. The metrology needs of these industry sectors are regularly surveyed on workshops 
by the European Metrology Network (EMN) and prioritised according to the advice of the EMN’s Stakeholder Council, which is 
currently consisting of 13 industry representatives. These metrology needs are published in the Strategic Research Agenda (SRA) and 
are regularly revised to address the most recent metrology requirements in the field of advanced manufacturing. The SRA serves as 
a guide for decision-makers from industry and politics, and scientists who apply for funding of their research. This article introduces 
the purpose of the SRA and a new approach for a planned ongoing survey of stakeholder needs on the EMN website.

Advanced manufacturing, metrology, European Metrology Network (EMN), Strategic Research Agenda (SRA), stakeholder 

1. Who we are 

Advanced manufacturing requires new and enhanced 
metrology methods to assure the quality of manufacturing 
processes and the resulting products. The European Metrology 
Network (EMN) for Advanced Manufacturing drives the high-
level coordination of the metrology community in this field with 
the aim of promoting the impact of metrology developments for 
advanced manufacturing. 

The network is operated by national metrology institutes and 
designated institutes in close cooperation with stakeholders 
from academia, industry, and international initiatives with an 
interest in advanced manufacturing (Table 1).  

Table 1 Overview of active EMN members 

Members with active role in the EMN No 

Metrology institutes and designated institutes 18 

Primary contacts 18 

Cross-sectional experts  15 

Advanced materials experts 17 

Smart manufacturing systems experts 14 

Manufactured components & products experts 15 

Partner expert  1 

Stakeholder council members  13 

International associations/organisations 5 

1.1. Our Vision      
The EMN’s Vision is to establish a self-sustainable interactive 

network of experts and an infrastructure to support metrology 
for advanced manufacturing in Europe. The EMN strives for 

being the primary contact point for metrology challenges in the 
advanced manufacturing industry. 

1.2. Our Mission   
The EMN has the mission of supporting competitiveness and 

innovation of the European advanced manufacturing industry by 
further developing a metrology infrastructure in cooperation 
with stakeholders, providing access to metrology research, 
services, and knowledge transfer. The realisation approach of 
these actions is described in detail in Przyklenk et al., 2021 [2].  

1.3. Our Objectives 
The EMN has identified the following main areas to support 

advanced manufacturing technologies (Figure 1) by  

 continued stakeholder dialogue - supported by high-
level experts of the EMN stakeholder council - 
targeting future metrology needs to be addressed in 
joint research projects,  

 regular interaction with existing and upcoming 
European Partnerships and other international 
organisations to identify future needs for providing 
metrology-related input for research programmes,   

 developing and providing specific metrology 
knowledge transfer to the European advanced 
manufacturing industry and stakeholders,   

 representing European interests in standardisation 
and regulation committees that are relevant for 
advanced manufacturing, and  

 coordinated approach to further develop and 
maintain a European metrology infrastructure of 
measurement capabilities and metrology services to 
support the competitiveness of the European 
advanced manufacturing industry. 
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Figure 1 Objectives of the EMN for Advanced Manufacturing.

2. Strategic Research Agenda

The purpose of the strategic research agenda (SRA) is to 
collate and highlight the key measurement challenges and 
opportunities for metrology in the field of advanced 
manufacturing. Thus, the SRA is intended to facilitate 
coordination and prioritisation of advanced manufacturing 
metrology research and development activity in Europe and acts 
as a reference document for the wider metrology and advanced 
manufacturing community. The SRA focusses on the cross-
cutting topics listed in Table 1. Additionally, the 13 key industry 
sectors of the EMN are addressed [2, 3]. The SRA content is 
available in compressed form on the EMN website [3]. The next 
update is planned in mid-2024. 

3. Metrology needs in Nano- and Microelectronics 

The metrology challenges for Nano- & Microelectronics were 
discussed in an Open Consultation, organised by EURAMET and 
the EMN on 8th July 2022 with contributions from major 
European companies addressing their metrology needs. 
Additional input was provided from other sources, such as the 
Chips Joint Undertaking [4] and the International Roadmap for 
Devices and Systems [5]. In the following, one of the identified 
needs is assigned to a cross-cutting topic as an example, so that 
the needs are represented along the entire production chain: 

(i) Intelligent product design: Full and fast characterization 
of functional 3D nanostructures (dimension, materials/ 
composition, dopants, strain, optical and electrical 
properties) for new device technologies (compound 
semiconductors, micro-LED, power electronics and 
vertical-cavity surface-emitting lasers) 

(ii) Advanced materials: Larger components in lithography 
machines may cause drift issues, for drift compensation 
near ideal raw materials and accurate methods for 
material property qualification are needed. 

(iii) Smart manufacturing systems: In-line capabilities of 
metrology methods are needed, e.g. to measure carrier 
mobility. 

(iv) Quality control and testing: Metrology to support 
introduction of high NA EUV lithography in high volume 
manufacturing. 

(v) Digitalisation and vertical metrology integration: 
Integrating metrology tools along the whole 
semiconductor manufacturing lines (Industry 5.0).  

(vi) Legislation and standardisation: Easy to use, time-stable 
industrial calibration standards to cover the whole 
parameter ranges of instruments and measurands. 

(vii) Health and safety, environment and sustainability: 
Developing improved characterisation methods for 
carbonaceous materials and composite/multi-
component substances. 

(viii) Knowledge-transfer and accessibility: Pooling good 
practice guides from NMIs on EMN website. 

4. Outlook – Stakeholder contact through a long-term survey     

Staying in contact with stakeholders is a tremendously 
important task to know the latest trends and to predict future 
metrology requirements in advanced manufacturing 
accordingly. This exchange is currently realised through regular 
workshops.  Supplementing these by a long-term stakeholder 
survey is planned. The idea is to investigate metrology 
requirements in various areas by means of indicating catchy 
adjectives, such as precise, easy, safe or sustainable, to 
permanently rank stakeholder needs of a wide metrology and 
manufacturing community.  

Table 2 shows the planned survey as a prefilled table. The 
results of the survey will be updated and displayed as a 
cumulative graphic on the future EMN website.  

Table 2 Content of a planned long-term online stakeholder survey. 
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 Very limiting Limiting Not limiting -- Not applicable
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Abstract 
 
E-mobility is of high interest for the energy transition and the achievement of climate targets. Nevertheless, this forward-looking 
technology still has a number of drawbacks. One example is the very long charging time of battery systems. To counteract this, an 
innovative fast charging system using a face contact instead of classic plug-in contacts is being developed that significantly reduces 
conventional charging times. To enable this, an electrical contact surface is functionalized in such a way that, on the one hand, the 
contact resistance is reduced and, on the other hand, the thermal as well as mechanical properties are improved. This can be achieved 
by a special design of the microstructure of the electrical contact surface. In the following, the procedure is described in detail. First, 
a single microcontact is designed to break up the oxide layers and minimize the constriction resistance. The thermal, mechanical and 
the electrical properties are described and optimized using analytical and numerical methods. Special attention must be paid to the 
heating of an a-spot during current flow. Then, the single microcontact is multiplied to exploit the principle of a parallel connection. 
This can significantly reduce the constriction resistance. Finally, this designed microstructure is manufactured and tested in 
experiments. Consequently, high charging currents can be transmitted via a face contact on a relatively small contact area. 
 
Keywords: electrical contact, contact resistance, face contact, numerical analysis, FEM 

1. State of the art of charging systems 

E-mobility is a key technology for managing a successful 
energy transition and to transform the mobility sector. In order 
to make this forward-looking technology practicable, new 
methods of energy transmission up to the megawatt range must 
be found. Classic plug-in contacts, which are commonly used, 
are limited in the normal force due to their manual operability. 
This leads to a comparatively small contact surface and thus a 
limitation in the transferable electrical load to avoid 
overheating. To overcome this, the principle of face contacting 
is operated mechanically, which offers up to 20 times higher 
contact normal forces and therefore significantly higher 
transmittable power as well as greater thermal stability. This is 
achieved by increasing the current-carrying surface area of a 
given contact surface, ensuring the necessary wear protection 
and the mechanical-electrical development of the face contact 
with optimal heat conduction, taking into account the clearance 
and creepage distances. 

2. Basics and design approach of electrical contact surfaces      

In this section, the basics and the design approach for the 
electrical contact surfaces are presented. First, the basic 
relationship of the contact resistance is explained. The contact 
resistance Rcontact is made up of the sum of the resistance of the 
base material RB, the constriction resistance Rc and the external 
layer resistance RL, see [1-2]. 

   𝑅contact = 𝑅B + 𝑅c + 𝑅L (1) 

The basic idea behind the electrical contact surfaces is that, on 
the one hand, face contacting of the microstructure breaks up 
the oxide layers and, on the other hand, the microstructure 
leads to the lowest possible constriction resistance, which 

enables higher transmittable power. Therefore, the design of 
the microstructure plays a very important role. As a 
consequence, the initial focus is on the design of a single 
microcontact (also known as an a-spot). The resistance of a 
single circular microcontact can be determined via the 
constriction resistance, see [1-4]. 

 
𝑅c =  

𝜌(𝑇)

2 𝑟K
 (2) 

Here, ρ describes the specific electrical resistance and rK the 
radius of the microcontact or the radius of the a-spot. Figure 1 
shows two constriction resistance curves for two different radii 
of curvature RK, each with flat counter body. Note that different 
radii of curvature lead to different contact radii rK and thus to 
different constriction resistances for the same normal force FN. 
  

 
Figure 1. Constriction resistance curves for two different radii of 
curvature 
 

Figure 1 shows that a certain normal force is required to 
significantly reduce the constriction resistance. The simulations 
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were carried out with Tribo-X. Furthermore, it can be observed 
that no significant improvement occurs with increasing normal 
force. In direct comparison, RK = 4 mm shows a higher 
constriction resistance due to the smaller contact area. In the 
following, a relationship between mechanical, thermal and 
electrical variables is derived, which enables a targeted design 
of the microstructure. It is obvious that the radius and the 
temperature T of the microcontact as well as the current flow IK 
influence each other. Based on the approach of an ellipsoid 
model, a relationship can first be established between the 
maximum temperature Tmax in the a-spot, the temperature of 
the boundary surfaces T1 and the contact voltage UK, see [2, 4]. 

 

𝑇max =  √
𝑈K

2

4𝐿
+ 𝑇1

2 (3) 

Here, L describes the Lorenz number. Using Ohm’s law, the 
current strength and the resistance can be built in and above this 
the radius of the a-spot. As a result, we obtain an evaluation 
equation, which shows the correlation of all important 
influencing variables. 

 

𝑇max =  √
𝜌2 𝐼K

2

16 𝐿 𝑟K
2 + 𝑇1

2 (4) 

It should be noted that the investigations carried out here 
were performed for copper, more precisely Cu-ETP (CW004A). 
In addition, the temperature dependence of the specific 
electrical resistance ρ(T) was taken into account. Finally, 
Figure 2 shows the 3D-plot of the maximum temperature in 
dependence of the current strength and the radius of the a-spot, 
which can be used to dimension the microstructure. 
 

   
 
Figure 2. 3D-plot of maximum temperature in dependence of current 
strength and radius of a-spot 

 
The figure clearly shows that there is a very sensitive 

relationship between the radius of the a-spot, the current flow 
and the maximum temperature in the a-spot. Consequently, the 
microstructure of the electrical contact surface cannot be made 
infinitely small. For example, if a current of IK = 300 A is to be 
transmitted without a significant increase in temperature, the 
microstructure should have a radius of more than 80 µm. This 
radius or the resulting contact area must therefore be present 
when the normal force is applied. Our design approach is that no 
significant increase in temperature can be reached for the 
developed microstructure. After dimensioning a single 
microcontact, the structure is multiplied to utilize the principle 
of parallel connection [5]. 

 
𝑅c =  

1

𝑛

𝜌(𝑇)

2 𝑟K
 (5) 

 

For this, the constriction resistance RC is shown as a function 
of the normal force FN and the number of a-spots n. Figure 3 
shows that the constriction resistance decreases very fast with 
increasing normal force and increasing number of a-spots. 
Additionally, it should be mentioned that the constriction 
resistance curve from Figure 1 (RK = 4 mm) represents the limit 
curve in Figure 3 for one a-spot. 

 

   
 
Figure 3. 3D-plot of constriction resistance in dependence of normal 
force and number of a-spots 
 

It can be observed that just a few microcontacts (a-spots) are 
sufficient to reduce the constriction resistance significantly. In 
contrast, it should be taken into account that the effective 
contact radius also decreases with a large number of 
microcontacts since the normal force is evenly distributed 
among them. For a first prototype, a face contact with five 
microcontacts is designed. This setup offers the best 
compromise in terms of constriction resistance and available 
normal force. Figure 4 (left) depicts the contact surfaces with 
five microstructures. 

3. Simulation with COMSOL Multiphysics 

In this section, the current flow and the heat distribution are 
simulated for the previously designed prototype, consisting of a 
face contact with microstructure and a flat face contact. In [6], 
similar investigations were carried out for a multi-spot contact, 
but at very low currents (200 mA). The numerical calculations 
were performed using the finite element method (FEM) in 
COMSOL Multiphysics. A step file of a CAD model was used to 
create the finite element model. For the electrical boundary 
condition, a current density of J = I/A = 5.9683·106 A/m2 was 
specified (with IK = 300 A and D = 8 mm). In addition, copper 
ETP was used for material characteristics and material 
properties. Figure 4 shows the FE-model (left) and the current 
flow (right). 
 

 
 
Figure 4. Face contact with five microstructures – display of current flow 
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As illustrated, the narrowing and subsequent widening of the 
current flow at the contact points (a-spots) can be seen very 
clearly. This is the cause of both the increase in resistance, which 
is introduced as constriction resistance and the increase in 
temperature. As a result, the electrical current transmission can 
be mapped physically. It should be noted that the influence of 
oxide layers caused by oxidation of the surface is not simulated 
here. Experimental tests will be carried out later to investigate 
their influence and their break up through face contact. 

In the following, the maximum temperature in an a-spot from 
COMSOL Multiphysics is validated with the analytical design 
approach. For this, the maximum temperature of an a-spot is 
evaluated for an effective radius of 60 µm. The results are 
shown in Figure 5. 
 

 
 
Figure 5. Comparison of the maximum temperature in an a-spot. Results 
from COMSOL Multiphysics (top) and results from analytical design map 
(bottom) 

 
It can be stated that the FE-simulation leads to a maximum 

temperature of 91.0 °C and the analytical design approach to 
91.5 °C. The temperature of the boundary surfaces is 90.0 °C. 
Consequently, the design approach can be verified. In addition, 
investigations were also carried out into the mutual influence of 
the a-spots. It was found that the distances between the 
microcontacts are so large that no interaction takes place. This 
can also be confirmed by analytical approaches, see [5]. 

 𝑙 > 20 · 𝑟K (6) 

Here, l describes the average distance between the a-spots 
and rK, as already mentioned, the current a-spot radius. 

4. Manufacturing of the microstructure 

After dimensioning the face contact with microstructure, 
manufacturing is carried out using laser ablation. This 
production process is ideally suited for manufacturing 
prototypes with high accuracy. For the patterning experiments, 
an Nd:YVO4-doped picosecond laser with a wavelength of 

532 nm and a maximum average output power of 8 W was 
used. The linearly polarized Gaussian laser beam was focused to 
a focal diameter of 11 µm using a f-θ lens array with a focal 
length of 100 mm. The workpiece was microstructured using 
Direct Laser Writing (DLW). 

As a result, Figure 6 shows the manufactured face contact with 
five microstructures. The microstructure was applied to a 
cylinder with a diameter of 8 mm (see Figure 4). The counter 
body is a flat cylinder with a diameter of 8 mm. It should be 
noted that the face contacts will later be provided with a special 
coating to minimize wear. These coatings are developed by the 
Fraunhofer Institute for Surface Engineering and Thin Films IST. 
 

 
 
Figure 6. Face contact with five microstructures – surface manufactured 
by laser ablation 

5. Surface measurement of the microstructure 

Finally, the finished surface with five microstructures is 
measured using a confocal microscope MarSurf CM mobile from 
Mahr. Figure 7 shows a perspective view of face contact II. 

 
Figure 7. Face contact with five microstructures (perspective view) – 
surface measured with confocal microscope (Mahr) 

 
A visual inspection already indicates a high quality regarding 

the geometry of the microstructures as well as their surface 
roughness. In the next step, they should be evaluated using a 
geometry and roughness analysis. For this, a profile cut is made 
first through three of the microcontacts and then evaluated (see 
Figure 8). 
 

 
 
Figure 8. Evaluation of the surface profile – surface measured with 
confocal microscope (Mahr) 
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As can be seen from the diagram, the profile curve is well 
reproduced. The maximum deviation from the specified contour 
(RK = 4 mm) is f  = 3.625 % (average radius deviation). In the 
following, roughness evaluation is focused at the central 
microcontact. Surface roughness values according to DIN EN ISO 
25178 and roughness derived from 10 single profiles are 
evaluated, see Table 1. Therefore, the spherical shape was 
eliminated and filtering was carried out. 
 
Table 1 Roughness evaluation according to DIN EN ISO 25178 and DIN 
EN ISO 21920 of the central microstructure 
 

DIN EN ISO 25178, λc = 0.8 mm 

Sa [µm] 0.267 

Sk [µm] 0.830 
Spk [µm] 0.411 
Svk [µm] 0.450 

DIN EN ISO 21920, λs = 2.5 µm, λc = 0.8 mm 

Rz [µm] 1.672 
Ra [µm] 0.244 

 

The high surface quality previously assumed visually is 
confirmed by the low roughness values. Consequently, the laser 
ablation process is very suitable for producing microstructured 
face contacts. 

For later series production or volume production, a forming or 
replication process must be developed after completion of the 
prototype development. 

6. Conclusion and Outlook 

This paper describes a design approach that enables the 
dimensioning of electrical contact surfaces for fast charging 
systems. The aim is to design a face contact in such a way that a 
high current flow can be transmitted. The designed 
microstructure of spherical segments was optimized with regard 
to the constriction resistance and the maximum temperature 
occurring at the a-spot. After the analytical design, the face 
contact with microstructure was validated in COMSOL 
Multiphysics. The following results were obtained: 

i. The physical principle of face contacts can be confirmed. 
ii. The required current flow leads to identical maximum 

temperatures as in the analytical design. 
iii. There are no interfering interactions between the 

microcontacts. 
After the design, the face contact with microstructure was 

manufactured by laser ablation. The subsequent measurement 
with a confocal microscope shows that this method leads to very 
good surface quality and geometry. 
 

In further investigations, the manufactured face contacts with 
microstructure will be tested experimentally. On the one hand, 
the functional principle should be checked and, on the other 
hand, the actual contact resistance should be determined. 
Therefore, a special test bench will be developed and equipped 
with appropriate measurement technology. Cyclic tests, tests at 
different current levels and wear tests will also be carried out. 

After completion of all developments, a demonstrator of a fast 
charging system will be introduced together with the Fraunhofer 
Institute for Transportation and Infrastructure Systems IVI as 
well as the Fraunhofer Institute for Surface Engineering and Thin 
Films IST, which will enable energy transmission up to the 
megawatt range. 
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Abstract 
 

Intraocular lenses (IOLs) are small optical devices for implantation into the human eye to substitute the opacified natural crystalline 

lens  (cataract).  The  requirement  for  such  cataract  surgery  arises  when  the  opacification  significantly  impedes  vision  in  order  to 
prevent blindness. To date, apart from moulding, the prevailing  method for manufacturing IOLs  is single-piece on-axis  diamond 
turning especially for small batch production and product variability as in toric lenses. In the scope of this project, an exploration of 
alternative techniques, i.e. off-axis diamond turning with fast-tool-servo (FTS), will be undertaken to increase the productivity and to 
manufacture highly customized lenses; a vacuum clamping device aiming to enable the simultaneous processing of multiple pieces 
will be developed. Specifically, hydrophobic acrylic polymer where cooling is required, rather than hydrophilic materials, will be used 
as raw materials, in order to meet the increasing market demand for hydrophobic IOLs.  
The primary objective is to  improve production efficiency by realizing faster, more resource-efficient, and ultimately more cost- 
effective manufacturing processes. In this contribution, principal process designs for FTS machining including vacuum clamping of 
hydrophobic blanks are discussed and particular solutions are demonstrated; the collected manufacturing data using FTS off-axis 
diamond turning are analysed. 
 
Manufacturing (CAM); Material; Turning; Ultra-Precision         

  

1. Introduction 

In progressed age, the transparency of the natural lens 
gradually decreases, i.e. cataract, and vision deteriorates, which 
can even lead to blindness without treatment. The only known 
effective treatment for cataract is to surgically substitute the 
cloudy lens with an intraocular lens (IOL) [1]. In Germany, about 
800,000 cataract surgeries are conducted annually [2]. The 
productivity of customized IOLs is yet limited to maximal 4,000 
pieces per machine per year, which is much lower than the need. 
A potential solution to increase the productivity is parallelized 
processing with FTS, whose application in optical surface 
manufacturing has been proved [3]. 

Standard foldable IOLs are made of hydrophilic or hydrophobic 
acrylic polymer. Compared to the IOLs made of hydrophilic 
polymer, hydrophobic ones are advantageous for preventing the 
after-cataract - an excessive growth reaction of remaining 
epithelial cells of the natural lens after surgery [1]. However, 
since the glass transition temperature Tg of available 
hydrophobic acrylic polymer is distinctly lower than room 
temperature, it can only be continuously manufactured with in-
process cooling. 

In this paper, we discuss the principal process designs of 
alternative techniques for customized hydrophobic IOL 
production, i.e. off-axis diamond turning with FTS, including 
vacuum clamping device and embedded in-process cooling 
function. This process design aims at increasing the production 
efficiency of IOLs by parallelized processing.   

2. Principle process designs for FTS off-axis turning 

The simultaneous diamond turning of multiple free-form 
surfaces is only possible with the additional degree of freedom 
offered by FTS.  

 
Figure 1. CAM simulated tool path in azimuthal, radial and W directions; 
Sample IOLs with cutting path area (D = 50 mm, blue) and lens geometry 
(d = 6 mm, coloured) 
 

Figure 1 shows the simulated diamond tool path in the CAM 
software Precitech/Ametek Diffsys, where the point cloud above 
the three IOLs (coloured) and the entire clamping device 
represents the information for the computer numerical control 
(CNC). In contrast to conventional on-axis turning, for off-axis 
turning with FTS, the diamond tool exhibits not only radial 
motion but also expeditious perpendicular movement 
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concerning the clamping device in vertical direction, while the 
clamping device rotates in azimuthal direction. 

Two prerequisites must be satisfied to transition from 
simulation to processing: clamping device that can concurrently 
secure three IOLs while facilitating in-process cooling, and 
assessing the feasibility of using FTS for polymer processing. 

3. Clamping device and embedded in-process cooling 

The three vacuum fixing positions align with the relative 
positions of the sample IOLs in figure 1, forming a rotational 
symmetric distribution on the clamping device with an included 
angle of 120°. The upper side of figure 2 depicts air evacuation 
from the backside through vacuum channels, ensuring uniform 
pressure dispersion across the polymer blank's surface via a 
porous vacuum insert to prevent localized pressure damage. To 
maintain blank temperature below the Tg, continuous cooling is 
applied through a ribbed structure, with cold air injected at the 
rear and exiting at the front (lower side of figure 2). 
 

 
Figure 2. Design of vacuum clamping device (upper) and embedded in-
process cooling function (lower) 
 

A simplified vacuum clamping device (figure 3) was used for 
testing the cooling effects statically. A vortex nozzle, at 8 bar 
pressure, 200 l/min flow, and 20°C starting temperature, was 
employed. This includes porous vacuum inserts of three 
materials (aluminum with pore diameters of 15 µm and 400 µm, 
poroplastic with a pore diameter of 10 µm) paired with blanks of 
two materials (polymethylmethacrylate (PMMA) and steel). 
 

 
Figure 3. Experimental setup for the cooling performance test  
 

As can be seen from figure 4, the porous vacuum insert made 
of aluminum with pore diameters of 15 µm has the best thermal 
conductivity; at the same time, smaller pores are advantages for 
protecting the optical surfaces. Overall, aluminum with pore 
diameters of 15 µm is the best suited of the three materials. Yet 
the lowest temperature (10°C) with vortex nozzle is still higher 
than Tg  (7°C), and a cooling device with higher power is 
inevitable. 

 
Figure 4. Cooling performance test results under different material 
combinations, legend: porous vacuum insert / blank. 

4. Diamond turning of PMMA with FTS  

Since hydrophobic materials must be cooled to be machined 
precisely, PMMA, which is common for IOL manufacturing, was 
chosen to test machinability with FTS. On the surface of a 60 mm 
diameter PMMA blank, a lens array composed of four concave 
lenses with diameter of 4.5 mm was processed using a machine 
tool 350 FG and NFTS 6000 from Moore Nanotechnology 
Systems (figure 5). 

 

 
Figure 5. Experimental setup for the machinability test of PMMA 

 

With the depth of cut 𝑎𝑝 of 50 µm, feed rate 𝑣𝑓  of 2 mm/min, 

turning speed n of 100 1/min and tool’s corner radius 𝑟𝜀 of  
0.5 mm, the above mentioned lens array is successfully 
processed with a rough surface quality, indicating principally the 
machinability of PMMA using FTS.  

5. Conclusion and future work    

We introduced the principle process design for off-axis 
diamond turning with FTS for the manufacture of hydrophobic 
IOLs. Two key aspects are addressed: testing materials for the 
porous vacuum insert and evaluating FTS feasibility for polymer 
processing. Experimental results favour porous aluminum  
(15 µm) for the vacuum insert, and FTS proves effective with 
PMMA. Future research will concentrate on developing and 
testing the complete off-axis clamping device with in-process 
cooling. We will investigate the processing parameters for 
machining hydrophobic polymer under cooled condition. 
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Abstract 
 
This paper presents a new planar flexure-based bistable two-jaw parallel gripper mechanism. The bistability of the mechanism is 
enabled by a pinned-pinned buckled beam suspended onto two cross-spring pivots. External energy is required only during the 
switching between the two stable states: open and closed jaws. This is particularly advantageous in gripping applications where 
power consumption is a limiting factor. Since it is based exclusively on flexure elements, this gripper mechanism is free from friction, 
wear and lubricant and is well suited for cleanroom environments, biomedical applications, or space environments. Another key 
feature is that the jaw opening/closing motion is based on fast snap-through transitions of the buckled beam, relying on an actuator 
motion which can be comparatively slow. This is highly beneficial for high-speed pick-and-place applications. Furthermore, the elastic 
decoupling between the actuator and the jaws allows the gripper to safely apply a limited output force to the grasped object, 
regardless of the force supplied by the actuator. In this article, the nonlinear load-deformation behaviors of the gripper are 
analytically modeled using Euler-Bernoulli beam theory and validated using finite element modeling. A prototype of the gripper 
mechanism with an external size of 10 mm x 35 mm x 85 mm was monolithically manufactured out of steel using wire electrical 
discharge machining. A voice coil actuator is integrated for actuation. The load-deformation characteristics, as well as the time to 
switch state, were measured on the prototype using a dedicated testbed. The experimental data are in good agreement with the 
theoretical models. The results show a stable gripping force of 1 N, a maximum stroke per jaw of 1.7 mm, and a state switching time 
(i.e., snap-through time) below 7 ms demonstrating high-speed gripping performances in comparison to state-of-the-art grippers. 
 

Gripper, Mechanism design, Compliant mechanism, Flexures, Beam buckling    

 

1. Introduction  

Bistable grippers have the benefit of not requiring power to 
maintain the gripping and open states. This ability is extremely 
valuable in applications where energy consumption must be 
minimized and if the gripper may remain in closed or open state 
for extended periods of time, e.g., for drone perching [1] or for 
space applications [2]. Furthermore, if made fully compliant, 
bistable grippers are free from friction, wear and lubricant, and 
can thus be conveniently utilized in cleanroom or surgical 
environments [3].  

In this work, a novel planar parallel fully compliant bistable 
gripper based on pinned-pinned buckled beam is presented. This 
bistable gripper exhibits rapid state switching created by snap-
through. Thanks to the elastic decoupling between the actuation 
input and the jaws, the gripping output force is limited to a 
specific value. This is highly beneficial for preventing the damage 
of the grasped object [4]. The work will, first, describe the 
working principle of the gripper mechanism. Next, based on 
analytical modeling, a prototype is designed and fabricated. 
Experiment is then conducted to validate the design and 
modeling. Finally, a linear voice coil actuator is integrated to the 
bistable gripper to evaluate its dynamic performances. 

2. Description and working principle 

The ideal kinematics of the gripper mechanism is presented in 
Fig. 1a. Two parallelogram linkages are implemented to guide 
the jaws in translation. Both jaws are linked by an reverse-

motion linkage to ensure that the jaws translate in opposite 
direction with the same displacement magnitude 𝑥out. The 
rotating lever of the reverse-motion linkage is attached to a pin 
joint (called output pivot) and is connected to one extremity of 
an initially straight buckling beam. At its other extremity, the 
buckling beam is attached to a lever which is free to rotate 
around a second pivot joint (called input pivot). The two pinned 
extremities of the buckling beam can be brought togther by a 
displacement ∆𝑙 using a preloading stage which is guided by a 
parallelogram linkage. This displacement causes the buckling 
beam to buckle, allowing the mechanism to exhibit a bistable 
behavior. When the gripper is in a stable position (open or 
closed), the gripper output state is maintained without requiring 
additional energy. The gripper state can be switched by 
actuating the input pivot. At specific values of the input angle 
𝜃in, the mechanism reaches a snap-through instability where 
the output angle 𝜃out suddenly varies to close or open the jaws.  

In order to make the gripper structure fully compliant, to be 
fabricated monolithically, the ideal joints in Fig. 1a are 
implemented by flexures,  as seen Fig. 1b. The input and ouput 
pivots are embodied by cross-sping flexure pivots and 
parallelogram linkages by parallel leaf spring stages. The 
connecting rods of the reverse-motion linkage are replaced by 
simple blades. The precompression displacement ∆𝑙 can be 
adjusted using a preloading screw (Fig. 1c). This adjustement can 
be used to tune the output jaw stroke 𝑥out and the gripping force 
𝐹out. Furthermore, a lateral screw can be used to limit the jaw 
stroke to a specific value (see Figs. 1c and 1d). As we will see in 
Sec. 7.2, this second screw is used to reduce the vibration of the 
jaws. 
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Figure 1. (a) Ideal kinematics of the gripper mechanism. Flexure-based 
gripper mechanism (b) in its fabricated position, (c) in open stable state 
and (d) in closed unstable state. 

 
Figure 2. (a) As-fabricated, (b) deformed and (c) free-body diagram of 
the buckling beam. 

3. Analytical model 

A theoretical model is derived in order to characterize the 
nonlinear actuation behaviors of the gripper. To achieve that, 
the load-deflection characteristics of the buckling beam is first 
computed, then the gripping force and the jaw displacement are 
derived. 

3.1. Buckled beam load-deflection characteristics 
The schematic view of the buckling beam deflection is 

presented in Fig. 2. In this simplified schematics, the torsional 
springs 𝐾in and 𝐾out correspond to the equivalent angular 
stiffnesses resulting from the flexures at the input and output 
pivots, respectively. The buckled beam has a flexural rigidity 𝐸𝐼 
and an initial length 𝐿. The distance 𝑝 between the center of 
rotation of the pivots and the beam extremities is considered. 
Using the same modeling approach as in [5], the generic 
deflection 𝑦 of a buckled beam can be expressed by: 

 

𝑦(𝑠) = 𝐴 sin(𝑘𝑠) + 𝐵(cos(𝑘𝑠) − 1) + 𝐶𝑠 (1) 

 

where 𝑘 = √𝑃/𝐸𝐼 and 𝑠 is the arclength position. After 

integrating the boundary conditions, i.e., 𝑦′(𝑠 = 0) ≅ 𝜃out, 
𝑀0 ≅ 𝐾out𝜃out + 𝑉𝑝 − 𝑃𝑝𝜃out, 𝑦(𝑠 = 𝐿) ≅ −𝑝(𝜃out + 𝜃in) 
and 𝑦′(𝑠 = 𝐿) ≅ 𝜃in, in Eq. (1), the deflection parameters 𝐴, 𝐵 
and 𝐶 are respectively given by: 
 
𝐴 = 

−𝐿𝜃in((1 + 2�̅�)(𝑘𝐿)2 + 𝜀out(�̅�𝑘𝐿 sin(𝑘𝐿) + 1 − cos(𝑘𝐿)))

𝑘𝐿 (((�̅� + �̅�2)(𝑘𝐿)2 − 𝜀out + 1)𝑘𝐿 sin(𝑘𝐿) − ((𝑘𝐿)2 + 2𝜀out) cos(𝑘𝐿) + 2𝜀out)
 

 (2) 

𝐵 = −
𝑀0

𝑃
=  

−𝐿𝜃in ((�̅� + 2�̅�2)(𝑘𝐿)3 + 𝜀out(�̅�𝑘𝐿(cos(𝑘𝐿) − 1) − 𝑘𝐿 + sin(𝑘𝐿)))

𝑘𝐿 (((�̅� + �̅�2)(𝑘𝐿)2 − 𝜀out + 1)𝑘𝐿 sin(𝑘𝐿) − ((𝑘𝐿)2 + 2𝜀out) cos(𝑘𝐿) + 2𝜀out)
 

 (3) 

𝐶 =
𝑉

𝑃

𝑙

𝐿
≅

𝑉

𝑃
=  

−𝜃in ((�̅�2(𝑘𝐿)2 − 𝜀out�̅� − 1)𝑘𝐿 sin(𝑘𝐿) + (−2�̅�(𝑘𝐿)2 + 𝜀out) cos(𝑘𝐿) − 𝜀out)

((�̅� + �̅�2)(𝑘𝐿)2 − 𝜀out + 1)𝑘𝐿 sin(𝑘𝐿) − ((𝑘𝐿)2 + 2𝜀out) cos(𝑘𝐿) + 2𝜀out

 

  (4) 

 
where �̅� = 𝑝/𝐿 and 𝜀out = 𝐾out/(𝐸𝐼/𝐿). The end-shorting can 
be approximated with the following equation: 
 

         ∆𝑙 ≅
𝑝

2
(𝜃in

2 + 𝜃out
2 ) + ∫

𝑦′(𝑠)2

2
𝑑𝑠

𝐿

0
= 𝐻(𝑘𝐿) 𝐿𝜃in

2   (5) 

 
where from [5]: 
 

𝐻(𝑘𝐿)  =
(�̅�2+�̅�2)(𝑘𝐿)2

4
+

(�̅�2−�̅�2)𝑘𝐿 sin(2𝑘𝐿)

8
+

�̅��̅�𝑘𝐿(cos(2𝑘𝐿)−1)

4
+

�̅�𝐶̅ sin(𝑘𝐿) + �̅�𝐶̅(cos(𝑘𝐿) − 1) +
𝐶̅2

2
+

�̅�

2
((�̅�𝑘𝐿 + 𝐶̅)2 + 1)  

 (6) 

 
where the deflection parameters are normalized as follows: �̅� =

𝐴/(𝐿𝜃in), �̅� = 𝐵/(𝐿𝜃in) and 𝐶̅ = 𝐶/𝜃in. By rearranging Eq. (5), 
the input angle can be evaluated as a function of 𝑘𝐿: 

 

                                     𝜃in = ±√
∆𝑙

𝐿
√

1

𝐻(𝑘𝐿)
   (7) 

 
The input moment can be written as follows: 
 
𝑀in ≅ 𝑀𝐿 + 𝑉𝑝 − 𝑃𝑝𝜃in + 𝐾in𝜃in =   
𝐸𝐼

𝐿
((𝑘𝐿)2(�̅�(𝐶̅ − 1) − �̅� sin(𝑘𝐿) − �̅� cos(𝑘𝐿)) + 𝜀in)𝜃in  

 (8) 

 
where 𝑀𝐿 = 𝐸𝐼𝑦′′(𝑠 = 𝐿) and 𝜀in = 𝐾in/(𝐸𝐼/𝐿) is the relative 
input stiffness. 
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3.2. Output force-displacement characteristics 
Considering that the reverse-motion linkage has a lever length 

𝑟 (see Fig. 1b), the force-displacement characteristics of the jaws 
is related to the moment and angle of the buckling beam output 
pivot as follows: 

 

                 𝐹out =
𝑀0−𝑉𝑝

2𝑟
= −

𝐸𝐼

𝐿

(�̅�+𝐶̅�̅�)(𝑘𝐿)2𝜃in

2𝑟
  (9) 

 

𝑥out ≅ 𝑟𝜃out = 𝑟(�̅�𝑘𝐿 + 𝐶̅)𝜃in (10) 

 
Note: While the gripper is in closed and open states, 𝐹out and 
𝑥out are respectively assumed to be null. 
 
4. Prototype design 

Using the analytical model, a flexure-based mesoscale 
embodiment of the compliant structure was designed and 
manufactured with wire-cut electrical discharge machining 
(EDM) process. The selected material of the compliant structure 
is steel (Böhler K390), with a yield strength 𝜎𝑦 = 2300 MPa and 

Young’s modulus 𝐸 = 220 GPa. The cross-spring pivots at the 
input and output of the buckling beam have equal dimensions. 
Their angular stiffness can be calculated from [6] as 𝐾p =

2𝐸𝑏ℎp
3/(3𝐿𝑝), where ℎp is the thickness and 𝐿p is the total 

diagonal length of the crossed blades. The input angular stiffness 
𝐾in is simply equal to 𝐾p. In open state, the output angular 

stiffness constant 𝐾out,open is evaluated from Finite Element 

Method (FEM), to make modeling simpler. In closed state,  
𝐾out,closed tends to infinity assuming that the object and the 

fingers are considerably stiff. The parameters of the fabricated 
gripper mechanism are summarized in table 1. 
 
Table 1 : Design parameters (see Figs. 1 and 2) 

 Parameter Value 

Mechanism width 𝑏 10 mm 

Preloading stage ∆𝑙 1.25 mm 

Buckling beam 
ℎ  150 µm 
𝐿 40 mm 

𝑝 2 mm 

Cross-spring pivots 
ℎp  60 µm 

𝐿p  11.2 mm 

Reverse-motion linkage 𝑟 14 mm 

Equivalent angular stiffnesses 
𝐾in 28.3 Nmm/rad 

𝐾out,open 211 Nmm/rad 

5. FEM and experimental characterization    

A 2D static FEM study is carried out on Comsol Multiphysics 
5.4 to verify the analytical model and the gripper design. The 
nonlinear load-deformation characteristics of the gripper are 
simulated by varying the input pivot angle 𝜃in. Deflection 
solutions of the study are illustrated in Figs. 1c and 1d and the 
FEM data are reported in Sec. 7.1. 

The load-deformation characteristics of the gripper prototype 
are experimentally evaluated using a dedicated test bench, see 
Fig. 3. The setup includes a manual micrometer linear stage to 
push the mechanism input lever by an angle 𝜃in through a force 
sensor (Kistler Model 9207) in order to measure the applied 
input torque 𝑀in. The angle 𝜃in and the displacement 𝑥out of 
one of the jaws are recorded by laser displacement sensors 
(Keyence Model LK-H082). A second identical force sensor 
placed in-between the two jaws measures the gripping force 
𝐹out. The mechanism is characterized, for both opening and 
closing transitions, from the corresponding stable state until 
snap-through. Data acquisition is performed after each 
increment of the linear stage position when the system is steady 
in order to assess quasi-static measurements.  

 
Figure 3. Test bench used to characterize the gripper mechanism. 

 

6. Actuator integration  

Based on the gripper actuation requirements obtained from 
the models and the experiment, we have selected a linear voice 
coil motor (Moticont LVCM-025-022-01) for the actuation of the 
gripper input pivot (Fig. 4). A 3D-printed monolithic compliant 
coupling mechanism is based on a parallel leaf spring stage to 
guide the coil holder with respect to its fixed frame. A flexure-
based connecting rod and a lever arm are used to convert the 
linear motion of the coil into a rotation to angularly actuate the 
input pivot. The proposed control strategy consists in applying a 
constant electrical current in the voice coil such that the applied 
moment exceeds the opening and closing critical moments (Fig. 
5) in order to switch the gripper states.  

 
Figure 4. Assembly of the bistable gripper with voice coil actuator. (a) 
Schematic (with mounted fingers), and photographs with (b) front and 
(c) back views. 

7. Results and discussion 

7.1. Actuation characteristics 
The analytical results of the actuation characteristics as well as 

the ouput force and displacement are illustrated in Fig. 5 (where 
the blocking effect of the lateral screw is not taken into account). 
Using Eqs. (7)-(10), the analytical parametric curves are traced 
out as the parameter 𝑘𝐿 ranges from 1.4𝜋 (near the closed 
stable state) to 2.4𝜋 (at the unstable position) and from 1.3𝜋 
(near the open stable state) to 2.2𝜋 (at the unstable position) 
for the closed and open gripper states, respectively. The FEM 
and experimental data are added in Fig. 5 to evaluate the 
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accuracy of the analytical model. Since the error between the 
analytical and FEM models is bounded within 5%, the analytical 
modeling derived in Sec. 3 is validated. Some discrepancies 
between the experimental data and the models (15% maximum 
difference) are assumed to be due to manufacturing tolerances 
and measurement errors.  

 

 
Figure 5. (a) The input moment, (b) the output force and (c) the output 
displacement as a function of the input angle.  

 
As can be observed in Fig. 5(a), the gripper is in a stable 

equilibrium at 𝜃in = 20° and 𝜃in = −21° and reaches unstable 
states at 𝜃in = −16° and 𝜃in = 17°, when open and closed, 
respectively. When the unstable gripper states are outreached, 
snap-through under angle control occurs. This causes hysteresis 
in the actuation. During both closing and opening sequences, the 
input moment 𝑀in reaches a maximum magnitude, see Fig. 5(a). 
In order to switch the gripper state, the actuator must hence be 
able to apply these critical moment values. The snap-through 
transitions lead to discontinuous changes at the gripper output 
as can be see in Figs. 5b and 5c. In stable closed and open states, 
𝐹out and 𝑥out are constant and equal to 1 N and 1.7 mm, 
respectively. During actuation to switch the gripper state, 𝐹out 
and 𝑥out increase until they reach a limited value, just before 
snap-through, of 1.6 N and 2.5 mm, respectively. This shows that 
the gripper has force limitation properties and that the gripper 
will continuously apply a force on the gripping part during the 
opening, and will always be open during the closing transition. 
 
7.2. Dynamic behavior 

The dynamic response of the gripper prototype actuated by 
the voice coil is recorded with a high-speed camera (IDT NX4-S3) 
at a frame rate of  5000 Hz. Based on the video frames and 
timing, table 2 reports the durations of the actuation (when the 
actuator starts to move until snap-through occurs), snap-
through (until the gripper reaches its final state), and 
stabilization (until the gripper is stable within 10% error with 
respect to its final state). The video of the dynamic testing is 

available here: https://youtu.be/LWhnJjIXFwo. In this 
experiment, the lateral screw is used to limit the jaw 
displacement to 𝑥out = 1.4 mm. Without the lateral screw, the 
opening stabilization time is in the order of 1 s, which is 
impractical for high-speed pick-and-place applications. Indeed, 
the jaws would oscillate around the stable open position with 
low energy disspation (due to the absence of solid friction in 
flexure mechanisms). Even when the lateral screw is used, some 
vibrations of the flexures remain at the output. To further 
reduce the stabilization time, damping systems would need to 
be added to the gripper output.  

Snap-through allows the gripper to advantageously, change 
states rapidly. Yet, impacts on the object to be grasped might be 
relatively important. For brittle objects, one could consider 
adjusting the compliance of the fingers to limit the shock level.  

Because the gripper input and output are substantially 
decoupled until snap-through (see Fig. 5), the operations can be 
cascaded. For instance, the actuation can begin before the jaws 
are fully stabilized. 

 

Table 2 : Time durations of the gripper actuation sequences 
 Sequence Time [ms] 

Opening 

Actuation 21.6 
Snap-through 5.4 

Stabilization 28.8 

Closing 

Actuation 26.4 

Snap-through 6.6 

Stabilization 4.2 

8. Conclusion 

This work presents a novel fully compliant parallel gripper 
based on pinned-pinned buckled beam to achieve bistability. 
This bistable gripper, powered by a voice coil, demonstrates 
rapid opening and closing motions while requiring no additional 
energy to maintain its open or closed state. Thanks to the elastic 
decoupling between the actuation and the jaws, the gripping 
force is advantageously limited. In this paper, an EDM-wire cut 
monolithic gripper is designed, modeled and fabricated. 
Experimental results are in good agreement with the established 
models, and exhibit a maximum total jaw aperture of 3.4 mm 
and stable gripping force of 1 N. Dynamic testing shows a snap-
through time in the order of 7 ms for both closing and opening 
sequences. Future work will include designing and integrating 
Shape Memory alloy (SMA) actuators to actuate this gripper 
with minimized time response and compact volume. 
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Abstract  
 

Semiconductor power devices are expected to be applied to electric vehicles and power generation technology because of their high 
energy efficiency. However, performance degradation due to self-heating is a serious problem. Therefore, it has been proposed to 
bond a power device to a diamond substrate, which has the highest thermal conductivity in all materials can improve the heat 
extraction from power device and lower temperature of the device. To bond a diamond substrate and a power device, it is necessary 
to polish the diamond substrate to an atomic level smoothness. However, diamond is the hardest material and a surface of diamond 
substrate after CVD growth has large waviness, so it requires a very long polishing time. Therefore, we applied a laser-trimming 
process to remove large waviness efficiently. In this process, a Poly Crystalline Diamond (PCD) substrate whose shape has been 
measured in advance is subjected to numerically controlled processing for each contour line in units of ablation depth to remove the 
undulations and flatten the substrate. By applying laser-trimming, we succeeded in reducing the low-frequency waviness component 
of approximately 150 μm p-v existed on the surface of the PCD substrate to approximately 50 μm p-v. Then, we smoothed the PCD 
substrate after the laser-trimming by plasma-assisted polishing (PAP). As a result, the PCD substrate, which was Sa 9.6 μm after CVD 
growth, was polished to less than Sa 11 nm. It was also confirmed that the surface layer that had been graphitized by laser-trimming 
was removed by PAP. In this paper, we report the results of our work on a planarization and smoothing process for PCD substrates 
by combining laser-trimming and PAP. 
 
Keywords: Diamond, Finishing, Laser, Polishing 

1. Introduction 

Poly crystalline diamond (PCD) has very high thermal 
conductivity and high mechanical strength. In addition, it is 
cheaper than single-crystal diamond and can be easily made into 
large size. To bond a power device to a PCD for heat dissipation, 
the PCD surface must be made atomically smooth. Currently, Scaife 
polishing and CMP are widely used for diamond polishing, but 
Scaife polishing involves high polishing pressure, which introduces 
damage to the surface. On the other hand, CMP requires a long 
process time due to its low polishing rate. In addition, the slurry 
used in CMP is very costly. Therefore, a highly efficient damage-
free polishing technique that does not use slurry is desired. 
Plasma-assisted polishing (PAP), a dry polishing technique that 
combines surface modification by plasma irradiation and removal 
of the modified layer by ultra-low pressure or using polishing plate, 
has been successfully applied to polish difficult-to machine 
materials such as SiC, GaN, and SCD [1-3]. However, since the PCD 
substrate produced by CVD growth has a very large waviness 
component, a very long polishing time is required even if PAP is 
applied. 

To solve this problem, laser-trimming, which removes the 
waviness component of the substrate by laser ablation, was 
introduced as a pre-polishing process. In this report, we present 
the results of smoothing of PCD substrates synthesized by CVD 
growth by laser-trimming and then applying PAP to the substrates. 

2. Experimental Setting     

2.1. Laser-trimming 
Figure 1(a) shows the schematic of laser trimming setup. It is 

mainly consisted of a laser generator, a beam expander, a Galvano 
scanner, an f-theta lens, and software EZCAD3.0 for controlling 
laser scanning path. A fiber laser with a 1064 nm wavelength and 
a constant pulse duration of approximately 100 ns, supplied by 
Raycus Co. Ltd, was used in the following experiments. The 
following is an overview of the laser trimming process. First, the 
3D shape of the PCD substrate was measured with SWLI (SWLI, 
NewView 8300 Zygo). Next, a 2D contour map was created from 
the measured 3D shape image using EZCAD3.0. An appropriate 
reference at the top areas is set and the points with H from the 
reference are connected to form a closed curve, which is the 
contour of the first layer of laser trimming (Layer 1), where H is the 
depth to be removed by the laser irradiation. The points with 2H 
from the reference are connected to form a closed curve, which is 
the contour of the second layer of laser-trimming (Layer 2), and so 
on, until the suitable points at bottom areas. Then, the substrate 
is flattened by removing each layer divided by the laser. Table 1 
shows the parameters of laser-trimming of this experiment. 

 

Figure 1. Schematic of laser-trimming setup 
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Table 1 Experimental parameters of laser-trimming 
Power density 9.1 W 

Spot size on target 40 μm 

Repetition frequency 80 kHz 

Scanning speed 600 mm/s 

Filling space 7.5 μm 

Figure 2. PAP experimental setting 
 

2.2. Plasma-assisted Polishing  
Figure 2 shows a schematic diagram of the PAP setup. It is 

composed of plasma generation and mechanical removal parts. 
Both parts are installed in a vacuum chamber, where the process 
gas composition and pressure are controlled. Plasma generation 
part is consisted of an upper electrode and lower rotary table, both 
made of aluminum alloy. The polishing plate made of quartz glass 
is fixed on a rotary table and PCD substrate is fixed on a rotating 
sample holder. The experimental parameters are shown in Table 2.  

 
Table 2 Experimental parameters of PAP  

Rotation speed PCD substrate: 26 rpm, 

Polishing plate: 300 rpm (until 19h), 

                             200 rpm (after 19h) 

Polishing pressure 224 kPa 

Flow rate Ar: 200 sccm, O2: 30 sccm 

Chamber pressure 7 torr 

RF power 100 W 

3. Results and discussion     

Figure 3 shows the scanning white light interferometer (SWLI) 
image and its cross-sectional profile of the entire PCD substrate 
before and after laser trimming. The initial shape of the PCD 
substrate was a concave shape with a p-v of about 150 μm in the 
cross section A1-A1'. By applying laser trimming for 1 m 59 s, the 
PCD substrate was flattened, and the p-v value was reduced to 50 
μm. However, the surface of the PCD substrate turned into 
graphite, and high-frequency roughness component remained.  

Next, we applied PAP to remove graphite component and high-
frequency roughness component on the PCD substrate. PAP was 
performed on PCD substrates without and with laser trimming. 
Figure 4 shows the transition of the SWLI image of the surface 
when PAP was applied to PCD substrate without laser trimming 
and with laser trimming. Comparing Fig. 4(b) and (d), the PCD 
substrate without laser trimming had deep depressions after 26 

hours of PAP (Fig. 4(b)). On the other hand, when applying laser 
trimming, the depressions disappeared at 26 hours of PAP (Fig. 
4(d)). In addition, the surface was successfully improved from Sa 
9.6 μm to Sa 11.0 nm after laser trimming (Fig. 4(c)(d)). These 
results indicate that the combination of laser trimming, and PAP is 
very useful for highly efficient smoothing of PCD substrates. 

Figure 5 shows the results of Raman spectroscopy evaluation of 
the crystal structure of the PCD substrate in its initial state, after 
laser trimming, and after 26 hours of PAP after laser trimming. 
Initially, a peak around 1332.5 cm-1 was observed, indicating the 
presence of a diamond structure. As a result of the graphite phase 
transition on the surface of the PCD substrate caused by laser 
irradiation, the peak of the diamond structure weakened, and a 
peak at 1580 cm-1 appeared, indicating the graphite structure. On 
the other hand, no graphite peak was observed on the PCD 
substrate after PAP, and only a diamond structure peak was 
observed. These measurement results suggest that laser trimming 
does not affect the polishing of the PCD substrate because the 
graphite layer is completely removed by PAP. 

 
Figure 4. SWLI images of PCD surface (a) initial surface (b) surface after 
PAP for 26 h w/o laser-trimming, (c) surface after laser-trimming, (d) 
surface after 26 h of PAP w/ laser-trimming. 

 

 
Figure 5. Raman spectra of the PCD surface of initial, after laser-trimming 
and after 26 h of PAP. 

4. Conclusions      

In this report, the following conclusions were obtained.  
1) The p-v value was reduced from about 150.0 μm to 50 μm by 

applying laser-trimming for 1 m 59 s to a 10 mm square PCD 
substrate.  

2) Plasma-assisted polishing was applied to 10 mm square PCD 
substrates that had been roughly flattened by laser-trimming. 
Comparison with untreated substrates showed that the time 
required for planarization and smoothing of PCD substrates 
was significantly reduced by the application of laser-trimming. 
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Abstract 
 
Machining components made of brittle materials with the highest requirements in terms of form and surface tolerances represents 
a technological challenge in industrial environment. Ultrasonic vibration-assistance in milling processes is one of the most promising 
approaches. According to the current state of the art, vibrations are transmitted to the machine system, which reduces the service 
life of the applied spindle bearings. To reduce the expansion of these high-frequency vibrations in the machine system, numerous 
solutions were developed, which can only be integrated into rotating machine components to a limited extent. This study shows an 
innovative approach to vibration damping based on the integration of inserts into the base material of the machine component. For 
this purpose, cylindrical damping inserts made of EN-GJL-250 were installed into test specimens. Based on their frequency responses, 
the damping properties were determined. Furthermore, the effects of the surface pressure of the inserts on the overall damping 
behaviour were investigated by varying the geometric interference. As a result, it was shown that the damping ratio can be 
significantly increased by targeted use of interface damping. 
 

Keywords: high-precision machining, ultrasonic vibration-assisted machining, structural damping, material damping   

 

1. Motivation 

The machining of high- and ultra-precision components, 
whether for direct use or for replication using injection moulding 
processes, results in high demands on the machining setup. 
Undesired vibrations of the tool or machining system are one of 
the most significant factors affecting machining results in high- 
and ultra-precision machining. For this purpose, the aim of this 
work is to investigate a passive vibration damping method that 
optimises structural damping by integrating cylindrical inserts 
into components of the machine structure. The basic 
dependencies of the surface pressure ps and the surface 
roughness Ra with the damping characteristics are analysed 
below. 

2. Material and structural damping 

The damping of solid-state vibrations is fundamentally caused 
by the dissipation of energy from the vibrating system. Damping 
effects can be divided into external and internal damping. In 
external damping, the energy is dissipated into the surrounding 
atmosphere, e.g. in the form of sound waves. The inner energy 
dissipation ΔE leads to an increase in the vibrating systems 
temperature ϑvib due to internal friction effects [1]. However, 
the effects of internal damping are only effective if a relative 
movement takes place between two or more surfaces. These 
displacements can occur at dislocations and defects in the 
crystallographic structure or at micro-cracks within the material 
structure (material damping). It should be noted that material 
damping should not be considered as a material constant due to 
its strong dependence on ageing effects [2]. In addition, relative 
movements can also be present at interfaces of component 
assemblies (structural damping). Figure 1 illustrates these key 
damping mechanisms schematically. 

 

 

Figure 1. Main damping causes a) dislocations  
in crystal structure; b) micro-cracks; c) irregular interface 
conditions; d) fluid inclusions at the interface 

In 1957, LÖWENFELD [3] demonstrated that the connections 
between machine components exert a more significant impact 
on an assemblies overall damping than the material damping of 
individual components. For this reason, the damping effects 
occurring at bolted, riveted or welded joints were investigated 
in numerous scientific studies. PETUELLI [4] examined the 
influence of joint surface pressures ps on damping 
characteristics and found that an increase in surface pressure ps 
substantially hinders relative movements, resulting in a reduced 
damping behaviour. The investigations by BRENDEL [5] showed 
that the damping significantly increased by filling the joints with 
liquid. Consequently, the use of interface damping through the 
targeted introduction of precisely defined separation and joining 
points represents a promising approach to the damping of high 
frequency vibrations on machine components.  

The main factors influencing the damping properties  
 are the surface pressure ps and the surface roughness Ra, which 
are analysed in more detail [3, 4, 6]. 
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c) d) fluid 

inclusions
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3. Specimen Design 

In order to record the interface damping independently of the 
material damping, test specimens were produced using same 
materials and same base geometries. Therefore, the variations 
of the specimens only affected the design of the interfaces in 
terms of surface roughness Ra and surface pressure ps. The main 
bodies of the test specimens were made of C45 steel blocks, 
each with five holes drilled with a diameter of D = 10 mm. As 
damping inserts, cylindrical pins from grey cast iron type 
EN-GJL-250 with a length of l = 30 mm and a diameter of 
D = 10 mm were manufactured. In order to realise different 
surface pressures ps between the main body and the cylindrical 
inserts, the holes in the main body are manufactured slightly 
smaller with defined diameter undersizes Duz. To investigate the 
influence of the surface roughness Ra, the bores in half of the 
specimens were additionally reamed, which resulted in an 
improvement in surface roughness of Ra = 12 µm (drilled) to 
Ra = 2 µm (reamed). The damping inserts were integrated in 
advance by heating the main bodies to ϑ = 600 °C, which 
resulted in a widening of the holes due to thermal expansion. 
Based on this, the resulting surface pressure ps at the interface 
was determined by calculation, which is also shown in Table 1 
[6]. 

Table 1. Overview of the specimens’ interface conditions 

No. 
Surface 

roughness Ra in 
µm 

Diameter 
undersize Duz 

 in µm 

Surface pressure ps 

 in N/mm2 

1 12 40 306 

2 12 70 608 

3 2 40 342 

4 2 70 645 

5 Reference - no damping inserts 

4. Modal- and Frequency Response Analysis 

The vibration characteristics of the specimens were analysed 
using modal analysis and frequency response analysis. The 
modal analysis provides information on the natural vibration 
behaviour of the specimens, while the frequency response 
analysis shows the specimens behaviour under forced vibration 
excitation. The modal analysis was carried out using an impulse 
hammer excitation type 9722A of the company KISTLER AG, 
Winterthur, Switzerland. The vibration response of the 
specimens caused by the impulse excitation was measured using 
a triaxial accelerometer type HT356A44 of the company 
PCB PIEZOTRONICS, Depew, USA. The resulting damping ratio D 
was determined using the half-power bandwidth method, 
analogue to [7]. As part of the frequency response analysis an 
ultrasonic transducer with an excitation frequency of 
fex = 40 kHz was used. It was bolted to one side of the test 
specimen. The amplitude ain of the input vibration was 
measured using a laser-doppler-vibrometer type OFV-503 of the 
company POLYTEC GMBH, Waldbronn, Germany. The resulting 
vibration amplitude aout was measured at the opposite side of 
the ultrasonic transducer. The degree of damping was 
represented by the amplitude reduction Δa, calculated as 
Δa = aout - ain. Consequently, the damping ratio D and the 
amplitude reduction Δa can be considered as comparable 
measures of the damping properties of the specimens, each for 
a natural and a forced vibration. 
 
 
 

 
Figure 2. Results of the modal analysis (damping ratio D)  

and the response analysis (amplitude reduction Δa) 

5. Experimental Results 

Figure 2 summarises the experimental results, which could be 
obtained. The amplitude reduction Δa and the damping ratio D 
could be increased in all cases by installing damping inserts. 
Specimen No. 1 showed the largest amplitude reduction of 
Δa = 78 % and the highest damping ratio of D = 0.78. The 
smallest increase in amplitude reduction Δa and damping ratio D 
was observed for specimen No. 4. The improvements in 
damping found are significantly more pronounced in the natural 
frequency range than for forced vibrations with fex = 40 kHz. On 
average, the damping ratio D could be increased by 60 % for all 
samples compared to the reference specimen No. 5 (natural 
vibration), but the amplitude reduction only by Δa = 8 % (forced 
vibration) with fex = 40 kHz (Figure 2). 

6. Conclusion 

The described correlations between surface pressure ps, 
surface roughness Ra and damping properties are consistent 
with established theoretical models. They are describing a 
reduction in the possible relative displacements at the interface 
and consequently a reduction in the damping properties. It could 
be shown that the ability of the specimens to dampen vibrations 
decreases with increasing surface pressure ps. Furthermore, it 
could be determined that a lower surface roughness Ra shows a 
negative effect on the damping properties. Using this approach, 
vibrations in the machine structure can be specifically damped 
without adding an external energy. This work is supported by the 
funding program Zentrales Innovationsprogramm Mittelstand 
(ZIM) by the FEDERAL MINISTRY FOR ECONOMIC AFFAIRS AND CLIMATE 

ACTION (BMWK), Berlin, Germany. 
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Abstract 

 
Stochastic frictional phenomena in mechanical contacts are an aggravating challenge in controlling precision mechanical systems, 
highly dependent on the involved physical origins and scales of the applied forces. The fundamental insights into this complex 
phenomenon can be beneficial for the design and development of new precision equipment or the optimal selection of functional 
coatings. Novel experimental findings about the scaling effects at the nano- to microscales of normal forces exerted on a single 
asperity contact are described in this work. The study is conducted via the scanning probe microscope (SPM) in the lateral force 
microscopy measurement mode, allowing quantitative measurements of single asperity frictional forces between the SPM silicon 
nitride probe and the surface of Al2O3 thin film samples. The measurements are structured to cover normal forces ranging from a 

few nN to 2.8 N by using two different SPM probes. To achieve precise quantitative results, the used probes are carefully calibrated. 
  

Nano- and microtribology, lateral force microscopy, scaling effects, thin films, experimental measurements 

 

1. Introduction 

Precision positioning systems face a significant design 
challenge due to the negative effects that occur in the 
mechanical contacts of sliding bodies. Frictional phenomena as 
a major disturbance in these systems, are currently being 
extensively researched. Such studies pose a modelling and 
prediction challenge due to their inherent stochastic nature, 
which is influenced by factors such as material type, contact 
area, normal loads, sliding velocities, temperature, and the 
complex interplay of other physio-chemical effects and 
interactions at different scales [1]. To gain insights into such 
phenomena, tribological experimental measurements are 
conducted in this work at the nano- to microscale of normal 
loads with the aim to determine the frictional interactions 
occurring under single asperity contact conditions. 

2. Experimental methodology 

The investigation of single asperity frictional phenomena is 
based in this study on an approach that relies on experimental 
measurements carried out via the Bruker Dimension Icon 
scanning probe microscope (SPM) in the lateral force 
microscopy (LFM) configuration, which represents a cutting-
edge technique for quantifying nanometric frictional 
phenomena, while approximating the conditions of a single 
asperity contact [1, 2] (Figure 1). A silicon nitride (Si3N4) 
microcantilever probe moves herein laterally, while continuous 
contact is maintained between its tip and the surface of the 
studied alumina (Al2O3) thin film samples deposited on Si wafer 
substrates by using the atomic layer deposition (ALD) technique. 
Al2O3 thin films have, in fact, favourable properties as coatings 
due to their high hardness, wear resistance, non-reactivity, etc. 
The Si3N4

 probes apply here a constant normal load on a 500 x 
500 nm2 scanning area of the sample with a set scanning 
resolution of 512 lines per scan. 

 

Figure 1. Scheme of the used LFM measurement configuration [3] 
 

To obtain a precise value of the forces in the normal (exerted 
load) and in the lateral (frictional) directions, prior to the 
measurements each probe is calibrated in terms of its normal 
and lateral sensitivity [3]. To cover the normal force ranges from 
nano- to microscales, six different probes, each with a different 
geometry, are selected: Bruker MSNL-10 E & F [4], 
BudgetSensors AiO-Al A, B & C [5], and Nanosensors PPP-LFMR 
[6]. The calibration of probes’ normal and lateral sensitivity 
yields, thus, their stiffness and resonant frequencies. 

The achievable normal force values FN for the calibrated 
probes with respect to the set-point voltage VSP of the z-axis 
piezoelectric actuator are shown in Figure 2. Based on these 
results, probes of type AiO-Al A & B are hence selected for the 
measurements in the nano- and micro-ranges, respectively. In 
fact, for the AiO-Al A probe the FN range for nanotribology 
measurements is from ca. 4 to 470 nN, while the AiO-Al B probe 

is used in the FN range from 235 nN to 2.8 N. 
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The lateral calibration of the selected probes is carried out at 
different FN values by employing the calibration grating TGF11 
and using Varenberg’s method [7]. The obtained lateral 
calibration constants for the AiO-Al A & B probes is thus 
determined to be 0.184 µN/V and 1.192 µN/V, respectively, with 

a standard deviation of  13 %. 

The LFM measurements are conducted next on the 500 nm 
scan size of the surfaces of the Al2O3 thin film samples in a 21 °C 
temperature-controlled environment with a constant scan rate 
of 1 Hz, resulting in a 1 µm/s sliding velocity. 

 

 

Figure 2. FN values achieved for each of the studied probes at different set-point voltages VSP of the z-axis piezoactuator 
 

3. Results and discussion 

The measured LFM voltages for all FN values are hence 
processed with the lateral calibration constants so as to obtain 
the values of the frictional force Ff in the nN to µN range of 
normal loads, as shown in Figure 3. The expected quasi-linear 
trend is visible for both curves, while the transition between the 
nN and µN ranges shows some discrepancies. What is more, the 
values in the higher µN range exhibit some non-linearities, which 

is a sign of an enlargement of the surface area of the tip of the 
probes due to wear. This effect is tendentially rather high for 
large normal loads, giving rise to an enlargement of the adhesion 
force in the contact region between the tip of the probes and 
the samples’ surface. 

The instabilities visible for the higher nN and µN FN ranges can, 
in turn, be an indication that the deformation limit of the 
selected probes is reached, implying that future measurements 
should be carried on with more probes that would enable 
covering the complete range of the foreseen normal loads. 

 

 

Figure 3. Ff values on the Al2O3 thin film samples vs. the variable normal load FN in the nN to µN range 
 

4. Conclusions and outlook 

The performed study into the multiscale tribological 
properties of the studied Al2O3 thin film material allows 
establishing that, although the general trends of the frictional 
force variability for normal loads in the nano- to microscales 
show the expected quasi-linear behaviour in line with the 
conventional frictional models, the transitional and higher-value 
ranges of FN require further in-depth and structured studies to 
determine all the involved coupled effects. Additional 
experimental studies of the influence of the probes’ tip wear 
with the resulting adhesion effects, as well as probes’ 
deformation limits are, therefore, needed to fully understand 
the frictional scaling phenomena, thus providing the necessary 
insights for the development of predictive tribological models as 
well as of the corresponding compensation typologies. 
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Abstract 
 
In the field of non-contact bearing motor spindle systems for ultra-precision machining, graphite materials are increasingly focused 
for the use in complex aerostatic bearing components. The material-specific porosity of graphite enables the consistent distribution 
of air pressure throughout the bearing surface, which increase the axial and radial load-bearing capacity and stiffness. In order to 
ensure the functionality of the bearing components, low surface roughness values Ra ≤ 200 nm are essential. Based on the state of 
the art, uncoated tungsten carbide (WC) tools and polycrystalline Chemical Vapour Deposition (CVD) diamonds are conventional used 
cutting materials. However, these are characterised by high rounded cutting-edge radii and maximum chipping of the cutting-edges, 
which lead to increased surface roughnesses. For this purpose, single crystal diamonds (SCD) were used as a solution approach to 
enable the manufacturing of aerostatic bearing components made of graphite concerning the described requirements. Using SCD 
with rounded cutting-edge radii rβ ≤ 50 nm leads to tensile stresses in surface-near boundary layers. Induced tensile stresses in brittle 
materials result in crack formation, which requires extensive investigations using SCD. In this study, the cutting behaviour of SCD for 
cutting of graphite materials concerning crack formation and breakout behaviour were analysed. Specific turning tests based on 
statistical DoE using an ultra-precision machine tool were carried out to analyse and quantify the impact of cutting speed, cutting 
depth, feed rate and rake angle on the surface roughness. First results show the influence of the selected process parameters in 
dependency to surface roughness as well as the potential of SCD tools for the machining of graphite. In this context, a lower surface 
roughness could be achieved compared to conventional used cutting materials made of tungsten carbide and CVD diamonds. 
 
Keywords: graphite, single crystal diamond, ultra-precision machining   

 
1. Introduction 

Spindle technologies in machine tools based on aerostatic 
bearing systems show great potential for high- and ultra-
precision manufacturing. This non-contact bearing technology is 
characterised by utilising a thin film of pressurised air in bearing 
gaps of sg < 10 µm to ensure high rotational speeds s, dynamic 
stiffness and load capacity cl. Therefore, components made of 
porous graphite are increasingly being used to provide a stable 
air flow through the bearing face and to distribute a constante 
pressurised air film. According to state of the art, uncoated 
tungsten carbide (WC) tools and poly-crystalline Chemical 
Vapour Deposition (CVD) diamonds were applied for machining 
graphite [1,2]. The use of these tools results in increased tool 
wear due to the abrasive effect of the graphite agglomerates [2]. 
In order to overcome the current challenges in the machining of 
graphite and to meet the requirements in manufacturing of air 
bearing components, the use of single crystal diamond (SCD) 
tools represents a promising approach due to its specific 
geometric and material properties. To gain fundamental 
knowledge for the machining of graphite using SCD, specific 
turning tests were carried out to identify suitable parameters 
and to compare the cutting performance with WC and CVD.  
2. Experimental Setup 

In order to identify the potential of SCD in graphite machining, 
experimental turning tests were carried out on the five-axis 
ultra-precision machine tool Moore Nanotech 350 FG of 
MOORE NANOTECHNOLOGY SYSTEMS, Swanzey, USA. The used 
materials were isotropic fine-grained graphites EDM-200, 

EDM-3 and EDM-AF5 of POCO GRAPHITE, INC., Decatur, USA, which 
are widely used in electrical discharge machining (EDM) but can 
also be suitable for the use in aerostatic bearing components 
due to their permeability and specific properties (Table 1).  
Table 1. Specific properties of the graphite materials 

Parameter EDM-200 EDM-3 EDM-AF5 

Average grain size gs  10.0 µm < 5.0 µm < 1.0 µm 

Flexural strength σbB 55.8 MPa 91.7 MPa 99.9 Mpa 

Compressive strength σd 96.5 MPa 124.8 Mpa 152.4 MPa 

Shore hardness Hs 68.0 73.0 83.0 

The used graphite specimen are characterised by a diameter 
of D = 50 mm and a height of H = 10 mm. For the turning tests, 
SCD tools with a corner radius rε = 0.8 mm, a rounded cutting 
edge radius rβ ≤ 50 nm and a clearance angle α0 = 10° of 
CONTOUR FINE TOOLING B.V., Valkenswaard, the Netherlands, were 
applied. The CVD tools type DCMW11T308 with a corner 
radius rε = 0.8 mm were provided by MÖSSNER GMBH, Pforzheim, 
Germany. The WC tools type DCGT11T308-FN HU7315-1 with a 
corner radius of rε = 0.8 mm were purchased by HOFFMANN SE, 
Munich, Germany. The surface roughness Ra was measured with 
a chromatic white light sensor MicroProf100 of FRIES RESEARCH & 

TECHNOLOGY GMBH, Bergisch Gladbach, Germany. 
3. Experimental investigations and results 

In this study, the single-point turning of fine-grained graphite 
materials EDM-200, EDM-3 as well as EDM-AF5 using SCD were 
investigated. Subsequently, further tests were carried out to 
compare the cutting performance of SCD to conventionally used 
cutting materials such as uncoated WC and CVD diamonds.  
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3.1. SCD cutting experiments 
To gain fundamental knowledge of the potential of SCD, a full 

factorial design of experiments was used to identify reliable 
parameters for achieving low surface roughness values Ra. The 
factor levels (Table 2) were aligned to conventionally used 
cutting parameters of roughing and finishing processes in ultra-
precise SCD machining according to the state of the art [3]. 
Table 2. Factor levels for specific turning tests on graphite with SCD tools 

Parameter Factor levels 

Cutting speed vc  1 m/min ≤ vc ≤ 240 m/min 

Feed rate f 2 µm ≤ f ≤ 45 µm 

Depth of cut ap 1 µm ≤ ap ≤ 25 µm 

Rake angle γ0 -40° ≤ γ0 ≤ 8° 

The test series were split in pre- and main-tests. The pre-tests 
were applied to identify the significance of each parameter and 
a suitable type of the investigated graphite materials. In the 
main-tests, suitable parameter ranges were achieved for a 
process-reliable manufacturing of graphite materials in terms of 
surface roughness Ra. The pre-tests showed that the surface 
roughness Ra is significantly dependent on the grain sizes gs of 
the graphite materials used due to the random orientation of 
the agglomerates. Therefore, a high variation in mechanical 
strength could be proven [1,2]. These characteristics lead to an 
asymmetric breakout behaviour and reduced surface qualities. 
Based on this, EDM-AF5 with an average grain size of gs ≤ 1 µm 
could be identified as a suitable graphite material for further 
evaluations. The results of the main-tests show a significance for 
all analysed cutting parameters, whereby a major impact for 
feed rate f on the surface roughness Ra was determined 
(Figure 1). This correlates with previous research works [1,2,5].  

 
Figure 1. Surface roughness Ra as a function of different feed rates f 

The results show that an increased feed rate f results in high 
surface roughnesses Ra. The lowest value of Ra = 0.249 µm was 
determined at the minimum investigated feed rate of f = 2 µm, 
whereby a roughness of Ra = 0.315 µm was identified for a 
maximum feed rate of f = 45 µm within the analysed process 
area. In a feed range of 5 µm ≤ f ≤ 10 µm, the surface roughness 
increased quite intensely by 12.3 % to a value of Ra = 0.294 µm. 
For feed rates between 10 µm ≤ f ≤ 25 µm, the roughness values 
remain constantly in a range of 0.293 µm ≤ Ra ≤ 0.300 µm. In 
comparison to this, the surface roughness Ra within a range of 
2 µm ≤ f ≤ 5 µm shows a sligth incline of 3.5 %. The findings 
reveal that the surface roughness Ra decreased, as the ratio of 
chip thickness to cutting edge radius is reduced towards 
h(ϕ)/rβ ~ 1. This can be attributed by the characteristic 
behaviour of brittle materials regarding the occurrence of micro-
cracks in surface-near boundary layers due to induced tensile 
stresses σ [4]. Using SCD with a low cutting edge radius of 
rβ ≤ 50 nm with decreasing feed rates f lead to reduced tensile 
stresses σ. Based on this, cracking effects only occur in the area 
of the cutting depth ap used. Furthermore, it could be proven 
that a cutting speed of vc = 80 m/min, a rake angle of γ0 = 0 ° as 
well as a depth of cut of ap = 15 µm lead to the lowest surface 
roughness Ra in the investigated process area (Figure 1). 
According to the results of the pre- and main-tests, these 

parameters in terms of a feed rate of f = 2 µm were used for 
further evaluation of the cutting performance using SCD. 
3.2. Comparison to conventional cutting materials 
In further tests, the cutting performance of SCD in turning 
EDM-AF5 was compared to the cutting materials CVD and 
uncoated WC in two test series. Firstly, specific parameters for 
CVD and uncoated WC according to the state of the art were 
applied [1,2]. In this process a minimum surface roughness of 
Ra = 0.390 µm for WC and Ra = 0.348 µm for CVD were 
identified. For the second test series, a direct comparison 
between the cutting materials was carried out using the same 
parameters and thus the same theoretical surface roughness 
depth Rth (Figure 2) [4,5].  

 
Figure 2 Surface roughness Ra as a function of constant  

cutting conditions for uncoated WC, CVD and SCD 

The used parameters result in surface roughness values of 
Ra = 0.307 µm for WC and Ra = 0.296 µm for CVD after a cutting 
length lc = 20 m compared to the parameters chosen according 
to the state of the art. However, a surface roughness of 
Ra = 0.249 µm was identified for SCD after lc = 20 m. The findings 
show the differences in the performance of the used cutting 
materials regarding the machined surface roughness Ra. Using 
SCD for the machining of EDM-AF5 leads to a marginal increase 
of 7.3 % over a total cutting length of lc = 400 m. This correlates 
to a decrease of 18.4 % in comparison to uncoated WC and of 
14.8 % to CVD in terms of surface roughness Ra. 
4. Conclusion and further investigations 

The findings show that the surface roughness Ra significantly 
depends on the grain size gs of the used graphite materials due 
to material specific properties. In this study, the lowest surface 
roughness of Ra = 0.249 µm was achieved by using SCD in 
turning fine-grained graphite type EDM-AF5. Therefore, a 
cutting speed vc = 80 m/min, a feed rate f = 2 µm, a cutting 
depth ap = 15 µm and a rake angle γ0 = 0 ° were determined by 
statistical evaluation. The feed rate f was identified with a major 
effect on the surface roughness Ra, whereby the use of small 
feed rates f is recommended in turning of fine-grained graphites 
using SCD. It could be further proven, that the use of SCD in 
turning of EDM-AF5 allows the manufacturing of surface 
roughnesses Ra ≤ 0.249 µm and is potentially able to substitute 
conventionally used cutting materials such as WC and CVD. 
Further investigations address the optimisation of the process 
limits and the analysis of the wear behaviour of SCD. This work 
was funded by the GERMAN RESERCH FOUNDATION DFG. 
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Abstract 
 

As the most commonly managed bee in the world, the European honeybee significantly impacts agriculture via crop pollination. The 
increasing occurrence of weather extremes caused by climate change, together with diseases and human activity, provoke the winter 
loss of numerous colonies of managed bees in Europe and around the world. This work proposes an autonomous system aimed at 
monitoring managed honeybee colonies to estimate the size and strength of the winter cluster. The system comprises temperature 
sensors strategically placed within the hive, as well as a communication module allowing data transfer, and it is powered by using 
the energy harvesting approach, i.e., a thermoelectric generator (TEG) able to utilize the temperature gradient between the hive 
interior and the environment. All the system components in direct contact with the colony are to be designed in such a way that their 
impact  on  the  colony  is  minimised,  as  well  as  by  respecting  the  so  called  “bee  space”.  Initial  measurements  in  a  conventional 
Langstroth hive, combined with a validated finite element TEG model, have clearly shown the possibility of generating a sufficient 
amount of electrical energy to power the foreseen design setup. 
 
Energy harvesting, thermoelectric generator, hive monitoring, autonomous sensors 

 

1. Introduction 

The European honeybee (Apis mellifera) represents the most 
commonly managed bee in the world, with a significant impact 
on agriculture (crop pollination). With growing effects of climate 
change, new pests and diseases as well as human activity, about 
10 % of managed bee colonies in Europe succumb to winter 
losses each year [1–3]. In fact, in a cold winter environment the 
colony has to maintain the individual bee’s body temperature of 
at least 16 °C, while the temperature of the brood needs to be 
around 35 °C [4, 5]. To achieve such conditions, a considerable 
metabolic production of energy is needed, with honey reserves 
being utilized by the bees as the primary energy source. The 
cluster should be warm enough to enable the colony enough 
mobility to defend itself, as well as to reach the honey stores. 
 

 

Figure 1. A honeybee colony in a winter cluster [5] 
 

The colony forms therefore a tight cluster within the hive, as 
shown in Figure 1, typically ranging from   ̴ 100 up to   ̴ 240 mm 

in diameter, corresponding to approximately 3 - 7 standard 
Langstroth frames. The colony also has to manage its food stores 
in order for them to last until spring [3, 4]. 

Generally, if a colony declines or dies out during winter, a 
considerable amount of time may pass before it is noticed by the 
beekeeper (typically upon the first spring inspection), and by 
that time clues to the causes of such events are lost [1]. To 
determine the causes, the timely sampling and analysis of 
honeybee colonies is, therefore, required. 

2. Hive monitoring 

In the last decade there was a significant increase in the use of 
electronic systems aimed at monitoring the state of honeybee 
colonies. These systems, both commercially available as those 
under development, most commonly measure temperature and 
humidity in a single point within and outside the hive. To 
perceive soon enough the nectar flow in spring, in some specific 
cases additional parameters are also monitored, e.g. the 
presence of the queen, brood temperature or the mass of the 
hive [6–8]. Such systems are almost exclusively powered by 
conventional batteries, which necessitate periodical human 
intervention inside the hive, disturbing thus the microclimate 
within it, particularly during the winter. What is more, batteries 
have a significant impact on the environment due to their 
production process as well as their disposal [9, 10]. 

An autonomous system aimed at colony strength monitoring 
is thus suggested in this work, comprising several temperature 
sensors placed in the hives, enabling the estimation of the 
winter cluster size and strength, as well as a suitable 
communication module. The overall sensor node is designed to 
utilize the waste heat produced by the colony, transducing it into 
electricity via a thermoelectric generator (TEG). 

In fact, as a honeybee colony overwinters within a tight 
cluster, the size of which corresponds to the strength of the 
colony [11], a measurable temperature difference occurs 
between the zone of the hive occupied by the cluster and the 
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remaining zones without bees [12, 13]. Due to hot air rising to 
the top of the hive, a temperature map can then be obtained by 
strategically placing temperature sensors above the frames. 
Such a map would reflect the size of the cluster, and thus the 
strength of the colony itself. 

To assess the viability of such an approach, a finite element 
(FE) heat transfer simulation is carried out using ANSYS® 
Workbench 18.0 [14, 15], where three different cluster sizes are 
considered, i.e., clusters occupying 3, 5 and 7 hive frames. The 
maximal temperatures occurring within the cluster are set 
according to available literature [3, 14], while the ambient 
temperature is set at 1°C, thus emulating average winter 
conditions in the considered environment in the inland of the 
Istrian peninsula in Croatia. The resulting temperature maps 
above the clusters for each of the studied case are displayed in 
Figure 2, where a clear difference in the distribution of 
temperature can be observed for different cluster sizes. 
 

 
                (a)                (b)              (c) 

Figure 2. FE simulations of heat transfer within a beehive containing a 
winter cluster occupying 3 (a), 5 (b) and 7 frames (c) 
 

 
(a) 

 
(b) 

Figure 3. Honeybee colony inner temperature measurements [9] 
 

What is more, to initially assess the temperature differences 
between areas with and without bees, measurements are per-
formed on a colony in a period from early to late spring by plac-
ing 2 sensors above (1) and away (2) from the bee cluster (Figure 

3a), resulting in an average 2 °C temperature difference (Figure 
3b) [9]. Both studies indicate, therefore, the feasibility of the 
above-described monitoring approach based on temperature 
difference to estimate the size and strength of the colony. 

3. Hive waste heat energy harvesting 

For the ideated system, there are several potential power 
supply options that can be considered, e.g. batteries or solar 
power. In this case, when an autonomous system aimed at 
winter monitoring is being studied, an energy harvesting (EH) 
approach based on thermoelectric waste heat is proposed 
instead, with the goal of utilizing the metabolic heat generated 
by the honeybee colony and typically lost through the hive walls 
[3, 16]. The EH approach [17, 18] is selected here to minimise 
the mentioned drawbacks related to battery usage [9, 10]. The 
possibility to use photovoltaics is, in turn, limited due to short 
and typically cloudy or foggy days in the considered region, 
though it could be considered as an addition to the TEG energy 
production, forming thus a hybrid EH system [18]. 

To assess the possibility of using thermoelectric EH as a power 
source, temperatures within and outside a standard wooden 
Langstroth beehive are measured next during the winter period 
in the studied environment. The measurements are performed 
by placing one data logger inside the hive, above the cluster of 
bees, while the other is placed on top of the hive roof. The thus 
obtained data shown in Figure 4 provide the input parameters, 
i.e., the thermal gradient between the maximum and minimum 
temperature, required for analysing the potential power 
generation. A fairly consistent thermal gradient, with an average 
temperature difference of about 21.3 °C, is hence obtained. 
 

 

Figure 4. Honeybee temperature measurements at the actual beehive 
placement location during the winter - inner vs. ambient temperature 
 

To utilize the available temperature gradient, a Tecteg® TEG2-
126LDT thermoelectric generator [19] is considered in this 
frame. Firstly, an experimentally validated FE model of the 
considered TEG is developed by using ANSYS® Mechanical 18.0 
[20], with the respective boundary conditions simulating the real 
working conditions with the average inner and outer measured 
temperatures of Tout_av = 0.9 °C and Tin_av = 22.3 °C. The 
maximum determined voltage and power outputs, at a load 
resistance of 4 Ω, are, thus, Pmax = 38.6 mW and Umax = 0.39 V. 

A prototype energy harvesting device, able to utilize the 
determined temperature gradient, is designed next. The 
harvester, depicted in Figure 5a, comprises an inner heatsink (1), 
heated by the hot air above the bee cluster, the chosen TEG2-
126LDT thermoelectric generator (2), two QG-IF-A6-1X3 
aluminium heat pipe interface blocks (3 and 5), three QY-SHP-
D6-400SA sintered copper heat pipes with ultrapure water, 
enabling an efficient heat transfer from the hive interior (4) and 
the outer heatsink (6), able to dissipate the heat into the 
environment. This harvester assembly in then integrated into a 
standard 5 frame Langstroth (LR) nucleus hive (Figure 5b) and 
tested in laboratory conditions by imposing different 
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temperature gradients comparable to those occurring in a real 
hive housing of a honeybee colony. 
 

 
(a) 

 
(b) 

Figure 5. CAD model of the waste heat harvester prototype (a) and the 
harvester integrated into a nucleus hive (b) 
 

As shown in Figure 6, the performance of the harvester is 
assessed by heating the air within the hive (1) comprising the 
integrated harvester (2) by using a digitally controlled 
conventional KLW-007E1-EU400 ceramic (PTC) heater (3) placed 
within the hive. The voltage generated by the TEG is routed via 
a TE 1051 [21] variable resistance box (4) to the National 
Instruments MyRIO® device (5) [22] serving as a DAQ system, 
connected to a LabVIEW® control virtual instrument (VI) [23] 
running on a PC (6). Along with the generated voltage, the 
temperatures on both the inner and outer heatsink are also 
monitored by using sensors connected to the DAQ device. 
 

 

Figure 6. Experimental setup for testing the waste heat energy harvester 
 

3.1. Results 
The voltage generated by the harvester for different 

temperature differences is used to calculate the power output, 
both in relation to the load resistance values R (Figure 7a), as 
well as the current I (Figure 7b). Maximum power outputs 
ranging from P = 3.5 to 9.7 mW can be observed at the optimal 
resistances of Rload = 8 – 10 Ω. The respective voltages generally 
range from U = 0.25 to 0.32 V. During the measurements it was 
determined that a more efficient outer heatsink is required at 
the cold end, enhancing thus heat dissipation, and, finally, 
increasing the thermal gradient, i.e., the temperature difference 
at the TEG itself. This would, in turn, result in an increased power 
output of the overall system. What is more, the inner heatsink 
also needs to be carefully designed in terms of the so called “bee 

space”, i.e., by respecting the requirement that all gap sizes are 
to be held between 6 and 9 mm to keep the colony from filling 
them up with propolis resin or wax comb, thus minimizing the 
intrusion into the colony itself. 
 

 
(a) 

 
(b) 

Figure 7. Experimentally assessed power outputs P of the waste heat 
energy harvester at different temperature gradients vs. load resistance 
R (a) and current I (b) 
 

What is more, possibilities to develop design configurations 
comprising a larger number of TEG transducers and/or 
heatsinks, such as that of Figure 8, are also being explored [24]. 
 

 
Figure 8. Design configuration with several heatsinks in the hive [24] 
 

3.2. Hive monitoring system 
As it is schematically depicted in Figure 9, the final integrated 

autonomous hive monitoring system, intended to be used 
during winter conditions, comprises then an array of ultra-low 
power temperature sensors, e.g. the MCP9700 low-power linear 
active thermistor [25] (a possibility of using other sensor 
principles, such as ultra-low power IR cameras, could also be 
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considered), combined with AD converters as well as ultra-low 
power CPU and communication modules. These components 
are to be powered by the energy stored in a supercapacitor, 
which is in turn charged via the TEG, exploiting the thermal 
gradient present between the colony and the environment. To 
utilize the power generated by the harvester for powering this 
system and successfully charge the supercapacitor, the low 

generated voltages would need to be increased via a step-up DC-
DC converter. To manage the power distribution within the 
system, a suitable power management module is also needed. 
Additionally, by employing smart duty cycles, i.e., by limiting the 
operational time of components with large power requirements 
(especially the communication module), the overall power 
consumption of the system could be significantly reduced. 

4. Conclusions and outlook 

After a short introduction into managed honeybee colonies, 
with an emphasis on the issues of overwintering and the 
potential benefits of hive monitoring, an innovative autonomous 
hive monitoring system is proposed in this work. The system is 
to be powered by a novel approach based on thermoelectric EH 
principles able to utilize the thermal gradient between the 
honeybee colony and the surrounding environment. 

An original method of assessing the size and strength of the 
colony by obtaining the temperature map above the cluster is 
suggested next, along with heat transfer simulations and 
temperature measurements supporting its viability. The 
possibility of practically utilizing the thermal gradient is 
discussed next, supported by data collected from a honeybee 
colony itself. Based on the data collected in the hive, a suitable 
TEG is numerically modelled by using ANSYS®, allowing to 
estimate a power generation of 38 mW. 

A prototype energy harvester assembly is then designed and 
constructed, based on the same TEG, and comprising two 
heatsinks and heat pipes used to dissipate the heat generated 
by the colony into the environment. The harvester is integrated 
into a hive nucleus and tested in laboratory conditions by 
producing a thermal gradient comparable to that found in the 
actual colony. It is established that at different thermal gradients 
and with connected electrical load resistances of 8 - 10 Ω, the 
harvester is able to generate voltages ranging from 0.25 - 0.32 V 
and power outputs ranging from 3.5 to 9.7 mW. This is lower 
than the values calculated via FE simulations; the difference 
could be attributed to the fact that in the FE model the thermal 
gradient is applied directly at the hot and cold ends of the TEG, 
simulating an ideal case, while the temperatures during the 
experiment (ambient temperatures inside and outside the hive) 
are measured at the heatsinks, resulting in a thermal gradient at 
the TEG that is significantly lower than that in the FE model. 

The essential components of the suggested hive monitoring 
system are finally described, considering also, to keep power 
consumption as low as possible and thus extend the autonomy 
of the proposed system, power management and duty cycles. 

Further studies are required to develop a fully functional 
device. The development of suitable heatsinks, both inner and 
outer, is herein of crucial importance in terms of heat dissipation 
efficiency as well as of minimizing the intrusion into the honey-
bee colony while considering bee space. Moreover, a suitable 
step-up DC-DC converter needs to be paired with the harvester 
and the supercapacitor. What is more, the sensor array also 
needs to be designed and tested in combination with the CPU 
and the communication system, enabling thus a more exact 

assessment of the overall power requirements. Finally, the har-
vester needs to be tested on a factual hive containing a honey-
bee colony during winter conditions. The integration of addi-
tional EH principles, e.g. photovoltaics, will also be considered, 
constituting thus a novel hybrid EH approach to hive monitoring. 
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Figure 9. Schematic representation of the suggested autonomous hive monitoring system [14] 
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Abstract 
 
High-performance projection optics must meet very tough specifications since the early phase of the development of semiconductor 
manufacturing machines. One key issue has always been the mounting of optical elements. The last three decades witnessed 
continuous evolution in the technologies used in this context. Whereas the first successful ideas consisted in clamping the optical 
elements to the housing aiming at a rigid connection and small relative motions within the projection optics, later approaches rely 
on controlling the position and orientation of kinematically determined parallel manipulators holding the optical elements. For 
understanding this evolution and anticipating future trends, a review of different mounting technologies together with the increasing 
demands to high-performance optics is essential. To this end, this paper revisits some mounting technologies and recalls the basic 
kinematic principles needed to understand these technologies.  
Three phases can be distinguished in the evolution of the mounting of optical elements. Correspondingly, this paper is divided into 
three sections. The first section outlines the very first mounting solutions that were used in projection optics. The second section 
emphasizes the reasons that lead to the use of manipulators. The last section addresses further challenges and proposes kinematically 
over-determined manipulators to meet the requirements expected in future developments.  
 
Keywords: Semiconductor Manufacturing, Mounting Technologies, Optomechanics, Optics, Kinematics    

 

1. Introduction   

The mounting technologies of high-performance optics 
evolved in three phases. In the first phase, passive mounting 
technologies were dominant. Later, kinematically determined 
monipulators become the state-of-the-art. In the near future, it 
is expected that kinematically over-determined manipulators 
are needed to cope with the increasing demands.  But first, it is 
important to recall the fundamental problem of mounting 
optical elements. It is generally required that optical elements, 
often made of glass, are mounted inside a housing, often made 
of metal, that isolates the optical elements from different 
environmental disturbances, like shocks, vibrations, thermal 
disturbances etc. One crucial task consists therefore in solving 
the problem of fixing the optical elements to the housing. The 
first section revisits the passive mounting of optical elements. 
The second section emphasizes the need of using manipulators 
to enable high-accurate alignment of the optical element. The 
third section proposes kinematically over-determined 
manipulators to meet the requirements expected in future 
developments. 

2. Passive mounting of optical elements  

The first phase of the mounting of high-performance optics 
relies on axial and radial clamping [1]. As the requirements 
become tougher, decoupling the optical elements from the 
housing gains in importance. Elastic hinges are then necessary 
and must be designed to decouple the optical element from its 
environment.   

 
2.1. Clamping and adhesives  

The most intuitive way of mounting an optical element to the 
housing is clamping it. Hard clamping, as depicted in Figure 1(a), 
is clearly simple and cost-effective. If the available volume for 
the mounting is limited, adhesives, as depicted in Figure 1(b), 
are often used to fix the optical element to the housing [2]. 
Morevover, both clamping and glueing allow for a radial mouting 
of the optical element. It induces however more mechanical 
stress and surface distortions. The result is often poor optical 
performance, especially when the system is subject to thermal 
and mechanical disturbances. 

  
(a) (b) 

Figure 1. First mounting solutions rely on clamping and adhesives 
 
The increasing demands and the sensitivity of larger optical 

elements to disturbances compel engineers to design a better 
decouping of the optical element. One decisive idea is the use of 
elastic hinges.  

 
2.2. Use of elastic hinges   

   Figure 2 depicts an optical element mounted on flexure 
hinges. Each elastic hinge has 2 degrees of freedom allowing 
therefore each mounting point of the optical element to move 
in a horizontal and vertical direction. In this way, thermal and 
mechanical disturbances coming from the housing are 
attenuated and don’t induce mechanical stresses in the optical 
element.   

 

Op�cal elementHousing
Clamp ring

Op�cal elementHousing
Adhesive
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(a) (b) 

Figure 2. Elastic hinges for decoupling optical elements    
The main drawback of passive mounting is the fact that an 

alignment of the optical element is challenging and time-
consuming, since it is achieved by means of machine tolerances 
of the components and shims [2]. A more adequate way of 
aligning the optical element is to use a manipulator. The next 
section addresses this issue.  

3. Kinematically determined manipulators      

A manipulator consists of several links connected with hinges. 
In this context, the fixed frame corresponds to the housing, and 
the moving platform corresponds to the optical element. Such a 
system must first ensure that the desired number of degrees of 
freedom (DoF) needed for alignment is met. To this end, the 
mobility of the manipulator is investigated in the first subsetion. 
The second subsection addresses parasitic forces and moments 
that arise from the manipulation of the optical element.   

 
3.1. The mobility of a manipulator 

Figure 3(a) depicts  an optical element that is connected by 
means of six links to a fixed frame. Clearly, the optical element 
is the moving platform of this manipulator. One crucial issue in 
designing such a manipulator is to find out the degrees of 
freedom needed in each link so that the whole mechanism is 
kinematically determined. The Grübler formula [3] can be used 
for this purpose. For simplicity of exposition, each limb is 
replaced by a subset of links and elastic hinges as shown in 
Figure 3(b). The final system has one fixed frame, one moving 
platform and six joints. By means of the Grübler formula, it is 
now possible to find out the number of degrees  of freedom for 
each subset  

𝐹𝐹 = 6(𝑛𝑛 − 1 − 𝑗𝑗) + �𝑓𝑓𝑗𝑗
𝑗𝑗

 

The final mechanism is kinematically determined, if the 
mobility number 𝐹𝐹 equals zero. Referring to Figure 3(b), the 
number of parts building up the manipulator is 𝑛𝑛 = 2 , i.e. the 
fixed frame and the moving platform, the number of subsets is 
𝑗𝑗 = 6. Hence, the sum of all degrees of freedom needed in the 
six subsets is ∑ 𝑓𝑓𝑗𝑗𝑗𝑗 = 𝐹𝐹 − 6(𝑛𝑛 − 1 − 𝑗𝑗) = 30 for having 𝐹𝐹 = 0. 
In other words, the number of degrees of freedom in each 
subset should be five, if a kinematically determined manipulator 
is aimed at.  

  
(a) (b) 

Figure 3. Kinematically determined manipulator  
An alignment of the optical element can be carried out by 

actuating the limbs depicted in Figure 3(a). Six actuators will add 
six degrees of freedom to the platform so that the optical 
element can be positioned and oriented in the 6-dimenstional 
space in order to achieve the desired alignment. After the 
alignment, the actuators are locked, the mobility number is zero 
again 𝐹𝐹 = 0.  

 
  3.2. Parasitic forces and moments   

As seen in Section 2.2, elastic hinges are often used. Although 
the manipulator is kinematically exactly constrained, the hinges, 
when deformed, react with internal forces and moments that 
are transmitted to the optical element according to Figure 4(a). 
These forces and moments are called parasitic and lead to 
distortions of the optical surface. This, in turn, causes optical 
aberrations. Figure 5 shows the impact of a tangential moment 
on the optical element. 

  
(a) (b) 

Figure 4. (note: larger figures can be set over 2 text columns)    
Consequently, even if a kinematically determined manipulator 

is properly designed, distortions of the optical surface cannot be 
prevented, especially when alignment is needed and elastic 
hinges are used. As the demands to the optical surface increase, 
parasitic forces and moments become a challenge. So, reducing 
them is a key issue in further devolpments of high-precision 
manipulators. Kinematically over-determined manipulators are 
therefore more in the focus.  

4. Kinematically over-determined manipulators  

As seen in the previous section, it is not sufficient to ensure 
that the manipulator is kinematically determined for minimizing 
the distortions of the optical surface. A reduction of parasitic 
forces and moments is necessary in order to obtain better 
optical performance.  

If the optical element is moved for alignment purposes, 
parasitic forces and moments arise according to Figure 5(a) and 
deform the optical surface. As far as radial forces are concerned, 
additional radial actuators can be added to the manipulator 
according to Figure 5(b). These exert forces that counteract 
forces going through the optical element. Hence, parasitic radial 
forces and thereby the distortions of the optical surface can be 
minimized. Although  six DoFs are needed for the alignment 
process, more than six actuators are used. This redundancy is 
used to minimize the forces on the optical element and to 
improve the optical performance.   
 

  
(a) (b) 

Figure 5. Motivation for using over-determined manipulators 

5. Conclusion 

This paper addresses the evolution of the technologies used in 
the mounting of optical elements. Kinematically 
over-determined manipulators are expected to gain in 
importance, as the demands for accurate manipulators increase. 
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Abstract 
 
In this study, we observed the microstructural defects of inclusions and pores in a relatively large volume of a Ni-Co-based superalloy, 
TMW-4M3, including more than one hundred thousand inclusions using the serial sectioning method with precision cutting and 
optical microscopy, and analyzed their statistical morphology. First, we applied ultrasonic elliptical vibration cutting (UEVC) to the Ni-
Co-based superalloy, a difficult-to-cut material, to obtain a mirror cross-section suitable for observation. Cutting conditions of a depth 
of cut of 1 µm, a cutting speed of 120 mm/min, and an elliptical vibration amplitude of 1.5 µmp-p resulted in the best surface roughness 
(Ra 10.3 nm). Next, we performed serial sectioning of the superalloy with 105 and 1000 cross-sections under these conditions. Here, 
image tiling was also applied to obtain large volumes of 12.2 × 11.7 × 0.105 mm and 12.2 × 11.7 × 1 mm. Finally, the inclusion regions 
were extracted and their number, volume, and equivalent diameter were calculated. Histograms of the 3D features of nearly 140,000 
inclusions were obtained. This statistical morphological information will contribute to the safe design of high-temperature 
components with stringent safety requirements. 
 
Keywords: Ni-Co-based superalloy, inclusion, Elliptical vibration cutting, Precision cutting 

 

1. Introduction   

Ni-Co-based superalloys designed based on a combination of a 

Ni-based superalloy and a Co-based alloy, both with -’ two-
phase structure, are attractive materials for turbine disks in jet 
engines operating in high-temperature and high-pressure 
environments [1]. The evaluation of the material properties and 
reliabilities requires an assessment of the shape, distribution, 
and number of micron-sized microstructural defects in the 
inclusions and pores that act as crack initiation sites of fatigue 
failure. However, this is based on previous 2D observations, 
which is not always sufficient for statistical evaluation [2]. 
Therefore, it is necessary to perform highly efficient 3D 
observations over a wide area of millimeters with submicron-
high resolution to obtain information on the spatial distribution, 
number of such objects, and morphology. One such method is 
serial sectioning, which removes thin layers and acquires a series 
of cross-sectional images [3]. Polishing methods are commonly 
used to remove thin layers. However, a highly efficient method 
using precision cutting has been proposed [3], which has the 
advantage of less processing time and controllability of the 
amount of removal. In this study, a large amount of inclusion 
information of Ni-Co-based superalloy was obtained using the 
serial sectioning method with precision mirror cutting and 
subsequent morphological analysis. Using the cutting condition 
from several cutting experiments, a volume from 105 slices of 
images were obtained. The inclusions were segmented from the 
images and histograms of the volume and equivalent diameter 
of the inclusions were created for statistical evaluation. Since 
further accumulation of data is required for material fatigue 

statistics, we demonstrated 1000 slices imaging, and also 
assessed the life of the cutting tools, which often limits the 
imaging volume. 

2. Research methods 

First, suitable cutting conditions were searched using ultrasonic 
elliptical vibration cutting (UEVC) [4] to create a mirror surface 
via precision cutting, considering those for Inconel 718 [5], 
which is likely to have similar machinability to that of a Ni-Co-
based superalloy. Thin layer removal and continuous cross-
sectional image acquisition via image tiling were performed, and 
3D images containing numerous inclusions were reconstructed. 
We used MATLAB (R2022b, R2012a) for image tiling and 
statistical evaluation of inclusion morphology. The inclusion 
regions were segmented by binarization of the image and 
labeled according to their 3D connections, and their number, 
volume, and equivalent diameters were calculated. The filtered 
results were also calculated, excluding those with fewer than 
three voxels of connection in the Z-direction, such as chips, dust, 
or too small. 

 
 

Figure 1. 3D internal structure microscope 
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3. Experimental device and Cutting sample  

We used the UEVC device (EL-50Σ, Taga Electric Co., Ltd., Japan) 
to precisely cut the Ni-Co-based superalloy. The device was 
mounted on a 3D internal structure microscope (Riken Micro 
Slicer System: RMSS-005 [6], Japan) equipped with an epi-
illumination imager as shown in Figure 1. An NC milling machine 
(MULTIPRO MP6 series, Takashima Sangyo Co., Ltd., Japan), a 
single-crystal diamond tool (UPC, A.L.M.T. Corp., Japan), and 
objective lens (M Plan Apo HR 10×, Mitutoyo Corp., Japan) were 
installed to enable fully automated cutting and observation. It 
uses planar cutting with a tool with a flat cutting edge of 1 mm, 
as shown in Figure 2. A single stroke can generate a mirror-like 
cross-section of the tool width. Shifting the cutting paths 
generates a wide cross-section. The sample material was TMW-
4M3 [2], which was created at NIMS using the same casting and 
forging process as the turbine disk. This part was prepared as a 
cylindrical sample with a diameter and height of 10 mm. 

4. Experimental results   

4.1. Precision cutting condition search and surface roughness 
The sample surfaces were polished beforehand. Precision 

cutting was performed under six conditions: cutting speeds of 
30, 60, 90, 120, 150, and 180 mm/min at a tool width of 1 mm, 
depth of cut of 1 µm × 10 times, and elliptical vibration 
amplitude of 1.5 µmp-p. A mirror surface with a roughness of 
approximately Ra of 10 nm was created under all conditions. The 
roughness values of the polished and cut surfaces at a cutting 
speed of 120 mm/min are shown in Figure 3. Their surface 
roughness values were Ra = 20.1 nm and 10.3 nm, respectively. 
The UEVC achieved sufficient surface roughness for observation, 
and we selected 120 mm/min for subsequent experiments. 
 
4.2. Continuous 105 cross-section 3D observation 

3D observation of 105 continuous cross-sections was 
performed using precision cutting. Each cross-section was 
obtained as 54 tiling images (9 in the x-direction and 6 in the y-
direction) with a voxel pitch of 0.391 × 0.391 × 1 µm and an 
optical resolution of 0.6 µm at high resolution. The total 
observation time was approximately 10.5 h. 
 
4.3. Inclusion morphology analysis using 3D data of 105 
continuous cross-sections 

The volume and equivalent diameter of each inclusion were 
calculated assuming that they were spherical. Figures 4 (a) and 
(b) show histograms of the volume and equivalent diameter of 
the inclusions in a double-logarithmic graph, respectively. The 
red bars are from all the inclusions, whereas the blue bars are 
from those filtered, which connect more than three continuous 
cross-sections. The filtering was to exclude the cutting chips and 
those that were too small. The number was approximately 
140,000 prior to filtering. After filtering, those with more than 
10 µm3 and the largest volumes were 8583 and 7027 µm3, 

respectively. Therefore, our method demonstrated a statistical 
evaluation of the inclusion size and percentage of their 
existence. 
 

4.4. Continuous 1000 cross-section 3D observation  
A 3D observation of 1000 continuous cross-sections was 

performed using the same precision cutting and observation 
conditions. Approximately 100 h of automated observation was 
conducted to obtain a total of 31083 × 30025 × 1000 voxels. 
Figure 5 shows a 2D cross-sectional image (12.2 × 11.7 mm) and 
a 3D image of a part of the sample (2346 × 1564 × 1000 µm). The 
spatial distribution and various sizes of the numerous inclusions 
were confirmed in the volume. Future analyses of the data will 
provide a more precise statistical inspection of the inclusion 
morphology. 

 

5. Conclusion 

(1) We proposed a statistical evaluation method for 3D 
morphology of many inclusions in the Ni-Co-based superalloy by 
serial sectioning using UEVC and morphological analysis. 
(2) We found a suitable UEVC speed for mirror surface 
generation of TMW-4M3 with a surface roughness Ra of 10.3 nm. 
(3) 3D observation of TMW-4M3 with 105 and 1000 cross-
sections were demonstrated to obtain large volumes, 12.2 × 
11.7 × 0.105 and 12.2 × 11.7 × 1 mm, respectively, with a voxel 
pitch of 0.391 × 0.391 × 1 µm. 
(4) Approximately 140,000 inclusions were evaluated from the 
3D image with 105 sections, and those with more than 10 µm3 
and the largest volumes were 8583 and 7027 µm3, respectively. 

Our statistical inclusion evaluation method based on a large 3D 
imaging will contribute to advanced material development. 
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Figure 2. Creation of observation surface by precision cutting process 
 

 
 

Figure 4. Histogram of volume and equivalent diameter of inclusions 
 

 
 

Figure 3. Surface roughness (120 mm/min) 
 

 
 

Figure 5. Cross-sectional image by precision cutting and 3D image 
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Abstract 
 
In this study, we demonstrate the design and manufacture of face grinding wheels with micro-structured fluid channels for the 
uniform distribution of cooling lubricant in the tool working zone. For this purpose, the effect of different channel geometries on the 
flow velocity and the pressure exerted by the fluid on the channel wall is tested simulatively. To ensure effective heat exchange 
between the coolant and the workpiece, the channel geometry was designed to achieve a large contact area between the fluid and 
the ground material. Here, the tested curved channel geometries showed to have about 5 % more area than straight channels. 
However, the higher influence here is exerted by the number of channels. The produced curved channels further showed a direct 
influence on the flow rate of the cooling lubricant depending on the direction of rotation of the grinding wheel. This allows slowing 
down the flow rate by 2 % or increase it by up to 18 % compared to straight channels. We observed a beneficial influence to the flow 
rate and thus also the heat exchange without changing the pump parameters of the fluid. Prototype grinding wheels were produced 
by microsystem technology. For this purpose, silicon carbide is mixed as an abrasive into a photosensitive polymer (flexible binding 
matrix) and applied to a steel substrate. Structuring takes place by using photolithography. The unexposed areas can be cleared using 
developer solution. These form the channel structures. The cooling lubricant, for which water was selected, is supplied via the spindle 
and thus via the tools centre. The achievable minimum channel width is 200 µm or greater with a depth of 50-60 µm. First grinding 
tests resulted in roughness values of Ra = 0.07 ± 0.03 µm and Rz = 3.38 ± 1.96 µm for dry machining and Ra = 0.08 ± 0.03 µm and 
Rz = 1.92 ± 0.20 µm for machining with water as cooling lubricant. Temperature measurements proofed that the temperature 
increase of around 8*10-4 °C/s could be decreased to around 2*10-4 °C/s by use of water als cooling lubricant.  
 
Keywords: micro grinding, micro production technology, precision engineering, lubricant distribution   

 

1. Introduction 

Grinding as a mechanical machining process is an important 
step in achieving the required surface quality as well as 
dimensional accuracy of a component and is often used as 
finishing process in different fields, like automobile or aerospace 
[1]. However, the process harbours challenges that can prevent 
the required surface quality. Grinding burn is one of them [2]. 
Excessively high temperatures in the grinding zone can lead to 
damage to the material surface e.g. high residual stresses. A 
reduction in friction and reduction of the genereated heat can 
be achieved through the application oriented use of cooling 
lubricants (CL) [3]. The reduction in temperature can be 
maximised by guiding the CL through the tool directly into the 
contact zone between tool and workpiece. This continues to be 
an issue in the field of toolmaking and the associated research. 
Therefore, there are already some approaches to solving the 
problem. One group constructed a peripheral grinding wheel 
from a sandwich system consisting of several layers into which 
channels for the distribution of CL were inserted [4]. Another 
approach shows a face grinding wheel with an interrupted 
abrasive layer and guided cooling lubricant feed via the spindle 
[5]. 

This paper presents the process of manufacturing a grinding 
wheel for achieving high surface qualities with a structured 
grinding layer using photolithography. For this purpose, a 
polyimide with embedded abrasive grains (silicon carbide, SiC) is 
used as a binding matrix, which has already been shown as a 

suitable combination for production of micro grinding tools [6]. 
Sufficient CL distribution should be achieved by creating fluid 
channels in the grinding layer, through which the CL can flow 
from the centre of the tool. Hereby, photolithography offers the 
advantage of variable channel geometry. After production, 
initial grinding tests should demonstrate the functionality of the 
tools. 

2. Experimental procedures 

The following section describes the simulation based design of 
the grinding wheel, the manufacturing process and its 
structuring by photolithography as well as the first grinding 
experiments. 

 
2.1. Simulation-based design of the grinding wheel geometry 

The aim of this research is to design and manufacture a face 
grinding wheel with a size of 100 mm, which should feature 
photolithographically structured fluid channels. The channel 
width should be in the range of a few hundred micrometres, 
while the channel depth should correspond to the grinding layer 
height. Various geometries were therefore created as 3D models 
using SolidWorks. Straight and curved channels as well as 
angular and radius channel transitions are tested. The pressure 
distribution on the channel walls through the CL during rotation 
of the grinding wheel was simulated using Ansys Fluent. The 
pressure distribution serves as a decision criterion here. The aim 
is to achieve the smoothest possible transition with 
homogeneous pressure distribution, to minimise the risk of the 
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abrasive layer detaching from the substrate due to excessive 
pressure peaks. A rotational speed of 4,000 rpm and a mass flow 
of 0.0004 kg/s were defined as parameters, as these could 
become possivle grinding parameters for the tool. The pressure 
distribution on the channel wall and the velocity distribution of 
the fluid within the channel were extracted as a result of the 
simulation. 

 
2.2. Manufacturing and characterisation process of micro-
grinding tools      

Micro-technical structuring using photolithography was 
chosen for the production of the grinding discs. This allows 
various geometries and customisations to be realised. The 
abrasive layer is produced from the photosensitive polyimide 
LTC9320 (Fujifilm) and SiC abrasive grains (grain size distribution 
4-6 µm). Both components are mixed in a glass container to form 
a homogeneous polyimide abrasive solution (PAS) (Fig. 1a). Steel 
wafers (1.4301) with a diameter of 100 mm are used as a 
substrate to produce the grinding tools. The PAS is applied to 
this by means of spin coating. After a two-part softbake (70 °C 
for 10 min, 100 °C for 10 min), the grinding wheels are slowly 
cooled to room temperature. The PAS is then exposed for 250 s 
using a glass mask to produce the channel geometries. 
Subsequent development takes place in a 3-stage immersion 
bath in cyclopentanone, propylene glycol methyl ether acetate 
(PGMEA) and isopropanol (Fig. 1b). In total, the process from 
mixing to developing, including handling, takes around two 
hours. Finally, the grinding wheels cleaned with DI water are 
baked in an N2 gas atmosphere at 350 °C for 60 min. The fluid 
channels are analysed for residues of PAS using light microscopy 
and the layer thickness is measured using tactile profilometry. In 
a post-processing step, a 4 mm hole is drilled in the centre of the 
grinding wheel for the CL connection (Fig. 1c). 

 

 
 

Figure 1. Schematic of the manufacturing process. It is divided in the 
mixing process of the PAS (a.), the structuring of the fluid channels by 
photolithography (b.) and the mechanical post-processing (c.). 
 

2.3. Grinding experiments with temperature measurement 
In order to ensure a supply of CL through the grinding wheel 

for the grinding tests, a test setup was designed. The schematic 
cross-section and a photo of the setup are shown in Fig. 2. The 
grinding wheel is attached to the grinding wheel mounting using 
adhesive film. The mounting offers nine places on top for the 
placement of weights in order to set a defined contact pressure 

of approximately 625 Pa and 1,250 Pa for the experiments. The 
CL is supplied via a tube that is connected to the grinding wheel 
via a swivel joint. The tube is also hung in a reservoir of the used 
CL, which is supplied by a peristaltic pump. Mass flow rates of 
150 ml/min and 300 ml/min were selected. The grinding wheel 
is driven by a toothed belt, which is moved by a DC motor. A 
rotation speed of 80 rpm has been set for the grinding wheel as 
working speed, which is limited by the motor. As CL water is 
chosen, whereas dry machining is chosen as comparison. 

Stainless steel with a diameter of 130 mm was chosen as the 
material to be machined. In order to make a statement about 
the resulting temperatures and the cooling capacity of the 
cooling medium, temperature sensors of type Pt1000 were 
attached to the rear of the workpiece in milled pockets with a 
distance of 300 µm to the front side (see Fig. 2a). A total of three 
sensors were attached, each at a distance of 20 mm, 30 mm and 
40 mm from the centre. This array allows an in situ monitoring 
of the temperature homogeneity.. The measurement data was 
recorded continuously for 10 min during grinding using a 
QuantumX measurement amplifier from HBM. Ten measured 
values were recorded per second. In order to make a statement 
about the cooling performance, the gradients of the 
temperature curves were compared with each other. 
Furthermore, images of the ground surface were taken using 
confocal laser scanning microscopy in order to assess the surface 
roughness values Ra and Rz and therefore the grinding 
performance of the tools. Surface roughness values were 
obtained over an area of 200 x 200 µm². 

 

 
 

Figure 2. Illustration of the experimental setup for carrying out grinding 
tests with temperature measurement. A schematic cross-section with 
the position of the temperature sensors (a.) and a real image of the 
assembled test stand (b.) are shown.  

3. Results and discussion      

3.1. Design and manufacturing 
In the simulation, the first aim was to investigate two different 

transitions between the connection of the grinding wheel to the 
cooling lubricant feed line and the microstructured cooling 
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channels. As shown in Fig. 3, an angular transition (Fig. 3a) and a 
radius transition (Fig. 3b) are compared. A normalised pressure 
decrease distribution is shown. The radius transition shows a 
much more homogenous and in total lower pressure decrease. 
Here, the pressure drops very evenly over a longer distance than 
with the angular transition. In this case, there is a concentrated 
load directly at the transition, which could lead in the worst case 
to delamination of the grinding layer. 

 

 
 

Figure 3. Illustration of the simulation results for comparing an angular 
transition (a.) and a radius transition (b.). The normalised pressure 
distribution from the fluid to the solid materials is shown. 
 

Furthermore, straight channels were compared with curved 
ones. The flow velocity within the channels is used as 
comparison. The aim is to achieve a high flow velocity for a 
constant supply of fresh CL. Both types showed an increase in 
speed from the beginning to the end of the channel. However, 
the curved channels showed a dependence on the direction of 
rotation. If the curves of the channel are the opposite direction 
to the direction of rotation of the tool, the speed is decreased 
by about 2 % in comparison with straight channels. In numbers 
it is 21.3 m/s at the end of straight channels and for curved 
channels around 20.9 m/s. If the rotation direction is in the same 
direction, an acceleration can be detected by around 18 % 
(25.1 m/s). This has the advantage that more fresh CL is fed over 
the grinding zone, resulting in a greater temperature gradient 
between the workpiece and CL. Another, bigger advantage of 
the curved channels is the contact surface between the fluid and 
the workpiece. Due to the channel layout, this is about 5 % larger 
with curved channels (5.1 mm²) than with straight ones 
(4,9 mm²), which results in more surface area for heat exchange. 
This is further increased with the number of channels, which 
applies for both geometries. Based on these results, the design 
of the first grinding wheels with radius transitions and 36 curved 
channels is created. 

 

 
 

Figure 4. Illustration of the photolithographically structured grinding 
wheels. The results of a test on the feasible channel width are shown on 
the left (a.). Above the channels, the channel width from 0.10 mm to 
1.00 mm is marked. A grinding wheel with a channel width of 300 µm is 
shown on the right (b.). 
 

The channel width was evaluated in a feasibility experiment. 
The aim was to find a compromise between small channels with 
good manufacturability. The results are shown in Fig. 4. The 
smallest channels with a width of 100 and 150 µm still showed 
residual material within the channel structures even after a 

longer development time with simultaneous ultrasonic support 
while at some points over development could already be 
detected. The 200 µm wide structures could be developed well 
(Fig. 4a). With regard to the later transfer to larger grinding 
wheels with thicker grinding layers, a slightly larger channel 
geometry was chosen. The channel width was therefore set to 
300 µm. The first face grinding wheels with the set parameters 
were then produced with a layer thickness of approx. 50 µm 
(Fig. 4b). 

 
3.2. Grinding experiments 

The grinding wheels produced and shown in Fig. 4b were then 
used in grinding tests in the setup shown in Fig. 2. The recorded 
temperature curves were analysed and the resulting 
temperatures were evaluated for the different CL used. A 
comparison between dry machining (red) and machining with 
water as CL (blue) is shown in the following Fig. 5 for the 
outermost sensor. The range in which the temperature gradient 
was calculated is also shown as an example. 

 

 
 

Figure 5. Exemplary evaluation of the recorded temperature during a 
grinding test. Both curves were recorded by the outermost sensor 
(40 mm). The tests were carried out at a contact pressure of 1,250 Pa. 
The CL feed rate was 150 ml/min. The determined temperature gradient 
for the subsequent comparison of the individual grinding tests is shown. 

 
The temperature development in the first few seconds is 

significantly higher in most tests, as this is when the workpiece 
has the highest roughness, the lubricant has not yet been fully 
distributed and the tool is conditioned in the first few seconds. 
The abrasive grains can be covered with bond matrix after the 
manufacturing process, which is why the cutting effect is low but 
the friction is higher. As soon as the bonding matrix has reset 
and the abrasive grains can penetrate the workpiece with their 
cutting edges, the friction is reduced. Furthermore, the absolute 
initial temperature is not comparable, as this is related to the 
laboratory conditions and the cooling time of the workpiece 
between the individual grinding tests. The temperature gradient 
was therefore selected as the comparison factor. In all tests, an 
approximately linear curve was obtained after the initial time. It 
could be observed that the gradient depends on whether CL is 
used or not. The results are listed in Fig. 6 below. The gradients 
are small in both cases. This is partly due to the position of the 
temperature sensors, as the heat must first be conducted 
through the residual material to the sensor surface and part of 
it is already dissipated via the remaining workpiece. 
Furthermore, the rotational speeds and contact pressures are 
low due to the test setup. Nevertheless, a difference can be 
observed between dry machining and the use of CL. In dry 
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machining, the values are approx. 3 times higher than in wet 
processing with water. It can also be seen that the temperature 
rises more in the outer machining area than in the inner area. In 
the case of dry machining, the temperature gradients from 
sensor to sensor (inside to outside) are each 10 % higher. As 
both the workpiece and the tool are not moved in a plane, the 
cutting speed increases due to the increasing radius at a 
constant speed, resulting in more mechanical interaction. The 
higher layer thickness results in a higher contact pressure in 
specific area with the same effective weight. A significant 
difference between the selected CL quantities could not be 
determined. However, the resulting absolute temperatures are 
still very low. At higher cutting speeds and higher contact 
pressures and thus higher temperatures, the use of cooling 
lubricant and in particular the quantity will play a greater role 
than with the process parameters selected in this study. 

 

 
 

Figure 6. Illustration of the temperature gradients from the grinding 
tests as a function of the selected cooling lubricant and the grinding 
parameters used. Red represents the used contact pressure of 625 Pa 
and blue the used contact pressure of 1,250 Pa. 

 
Fig. 7 shows a comparison of the workpiece surface before and 

after dry machining for 10 min. For the most part, homogeneous 
grinding marks can be seen on the machined surface and less 
heterogeneously distributed scratch marks than on the 
unmachined surface.  

 

 
 

Figure 7. Comparison of the workpiece surface before grinding (a) and 
after 10 min dry grinding (b). 
 

This is also reflected in the roughness values. Before grinding, 
the roughness values were Ra = 0.29 ± 0.08 µm and 
Rz = 5.37 ± 0.91 µm, which then decreased after machining to 
Ra = 0.07 ± 0.03 µm and Rz = 3.38 ± 1.96 µm. With regard to the 
surface roughness achieved, 10 min machining with water lead 
to roughness values of Ra = 0.08 ± 0.03 µm and 
Rz = 1.92 ± 0.20 µm.  

4. Conclusion      

In this work, a process for the manufacturing of grinding 
wheels using microsystems technology with a 
photolithographically structured grinding layer was 
demonstrated. The design was created by testing different 
geometries in a simulation, making it possible to demonstrate 
the effects of changes in geometry. A radius transition of the CL 
inlet led to a more homogeneous pressure distribution 
compared to an angular transition. Furthermore, curved channel 
structures showed the advantages of reduced flow velocity (-
2 %) and a larger contact surface (+5 %) with the workpiece 
compared to straight channels. After the first design evaluation, 
a further check by means of finer geometry modifications, like 
radius of the curved channel or the channel transitions, can be 
useful for optimization. A test of the possible minimum channel 
width showed that channels with a width of 200 µm or greater 
can be produced using microsystem technology with SiC as 
abrasive grains and polyimide as binding matrix. In the first 
grinding tests, it was shown by measuring the resulting 
temperature that the temperature increase during dry 
machining is approx. 3 times higher than when machining with 
water as CL. In dry machining, an increase in surface quality to 
roughness values of Ra = 0.07 ± 0.03 µm and Rz = 3.38 ± 1.96 µm 
was achieved. After wet machining surface roughness values of 
Ra = 0.08 ± 0.03 µm and Rz = 1.92 ± 0.20 µm could be measured. 
The first grinding tests with the manufactured grinding wheels 
were therefore already successful. Further investigations into 
tool wear and optimised machining strategy and machining 
parameters must now follow in order to determine the 
performance of the grinding wheels. Other CL are also to be 
investigated and compared with the previous water cooling 
system. Furthermore, other structuring methods such as 
moulding or stamping processes for structuring are to be tested. 
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Abstract 
 
Due to surface functionalities such as self-cleaning, anti-fogging, and oil-water separation, superhydrophobic surfaces are attractive 
in many industrial fields. Contact angles greater than 150° can be achieved by fabricating micro-nanostructures and modifying surface 
energy. Additive manufacturing allows us to overcome the limitations of traditional manufacturing methods in terms of geometrical 
complexity. This paper reports an investigation on Two-Photon Polymerization (TPP), focusing on the influence of the surface 
structure types on the wettability performance. Moreover, the micro-structure and sub-micron surface morphology of eggbeater’s 
structure after TPP were also investigated. 
 

Keywords: Superhydrophobic surface, Two-Photon Polymerization, Polymers, Surface structure 

1. Introduction   

Superhydrophobic surfaces with self-cleaning functionality, oil-
water separation capability, anti-fogging, and anti-fouling 
properties play crucial roles across various industries such as 
automobile, aerospace, shipbuilding, and medicine [1]. Contact 
angle (CA) measurements are commonly employed to assess 
surface wettability. A contact angle higher than 150° typically 
indicates a superhydrophobic surface. A superhydrophobic 
surface is attained by either structuring a surface in a 
hydrophobic base material or modifying the surface chemistry 
within a micro-nanostructured surface. Developing a universally 
applicable method to transform a hydrophilic flat surface into a 
superhydrophobic surface across various materials poses a 
significant challenge. While several manufacturing techniques 
exist for creating structured surfaces - including cutting, abrasive 
machining, beam-based processes, electrical machining, and 
chemically assisted manufacturing - most struggle to achieve the 
complexity and high accuracy required for structured surfaces 
[2]. The emergence of two-photon polymerization (TPP) for 
crafting sub-microscale 3D structures has opened new avenues 
for fabricating highly adaptable functional surfaces [3], 
circumventing the constraints encountered in traditional 
manufacturing methods when dealing with intricate shapes. This 
study delves into TPP on the correlation between diverse surface 
structured shapes and surface wettability and achieves a shift 
from a hydrophilic with the plat surface to superhydrophobic 
surfaces with structure solely through alterations in surface 
structure.   

2. Principle 

TPP uses pulsed high-energy femtosecond laser beams in a small 
area [4]. As shown in Figure 1(a) and (b), the resin in the focus 
plane solidifies when the photoresin molecules simultaneously 
absorb the energy of two photons. Due to the significant 
threshold of two-photon polymerization, the rest of the resin 
can not absorb photons and solidify itself, which means that TPP 

has high resolution and spatial selectivity [5]. With the 
movement of the laser focusing point and the stage, the micro 
and sub-micro scale surface structures are fabricated by curing 
layer by layer at the desired location. 

 
Figure 1. Schematic of two-photon polymerization 

3. Experimental details 

3.1. Experimental setup   
A commercial two-photon polymerization equipment 
(Nanoscribe Photonic Professional GT) was employed to 
manufacture structured surfaces, utilizing a maximum power 
supply of 50 mW. The materials utilized included IP-S Photoresist 
and glass substrates measuring 25 × 25 × 0.7 mm3, featuring a 
one-sided conductive and optically transparent Indium tin oxide 
(ITO) coating. The surface topography was analyzed using 
confocal microscopy (Sensofar Neox). Cross-sectional scanning 
electron microscopy (SEM, FEI QUANTA 450) was employed to 
visualize the structured surfaces. Surface contact angle was 
determined by imaging using a Nikon D5300 camera equipped 
with micro-lens and evaluation through ImageJ software. 
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3.2. Experimental conditions 
The different types of surface structure designs were built as STL, 
post-processed using DeScribe software, and fabricated using 
the parameters reported in Table 1. The samples produced 
through the TPP process underwent a sequential treatment: 
initially immersed in Propylene glycol monomethyl ether acetate 
(PGMEA) for 20 minutes, followed by a 5-minute ethanol 
cleansing stage to eliminate residual resin. Subsequently, the 
samples were exposed to UV light for 20 minutes to ensure 
complete curing. Contact angles were obtained as an average of 
five separate tests, aiming to minimize random errors. 
 

Table 1 The details of experimental parameters 

Parameter Value 

Slicing distance 1 µm 
Hatching distance 0.5 µm 

Laser Power 50 mJ 
Scanning speed 100 µm/s 

 
Figure 2. Effect of structure type and contact angle 

4. Result and discussion 

Figure 2 depicts the relation between various surface 
structures—Flat, Pillar, Pyramid, and Eggbeater—and their 
respective contact angles. As per the wettability definition, 
surfaces exhibiting contact angles exceeding 150° are 
categorized as superhydrophobic, those below 90° as 
hydrophilic, and those falling in between as normal hydrophobic 
surfaces [1]. The contact angle measured for the flat surface 
registered at 51.7°, characteristic of hydrophilic surfaces. In 
contrast, both the pillars, measuring 120 µm in height and 45 µm 
in width, and the pyramid, standing at 50 µm with a width of 50 
µm, notably elevate the contact angle. This elevation effectively 
transforms the wettability from hydrophilic to hydrophobic 
compared to the flat surface. The base pillar of the eggbeaters 
exhibits a 20 µm diameter and stands at a height of 120 µm. The 
top arms comprise 10 µm circles encircling a 40 µm circle. 
Diverging from pillars and pyramids, the eggbeater-type surface 
structure achieves a superhydrophobic state. The upper 
structure of the eggbeater maintains a thin air layer spanning 
from its base to the top and the droplet is also fixed on the top 
of the eggbeater structure with hydrophilic surface wettability, 
demanding greater energy for water to breach this well-defined 
area [6]. 

Figure 3 shows the scanning electron microscopic morphologies 
and surface topography of the eggbeater's structured surfaces. 
The surface structure has good dimensional accuracy, while the 
underside of the structure needs to be spliced and fabricated 
due to the limitations of the lens range. The surface topography 
and line profile of the top structure after form removal are 
shown in Figures 3(d) and (e). The structured surface is not 
completely smooth, but sub-micron structures are created, 
which is attributed to the slicing distance and hatching distance 
during the TPP process, as shown in Figure 1(d).  

 

Figure 3. The eggbeater surface structure of SEM Micromorphology (a-
c), topography (d), and profile (e). 

5. Conclusion  

Transforming a hydrophilic flat surface into a superhydrophobic 
one using typical pillar and pyramid structures presents 
challenges. Conversely, the eggbeate’s structures demonstrate 
greater ease in achieving superhydrophobicity. The versatility of 
two-photon polymerization enables enhanced fabrication of 
intricate three-dimensional structures. Moreover, the sub-
micron scale surface morphology is significantly influenced by 
process parameters, indicating its pivotal role in surface 
modification. 
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Abstract 
 
For traceable determination of mass, mass comparators and precision balances with a weighing cell as core unit are used. A further 
reduction of the measurement uncertainty is achieved by operation in a hermetically sealed chamber under vacuum conditions. The 
adjustment of the weighing cell required for high-resolution measurements is currently carried out manually under atmospheric 
conditions. This limits the achievable adjustment quality since the verification of the adjusted state is only possible under working 
conditions in the closed chamber.   
This paper presents a novel system that enables the in-situ adjustment of high-precision weighing cells. The result of the adjustment 
can be directly controlled in a closed loop, thus fulfilling the conditions for a determined fine adjustment. The required high sensitivity 
of the moving parts of the weighing cell to be adjusted demands the minimization of disturbing influences to the largest possible 
extent. Based on a systematic investigation, sources of disturbances are eliminated and unavoidable residual systematic deviations 
are significantly reduced. The adjustment is performed by high-resolution actuators integrated directly into the moving elements. 
Power is supplied exclusively during the adjustment process via highly flexible electrical wires, which are connected via a separate 
rack-mounted  drive  system  with  low  disturbances.  The  contact  is  released  before  the  actual  measuring  process.  Therefore, 
disturbances by the adjustment system are completely avoided during the measurement process. With the novel low-disturbance in-
situ adjustment system, a significant increase in the performance of high-precision weighing cells can be achieved. 
 
Keywords: weighing cell, in-situ adjustment, adjustment system, disturbance effects 

 

1. Introduction 

Comparison between mass standards at the top end of the 
dissemination chain demands mass measurements with highest 
resolution and least possible uncertainty. State-of-art mass 
comparators and precision balances use force-compensated 
weighing cells as core unit [1,2]. A monolithic linkage with 
filigree flexure hinges serves as mechanical structure to achieve 
highest sensitivity and repeatability. To avoid deviations from 
external sources, such devices are often operated in 
hermetically sealed vacuum chambers. Measurement 
uncertainty is further reduced by compensating remaining 
systematic deviations through fine adjustments of movable 
elements of the mechanism [3]. 

Fine adjustments are carried out on the arrested weighing cell 
using manually-driven built-in mechanisms under atmospheric 
conditions [4]. However, the adjusted state can only be verified 
under working conditions inside the vacuum chamber. Due to 
the large adjustment loop, an ex-situ adjustment is associated 
with a high uncertainty. The achievable performance of the 
device is, thus, limited. Conventional remotely-controlled drives 
cannot be integrated due to the highly unstable mechanical 
disturbances brought by their electric cables. 

The following contribution presents a novel system for the in-
situ adjustment of high-precision weighing cells. The system 
achieves the adjustment inside the sealed vacuum chamber with 
minimal disturbances and without arresting the weighing cell. 
Any sources of disturbance are eliminated from the weighing cell 
after the adjustment process, allowing for high stability of the 
adjusted value.   

2. Adjustment of weighing cells      

Figure 1 shows the functioning principle of a weighing cell 
based on the principle of electromagnetic force compensation. 
The weight force of the measurand induces a deflection of the 
compliant mechanism, which is detected by a position indicator 
at point M. Then, the force of the voice coil actuator at point K 
is regulated to compensate the deflection. The electric current 
required by the actuator is used as indirect measure of the mass 
of the measurand. A compensation mass is often built on the 
balance beam (GK) to reduce the electromagnetic compensation 
force and its associated disturbances. 

 

 
Figure 1. Functioning principle of a weighing cell based on the principle 
of electromagnetic force compensation 

 
The inherent mechanical stiffness of the compliant mechanism 

𝐶 limit the achievable measuring resolution of the weighing cell, 
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i.e. 𝑟𝑚 = 𝐶 ⋅ 𝑔−1 ⋅ 𝑟𝑦𝑀
. Furthermore, restoring forces due to 

residual deflections 𝑢𝑦𝑀
 around the zero position represent a 

major source of uncertainty, i.e. 𝑢𝑚,𝑦𝑀
= 𝐶 ⋅ 𝑔−1 ⋅ 𝑢𝑦𝑀

. Thus, 

the stiffness of the system must be adjusted to an approximate 
zero value for maximum performance. Height-adjustable trim 
masses are built on movable elements of the mechanism for this 
purpose [3]. Highest sensitivity is achieved with adjustments on 
the balance beam, see Figure 1. The variation in stiffness Δ𝐶  as 
a function of the vertical position ℎ𝑇 of the trim mass 𝑚𝑇  can be 
approximated by the following equation:  

 

Δ𝐶 ≈ −
𝑚𝑇⋅𝑔⋅ℎ𝑇

𝑙𝐻𝐺⋅𝑙𝐻𝑀
   (1) 

 
While other adjustments, e.g. tilt and corner-load sensitivity, 

are required maximize performance, this contribution focuses 
solely on the adjustment of the mechanical stiffness. Subject of 
this investigation is a weighing cell mechanism widely treated in 
previous works [3-6]. Table 1 shows the the parameters of the 
compliant mechanism. Due to its high sensitivity, it is a suitable 
application example for the targeted adjustment system. 

 
Table 1 Ideal parameters of the weighing cell 
 

Parameter Value Parameter Value 

Young’s modulus 𝐸 71 GPa length 𝑙𝐻𝐺 27 mm 

Poisson’s ratio 𝜈 0.33 length 𝑙𝐻𝐾 105 mm 

Density 𝜌 2.8 g/cm2 length 𝑙𝐴𝐷  112.5 mm 

gravity acceleration 𝑔 9.81 m/s2 length 𝑙𝐵𝐶  112.5 mm 

min. hinge height ℎ 0.05 mm length 𝑙𝐻𝑀 137.5 mm 

hinge radius 𝑅 3 mm length 𝑙𝐴𝐻  85.5 mm 

hinge width w 10 mm height ℎ𝐴𝐻 55 mm 

height ℎ𝐻𝐺 3.15 mm height ℎ𝐹𝐺 40 mm 

 
Figure 2 shows the adjustment behavior of the investigated 

weighing cell according to equation 1, finite element simulations 
as well as measurements on a prototype. The finite element 
model is constructed as suggested in previous works [3,6]. The 
adjustment on the prototype is realized manually on the 
arrested weighing cell by means of built-in screws. The results 
are in good accordance with each other. The adjustment 
sensitivity amounts to 𝑑𝐶/𝑑𝑀 =  −0,2369 N/m/Nmm, where 
the momentum is defined as:  

 
𝑀 = 𝑚𝑇 ⋅ 𝑔 ⋅ ℎ𝑇    (2) 

 

 
Figure 2. Stiffness adjustment of weighing cell according to analytical 
and finite element models as well as measurements on prototype. 
 

On the current prototype, the stiffness can be adjusted to a 
value of 𝐶 <  0.01 N/m. This corresponds to a contribution to 
the measurement uncertainty of 𝑢𝑚,𝐶 < 1 ng for an error of the 
position sensor of 𝑢𝑦𝑀

= 1 nm [7]. To further increase the 

performance, the novel in-situ adjustment system must realize 
an adjustment of the momentum better than 4,21 mNmm. Due 

to the high sensitivity of the mechanism, disturbances 
introduced by the fine adjustment system on the adjustment 
location (point K in Figure 1) require special consideration.  

3. Behavior regarding disturbances  

A previous investigation in [6] shows that mechanical and 
thermal disturbances on the adjustment location must be 
completely avoided during the measurement process. Limiting 
these down to acceptable values regarding the admissible mass 
measurement deviation may not be technologically possible. 
However, the püermissible limit values regarding the admissible 
stiffness deviation during the adjustment are orders of 
magnitude higher. Disturbances could be, therefore, tolerable 
only during the adjustment process and must be eliminated 
afterwards.  

 

 
Figure 3. Model of the weighing cell for investigation of disturbance 
sensitivities and their application point 

 
To further reduce the influence of disturbances by the 

adjustment system, the investigation based on the finite 
element model is extended to find a location on the balance 
beam with minimum sensitivity (see Figure 3). Figure 4 shows 
the variation of the critical disturbance sensitivity to the forces 
in x-direction 𝑓𝑥  due to the position 𝑙𝐻𝑃 in x-direction of the 
application point relative to the main pivot H. A strong reduction 
can be observed as the application point P tends towards H, 
𝑙𝐻𝑃 ⟶ 0. This is due to the reduction of the deflection-
dependent lever arm, and thus, of the torque.  
 

 
Figure 4. Variation of sensitivity of the stiffness to parasitic force 𝑓𝑥 due 
to the application point 𝑙𝐻𝑃. 
 

On the contrary, the sensitivity to forces in y-direction 𝑓𝑦 

increases as its application point approaches the main pivot  H 
(see Figure 5). This is due to the effective centre of rotation of 
the balance beam not coinciding with the geometric centre of 
the flexure hinge, where the load is applied. Thus, an effect 
similar as the one described in Equation 1 occurs. Further 
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investigations have shown that the sensitivity to 𝑓𝑦 is dependent 

on the loading of the weighing cell (𝑚 and 𝑚𝑇), which induces 
an displacement of the effective centre of rotation. The 
sensitivity to forces on the z-direction 𝑓𝑧 decreases progressively 
as 𝑙𝐻𝑃 reduces to zero. Other sensitivities do not show any 
change in behavior.  
 

 
Figure 5. Variation of sensitivity of the stiffness to parasitic forces 𝑓𝑦, 

𝑓𝑧 = 0,1 N , parasitic torques 𝑚𝑥 , 𝑚𝑦 , 𝑚𝑧  =  10 Nmm and heat �̇�  =  10 

W due to the application point 𝑙𝐻𝑃 (linearized values) 

 
Based on the sensitivities on the main pivot H, new limit values 

for the disturbances during the adjustment are derived. These 
are presented in Table 2. A maximum deviation of the stiffness 
of 0,1 mN/m is used to set the limit values. Whereas the 
allowable forces in the x- and z-directions can be significantly 
increased, allowable forces in the y-direction are highly critical.  
 
Table 2 Disturbance sensitivities of the weighing cell and limit values on 
the adjustment location K and main pivot H 
 

X 
Disturbance sensitivity  Limit value 

point K point H unit point K point H unit 

fx 2,8E+01 4,6E-03 N/m/N 3,5E-06 2,2E-02 N 

fy 2,6E-03 3,8E-02 N/m/N 3,9E-02 2,6E-03 N 

fz 3,0E-03 1,9E-05 N/m/N 3,3E-02 5,4E+00 N 

mx 5,0E-03 5,0E-03 N/m/Nm 2,0E-02 2,0E-02 Nm 

my 2,2E-02 2,2E-02 N/m/Nm 4,6E-03 4,6E-03 Nm 

mz 4,3E-01 4,3E-01 N/m/Nm 2,3E-04 2,3E-04 Nm 

q 1,1E-02 1,1E-02 N/m/W 9,0E-03 9,0E-03 W 

4. Design of in-situ adjustment system      

A novel concept for an in-situ adjustment system is developed 
based on the knowledge gained from the investigation in Section 
3. The main idea of the system design is the reduction of the 
influence of parasitic loads during the adjustment by purposely 
locating them in the least sensitive spot on the balance beam. 
Figure 6 shows an scheme of the concept system. 

 
Figure 6. Schematic representation of concept for the fine adjustment 
system. 

Since critical mechanical loads are mainly introduced through 
the electric connections for energy transfer to the adjustment 
actuator built on the balance beam, these are laid out as filigrane 
wires and short-circuitted through the main pivot H. Gold-plated 
copper wires with a diameter of 50 m are used due to their very 
low stiffness. To minimize the number of wires, a drive element 
with two lines is selected. The  adjustment actuator stays on 
point K and energy is transferred from point H through electrical 
connections fixed on the balance beam. A detachable electrical 
interface is required to eliminate the mechanical coupling 
between the source and the balance beam after the adjustment. 
A separate rack-mounted drive system is used to realize the 
contacting and detaching motion.   

Particular focus lies on the design of the detachable electrical 
interface. The interface must enable an electric connection 
between the electric cables of both sides with least electrical 
resistance. The weight of the source side also is the main source 
of parasitic mechanical loads during the adjustment, particularly 
𝑓𝑦. A change in stiffness is produced after it is detached, leading 

to a different adjusted state. Thus, the mass of the source side 
must be as low as possible and the centre of mass must 
accurately coincide with the centre of rotation of the balance 
beam (point H). In addition, a mechanical interface is required 
for its manipulation with the contacting drive system. 

 
(a) 

 
(b) 

Figure 7. Functioning principle of detachable electrical interface: (a) in 
yz-plane, (b) in xz-plane. Gold color indicate conducting elements, brown 
color indicate insulating elements. Dimensions are not proportional. 

 
Figure 7 shows the functioning principle of the detachable 

electrical interface. A movable contact plate based on a double-
sided gold plated substrate is transported in the y-direction 
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(gravity vector direction) using an lifting mechanism. The 
mechanical coupling is done via a form contact pairing with an 
insulated pin on the lifting mechanism. Clearance is necessary to 
allow self-aligment of the contact plate. Stops on the pin avoid 
excessive lateral motions. A supporting flat surface on the beam 
side of the interface defines the position of the centre of mass 
in y-direction to avoid the stiffness variation. The contact plate 
is designed symmetrical for a better definition of its centre of 
mass, see Figure 8. When the contact plate touches the locating 
surface, mechanical coupling with the lifting mechanism is 
interrupted. Thus, no forces in y-direction are transmitted. The 
pin stays in its position without mechanical contact until the 
adjustment is done and the contact plate can be retired. 

 
Figure 8. Positioning of contact element relative to main pivot H in xy-
plane. View during contact with supporting surface without beam-fixed 
contact plate. 

 
To mechanically secure the contact plate and ensure the 

electrical connection, a contacting drive system mounted on the 
lifting mechanism pushes the movable plate against the contact 
plate fixed on the balance beam. The contacting mechanism 
mounted on the balance beam composes of a latching lever with 
two secured positions: open (1) and closed (2). On the lever 
there is a spring-loaded electrical pin which is used to push the 
movable contact plate. The spring-loaded pin forms with the 
double-sided contact plate the other electrical connection with 
the adjustment actuator. The motion of the lever from position 
1 to 2 and viceversa by introducing external forces in the stiff z-
direction via ball-plane contact pairings with the contacting 
mechanism. Actuation  of the contacting mechanism in this 
direction allows for higher forces to be used for establishing the 
electrical connection. The latching coupling can move in one 
direction until a position (1 or 2) is secured, then move in the 
other direction to eliminate the contact. To avoid any influence 
on the stiffness, the position of the centre of mass of all 
components of the beam side of the interface in y-direction does 
not change between position 1 and 2.  

A two line linear actuator (built on the balance beam) is 
required for producing the in-situ adjustment motion. The 
actuator must be able to maintain the adjusted position after 
the energy supply has been interrupted as well as to limit 
heating nor magnetic fields. Piezoelectric actuators store the 
electrical energy while also convert it into deformation. They can 
hold the adjusted position for relatively long periods of time. In 
addition, in quasistatic applications, current requirements and 
heat losses are very low. A vacuum-compatible piezoelectric 
stack actuator from Physik-Instrumente GmbH [7] was used in a 
preliminary investigation on the unconstrained weighing cell. 
Due to its high resolution, a theoretical resolution of the stiffness 
adjustment better than 0,1mN/m is possible with a 100g trim 
mass. After separating the electrical contact, the adjusted 
position varies over time slightly due to the self-discharge of the 
actuator. This voltage loss is also problematic for readjustments 

due to the difference between the voltage of the source and the 
actuator, which produce current peaks during coupling. These 
problems could be avoided using long-term stable piezoelectric 
actuators, which maintain their position at 0V [8]. 

5. Conclusions and outlook      

This contribution presents a novel concept for an in-situ fine 
adjustment systems on highly sensitive movable elements of 
weighing cells inside hermetically sealed vacuum chambers. The 
system is designed to produce minimal disturbances during the 
adjustment process and completely avoid them afterwards. 
Thus, a highly accurate and stable adjustment can be produced. 
The adjustment can be achieved without arresting the weighing 
cell, further increasing its performance.  

Disturbances by the adjustment system are mainly introduced 
by the electric cables for energy transfer to the actuator built on 
the balance beam. These are designed as detachable filigrane 
wires purposely connected to the frame through the least 
sensitive location of the balance beam. The electric interface is 
securely connected and detached via a contacting system which 
introduces forces only in the stiff z-direction of the weighing cell. 
The only significant parasitic effect to stiffness adjustment is due 
to the momentum of movable contact plate, which is kept 
minimal and its application point on the centre of rotation with 
its embodiment design. To minimize heat generation, while 
simultaneously maintaining the adjusted position, a built-in 
high-resolution piezoelectric actuator is used for the in-situ 
adjustment. A theoretical stiffness adjustment resolution better 
than 0,1 mN/m is possible with the aforementioned system.  

Experimental validation of the system represent the ongoing 
work. In addition, further geometry and material optimization of 
the electric interface is required to reduce the weight and to 
ensure a secure electric contact with low disturbances.   
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Abstract 
 
Compliant mechanisms composed of stiff links and concentrated compliances are frequently used in high-precision force metrology. 
Low bending stiffness and minimum parasitic motions are often desired. Since the elasto-kinematic behavior of these systems is 
predominantly defined by the flexure hinges, they are implemented with high aspect ratios and minimum thicknesses down to about 
50 µm. An unexpectedly strong deviation of the elasto-mechanic behavior of manufactured prototypes compared to the theoretical 
models was found. First investigations in the state of the art show that even minor deviations from the ideal hinge geometry can lead 
to a significant change in the properties. For first-order form deviations, the hinge thickness has been identified as the main impact 
factor. However, second and higher-order form deviations can also lead to a non-negligible thickness change in the flexure hinges 
significant region, but have not been investigated. 
For this reason, this work deals with the impact of the waviness and periodic roughness on the stiffness of a semi-circular flexure 
hinge. Modeling and simulation of the hinges with a sinusoidal notch surface showed that an increasing amplitude and a decreasing 
wavelength lead to a decrease in stiffness. By increasing the wavelength of the sinusoidal function, an increasing scatter range 
resulting from the phase shift of the two opposed hinge sides has been identified. Combining the results of waviness and periodic 
roughness for measured specimens’ parameters leads to a maximum deviation of approximately 17.5 % from the ideal stiffness. A 
variation in the shape parameters of the flexure hinge showed that smaller hinge thicknesses increase the influence of higher-order 
form deviations. In future work, the investigations will be extended to several hinge contours and compared to measured specimens.  
 

Keywords: compliant mechanism, flexure hinge, bending stiffness, finite element method, surface topography, geometric deviations 

 

1. Introduction 

In precision force measurement devices, the kinematic 
structure is often implemented as a compliant mechanism with 
concentrated compliances [1-3]. Advantageous properties are 
zero backlash of the mechanism, highest reproducibility of the 
motion, a highly accurate motion behavior, and an extreme 
sensitivity in a dedicated direction due to the low bending 
stiffness. The latter is achieved by reducing the hinge thickness 
of the frequently used semi-circular flexure hinges (Figure 1) 
down to the technologically feasible minimum of about 50 µm 
[4]. However, prototypes showed crucial differences in the 
calculated stiffness values driven by manufacturing-related form 
deviations [5, 6]. Investigations of dimensional deviations were 
already carried out in the state of the art [7, 8]. The results reveal 
that the bending stiffness Cφ of a semi-circular flexure hinge has 
the highest sensitivity to the deviation of the thickness t. 
Deviations of the radius R and the width w are almost negligible. 
This can be explained considering the parameter coefficients in 
the mathematical equation (1) for the stiffness of a single semi-
circular flexure hinge [9] and the large relative deviation of the 
thickness due to the manufacturing at the technological limit. 
 

 Cφ = 
2 · E ·w ·t2.5

9 π · √R
 (1) 

 

Notch surface deviations like waviness or roughness also lead 
to a non-negligible change of the minimal thicknesses in the 

significant region. Since this influence has not been addressed in 
the state of the art, this work deals with the modeling and 
simulation of semi-circular flexure hinges with surface waviness 
and roughness. Initially, a suitable approach for implementing 
the surface topography is selected. Systematic studies are then 
carried out to conclude for measured profile parameters. 

 

 
Figure 1. Geometry parameters of the semi-circular flexure hinge. 

2. Finite element model of the flexure hinge 

The basis for this work is the significant region of a state-of-
the-art finite element model of an ideal semi-circular flexure 
hinge [5]. Its geometric and material parameters are shown 
in Table 1. The selection of a mathematical approach for 
manufacturing-related surface deviations and the adaptation 
and optimization of existing solutions for surface modeling 
[11, 12] enable the development of a suitable tool. 
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Table 1. Geometry and material parameters of the ideal flexure hinge. 
 
 

Parameter Symbol Value Unit 

Thickness t 50 µm 

Radius R 3 mm 

Width w 10 mm 

Young’s modulus E 71 GPa 

Poisson’s ratio υ 0.33 - 

 
2.1. Mathematical approach for manufactured surfaces 

DIN 4760 [10] divides the form deviations into different 
orders. The effects of dimensional deviations (1st order) on the 
stiffness can be investigated directly by changing the geometric 
parameters of the hinge. For deviations of a higher order, a 
suitable mathematical approach has to be found. Since the 
waviness (2nd order) and the periodic roughness (3rd order) 
occur regularly, sine functions according to equation (2) are 
used. 
 

f(x) = a · sin (
2π

λ
 · x + φ)   (2) 

 

For this approach, the total height of the waviness Wt and the 
mean roughness depth Rz are selected as twice the amplitude a. 
The waviness spacing WSm and the mean peak width RSm 
define the wavelength λ [13]. The phase shift φ is random for 
both effects. However, the approach is limited by the need to 
average the locally differing parameters of waviness and 
periodic roughness. 

The form deviations of the 2nd and 3rd order are considered 
solely along the semi-circular contour. In this case, the modeling 
of the surface approach leads to a change in the thickness of the 
hinge over the entire width, to which the stiffness shows the 
highest sensitivity. Since the significance of the change in 
thickness for the stiffness decreases with increasing thickness, a 
high change in stiffness is to be expected due to the heights and 
depths in the center of the flexure hinge. In the direction of the 
width, a surface topography according to the approach would 
lead to neighboring heights and depths in the center. The 
influences of these heights and depths on the thickness would 
almost cancel each out due to a high width-wavelength ratio of 
at least 40. Thus, the bending stiffness remains nearly 
unaffected.  

4th- and higher-order form deviations are also expected to 
have a negligible impact on the properties of the flexure hinge 
since they occur only locally on the surface. The influence on the 
bending stiffness also decreases the higher the order of the form 
deviation. 
 
2.2. Characterization of the approach parameter ranges 

To specify the definition ranges for the parameters to be 
investigated, the notch surfaces of five milled semi-circular 
flexure hinge specimens were characterized using a white light 
interferometer. The primary profiles were measured ten times 
per notch across an area of (250 x 250) µm² in the direction of 
the semi-circular contour (Fig. 2 a)). The cut-off wavelength λC 
was set to 25 µm. 

The measured primary profile of each measurement run was 
filtered and split into the contour with superimposed waviness 
and roughness (Fig. 2 b). This enabled an evaluation according 
to ISO 21920-2 [13] and thus a direct determination of the 
parameters Wt, WSm, Rz, and RSm intended for the approach. 
The minima and maxima of all measurements specify the 
definition ranges (Table 2). 
 

 
Figure 2. Characterization of the definition ranges of the approach 
parameters. a) Section of the measured area of the notch surface of a 
hinge specimen. b) Primary profile of the surface section and application 
of filters to determine the profile parameters.  

Table 2. Ranges of the notch surface profile parameters for λC = 25 µm. 
 

Parameter Symbol Minimum Maximum Unit 

Total  height 
of the 

waviness 
Wt 2.39 7.24 µm 

Waviness 
spacing 

WSm 20.00 225.02 µm 

Mean 
roughness 

depth 
Rz 0.67 4.37 µm 

Mean peak 
width 

RSm 3.62 8.49 µm 

 
2.3. Setup of the finite element model 

The state-of-the-art significant region finite element model of 
the semi-circular flexure hinge [5] is to be enhanced to integrate 
manufactured notch surfaces according to the approach 
described in Chapter 2.1 for the profile parameter ranges 
defined in Chapter 2.2. However, existing concepts for 
generating the surface topography [11, 12] proved to be 
inappropriate, as fine meshing along the semi-circular contour is 
required. For this, the nodes of the ideal hinge are not moved to 
implement the surface topography. They are set directly to the 
intended position during the buildup of the model. The desired 
position p for each node is determined mathematically using 
equation (3) for the x-coordinate and equation (4) for the y-
coordinate. It depends on the notch surface side, the radius R of 
the flexure hinge, and the angular position α on the contour.  

To ensure consistent meshing of the model, the sections 
between the surfaces are each divided into elements of equal 
length. Single nodes, which are connected to the significant 
region model, are located at both ends. One of these nodes has 
a degree of freedom of 0 and defines the frame. At the other 
node, a rotation of α = 1° is initiated and the required moment 
is evaluated. 

 

px,i(α,r) = (r + a · sin (
2π

λ
 · r · α + φ) ) · cos(α) (3) 

  

py,i(α,r) = (r + a· sin (
2π

λ
 · r · α + φ) ) · sin(α) ± (r + 

t

2
) (4) 

 
The optimum between realizable profile parameter ranges and 
computing time was then determined by performing a mesh 
convergence analysis. For the final model (Figure 3), amplitudes 
of a maximum of 5 µm and wavelengths of at least 100 µm can 
be investigated.  
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3. Stiffness sensitivity to the approach parameters 

Due to the wavelength limitation of the model, it is not 
possible to implement the total definition ranges of the 
waviness spacing and the mean peak width. For this reason, the 
investigations are initially carried out using the general approach 
from equation (2). The definition ranges for the approach 
parameters are derived from the measured profile parameters 
ranges from Table 2 (Table 3). In the overall assessment, 
conclusions for the measured specimen will be drawn.  

When developing the design of experiments, it is determined 
that the amplitude a can be considered individually, as it is a pre-
factor of the sine function. The relation between wavelength 
and phase shift is still unknown. For this reason, they are 
considered in combination. 

 
Table 3. Definition ranges of the approach parameters. 

Parameter Symbol Minimum Maximum 
Step 
size 

Amplitude a 0 µm 5 µm 0.5 µm 

Wavelength λ 100 µm 300 µm 50 µm 

Phase shift φ 0 2π π/4 

 
3.1. Amplitude 

By setting the amplitude to zero, the stiffness of the ideal 
flexure hinge was determined in the first step. It amounts to 
Cφ,0 = 18.23 N mm/rad. To investigate the impact of the 
superimposed amplitude, the phase shift of the sine functions of 
both surfaces was set to a constant value of zero. Simulation 
runs were carried out to determine the stiffness Cφ,i of the 
flexure hinge in dependency of the amplitude for different 
wavelengths.  

 

 
Figure 4. Stiffness amplitude diagram for different wavelengths with the 
phase shifts set to a constant value of zero. 

 
The stiffness amplitude diagram (Figure 4) reveals first of all 

that 2nd- and 3rd-order form deviations are always leading to a 
reduction in stiffness. The stiffness decreases significantly more 
for larger amplitudes, in the worst case of up to 13 %. It can also 
be observed that the sensitivity of the stiffness to the amplitude 

depends on the wavelength. The shorter the wavelength, the 
larger the reduction of the stiffness for each amplitude value. 

 
3.2. Wavelength and phase shift 

To characterize the sensitivity of the stiffness to the 
wavelength and the phase shifts, the wavelength was set initially 
to a constant value and the phase shifts were varied. 

 

 
Figure 5. Stiffness phase shift diagram for different phase shifts of the 
opposite notch surface with a constant wavelength of 100 µm and an 
amplitude of 5 µm. 

The stiffness phase shift diagram for 100 µm wavelength 
(Figure 5) shows that the phase shifts of the two opposite sides 
lead to a non-negligible scattering of the stiffness. Contrary to 
expectations, the maximum stiffness in the scattering area does 
not occur when the thickness is at its maximum in the middle of 
the hinge. The maximum is reached when the difference of the 
phase shifts is a multiple of π. This means the minimum hinge 
thickness is constant at 50 µm. If both phase shifts have the 
same value, the stiffness is at its lowest. This is the case for both, 
the minimum and maximum thickness in the center of the hinge. 
It becomes clear that not only the center of the hinge is relevant 
for its stiffness, but the entire significant region. 
 

 
Figure 6. Stiffness scatter ranges resulting from the range of φ1 for 
different phase shifts φ2 and wavelengths.  

Extending the investigations to the entire wavelength range 
(Figure 6) makes clear that the scatter range increases and the 

Figure 3. Significant region finite element model of the flexure hinge with manufactured notch surfaces. 
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offset of the mean stiffness decreases with the wavelength. For 
longer wavelengths, it is also noticeable that the stiffness 
scattering no longer depends only on the wavelength, but also 
on the phase shift. To ensure that this effect was not caused by 
the significant region model, the simulation results were 
validated for a wavelength of 300 µm with the overall model of 
the flexure hinge. The occurring variance of the scatter range can 
be explained by considering the geometric dimensions of the 
flexure hinge. For longer wavelengths, the material distribution 
in the stiffness-defining areas around the center of rotation is 
more asymmetrical compared to shorter wavelengths. 
 
3.3. Surface topography impact for varying geometry  

Since higher-order form deviations only occur together with 
shape deviations (1st order), the influence of the notch surface 
topography on the stiffness is also considered for a slightly 
varying geometry. To be able to evaluate the filtered surface 
impact, the hinge stiffness Cφ,si with notch surface topography 
was put into relation to the stiffness Cφ,s0 of the ideal hinge with 
varied geometric parameters. All investigations were carried out 
for constant surface parameters with an amplitude of 5 µm, a 
wavelength of 200 µm, and phase shifts of 0.  
The relations between the stiffness change and the change of 
the geometric parameters (Figure 7) show, that a varying 
thickness significantly changes the impact of the notch surface 
topography on the stiffness. In contrast, changing the width and 
radius has no significant impact. 

 

 
Figure 7. Stiffness dimension change diagram for constant notch surface 
topography parameters. 

4. Conclusions  

To be able to evaluate the findings and relate them to the 
measured specimens, it is necessary to differentiate between 
the parameters of the approach that can be controlled during 
manufacturing and those that cannot. The phase shift causing 
the scatter range of the stiffness is a random value parameter. 
However, the amplitude and wavelength can be controlled by 
manufacturing parameters. The amplitude is more critical in 
terms of stiffness. If the amplitude increases, the stiffness 
scatter and the mean offset of the stiffness increase. For the 
wavelength, a distinction must be made. Longer wavelengths 
lead to a lower mean stiffness offset, but the scattering range of 
the stiffness is larger. For shorter wavelengths, the effect is 
reversed. Considering the calculations of the measured 
specimens (Table 4), it can be seen that the maximum total 
deviation is almost the same for the measured wavelength 
range. For shorter wavelengths, however, the scattering range is 
only half as large. Although the mean stiffness deviation is larger 
in this case, it can be taken into account during the development 
of a mechanism or corrected by an oversizing of the hinge 

thickness. For the periodic roughness, a large average peak 
width should be aimed for. The reason is that the scatter range 
hardly changes and the total offset can therefore be reduced.  

Overall, the maximum deviation with the measured profile 
parameters compared to the ideal hinge is approximately 
17.5 %. However, it should be noted that additionally occurring 
1st-order form deviations can significantly increase this value. 
 
Table 4. Estimated stiffness deviation for the maximum amplitude in the 
measured wavelength ranges of the waviness and periodic roughness. 

 Wavelength 
Mean stiffness 

reduction 
Stiffness 

scattering 

Waviness 
20.00 µm 9.01 % 2.03 % 

225.02 µm 6.98 % 4.08 % 

Roughness 
3.62 µm 7.20 % 0.41 % 

8.49 µm 6.73 % 0.43 % 

Combined 
maxima 

 16.21 % 4.51 % 

5. Outlook      

In future work, a calculation model is to be developed to 
characterize the overall stiffness scatter range of a semi-circular 
bending hinge, taking into account manufacturing-related form 
deviations of 1st to 3rd order.  This will improve the 
development of compliant mechanisms.  The need to integrate 
adjustment devices to achieve the desired properties can also be 
predicted more accurately based on this. The investigations of 
this work will also be done for other hinge contours. All the 
obtained results will then be compared to measured hinge 
prototypes. 
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Abstract 
 
Traceable measurement and application of forces with nanonewton resolution and lowest measurement uncertainties over large 
measurement ranges are fundamental for high precision technologies such as nanofabrication. To increase the range of applications, 
the main target of this work is a gravity orientation-independent working principle. Furthermore, a miniaturization of the mechanism 
is being investigated, as it is advantageous due to reduced inertia.The resolution of the measurement in load cells based on compliant 
mechanisms with concentrated compliance is mainly limited by the stiffness of the hinges, which depends on the hinge geometry. 
Due to the limits in the manufacturing of the hinge thickness, the geometrical scaling leads to a higher stiffness of the overall 
mechanism. To achieve lowest stiffness and to avoid parasitic deflections due to the orientation in the gravitational field, the 
mechanism needs to be further optimized. The investigation has shown that the use of corner-filleted hinge contours results in much 
lower bending stiffnesses compared to the widely used semi-circular hinge contours. By changing length and corner fillet radius, the 
hinges are optimized in terms of low bending stiffness and high cross stiffnesses. This provides a compromise between the resolution 
of the measurement and the amount of parasitic displacements driven by the tilting to the field of gravity. The findings of the 
investigation were summarised in optimization approaches and verified in a FE Analysis. The result of the tilting analysis shows that 
an orientation-independent working principle is possible with the optimized mechanism. 
 

Keywords: Force measurement, geometric scaling, gravity independent, compliant mechanism, stiffness 

 

1. Introduction 

Orientation-independent, traceable measurement and 
application of forces with nanonewton resolution are 
fundamental for high-precision technologies, e.g. 
nanofabrication. Due to numerous advantages, the use of 
electromagnetic or electrostatic force-compensated weighing 
cells based on compliant mechanisms is state-of-the-art for high-
resolution force measurement with low uncertainty [1]. 
However, in weighing systems, even the slightest tilt of the load 
cell leads to measuring deviations caused by mismatch of the 
center of mass and the main pivot point H (Figure 1). It causes 
an astatic state of the stiffness of the mechanism. To achieve the 
lowest uncertainty, the tilt sensitivity of the load cell has to be 
compensated. For the typicaly small tilt angles of less than 1° this 
has been done by means of dead weights [2,3]. A universally 

applicable principle has to avoid deviations in the measured 
value even with large angular deflections. 

2. Goals and approaches 

The tilt compensation with dead weights needs to be replaced 
by a more orientation-independent operating principle. The 
miniaturization of the mechanism will help to reduce the inertial 
masses. In addition, a more compact design will help to facilitate 
integration into existing systems. As described in [3], point K 
(Figure 1) is crucial because it serves as the application point of 
the compensation force and the position measurement. Any 
displacement of point K caused by deflections directly influences 
the relative position of the fixed and moving components of the 
actuator and sensor located there. To ensure constant 
properties, these deviations must be minimized by enhanced 
cross stiffnesses of the overall mechanism. In the previous 
investigation [4] the behavior of the stiffness of a miniaturized 
mechanism was considered. The resolution of the force 
measurement is limited by the bending stiffness of the hinges. A 
further reduction in the thickness of the bending hinges would 
be helpful, but is not achievable from a technological point of 
view, so that the stiffness of the mechanism increases with the 
degree of miniaturization. Therefore, the miniaturized 
mechanical structure needs to be optimized for inherently low 
stiffness in the direction of the force measurement and high 
cross stiffness avoiding displacements due to tilting. In [4] the 
scaling behavior of miniaturized hinges was investigated using 
an FE analysis. It was shown that corner-filleted hinges provide 
low bending stiffness and high cross stiffnesses even with an 
increasing grade of miniaturization. The results obtained are 
used for ongoing optimization approaches. 
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Figure 1 The principle design of the load cell is based on a compliant 
mechanism. The measured force is applied at the linkage between C and 
D. Point K serves as the compensation point where the compensation 
force is applied and controlled using a position sensor. 
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3. Mechanical model and simulation setup 

In the first approach, a 3D FE model was developed and 
parameterized with the geometrical values from the scaling 
study in [4]. To simulate gravity, an acceleration was applied to 
the center of mass. It was divided into the x, y, and z components 
and was calculated using the amount of gravity and the roll 
around the x-axis Φx and pitch around the z-axis Θz. To simulate 
the position control of point K, it is fixed in the y-direction and 
the reaction force was observed. 

 
3.1. Simulation results and optimization approaches 

The diagrams in Figures 2 and 3 show the results of tilting. 
Rolling around Φx leads to a linear displacement in the z-
direction and a negligible displacement in the x-direction. The 
reaction force is symmetrical to the roll angle Φx. 

Pitching around Θz leads to a linear displacement in the x-
direction and a negligible displacement in the z-direction. The 
reaction force is unsymmetrical to the pitch angle Θz.  

The displacement in the z-direction driven by the roll around 
Φx is higher, compared to the x-direction. The behavior of the 
reaction force can be traced back to the center of gravity, which 
is not in the center of the pivot point H. This results in a gravity-
intended astatic adjustment of the stiffness by tilting.  

To provide the tilt-insensitive behavior the following 
optimization approaches were derived: 

• expand the structure in z-direction 

• place symmetrical cut-outs in the middle to separate the 
hinges 

• reduce the mass of moving parts 

• decouple parasitic displacements of the parallel spring 
guide from the load beam 

• place the center of mass of the load beam into the 
center of pivot H 

3.2. Simulation results with geometry optimization 

Based on the optimization approaches obtained from the 
previous analysis, a mechanism with optimized geometry was 
developed (Figure 4). The load beam (2) and the parallel spring 
guide (3) are now optimized in terms of mass. The center of mass 
of the load beam is now located at the pivot point H. In addition, 
the parallel spring guide and the load beam were decoupled in 
z-direction, using additional flexure hinges (1). 

The mechanism was expanded to 30 mm x 30 mm x 20 mm to 
enhance the cross stiffnesses while the bending stiffness was 
reduced by symmetrical cut-outs separating the hinges. The 
results of the FE-Analysis are shown as the dashed lines in Figure 
2 and Figure 3. By decoupling the load beam and the parallel 
spring guide, the displacement in the z-direction could be 
reduced by a factor of six. The reduction of the masses, the 
positioning of the center of mass to pivot point H, and the cut-
outs of the hinges led to a reduction of the tilt intended reaction 
force by almost 30 times. The cut-outs also led to increase the 
displacement in x-direction by a factor of 2. Tilting around Φx has 
a negligible influence on the reaction force of point K. 

4. Conclusion 

The investigation showed that the original mechanism is very 
sensitive to tilting. The defined optimization approaches led to a 
significantly reduced tilting sensitivity. When tilted by Φx, the 
reaction force at point K shows a tilting sensitivity close to zero. 
In addition, the displacements between the fixed and moving 
components of the actuator and the sensor to the tilting can be 
neglected. For the further development of the force sensor, a 
working principle based on tilting around the x-axis and rotating 
around the gravitational axis is recommended to achieve all 
force vectors in space. 
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Figure 3 Resulting displacements and reaction force of point K due to 
tilting the mechanism to gravity around Θz. 
 

Figure 2 Resulting displacements and reaction force of point K due to 
tilting the mechanism to gravity around Φx. 
 

Figure 4 Optimized mechanism with additional hinges (1) to decouple 
the loadbeam (2) from the parallel spring guide (3) 
 

(3) 

(1) 

(2) 
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Abstract 

 
System performance in optical, optomechanical, and optoelectronic systems is directly dependent on the precision level of 
positioning and alignment of the components. The location-specific placing of the optics plays a crucial role in limiting the energy loss 
in the Head-up display (HUD) system. The requirements for positioning and optical alignment become more stringent as the freeform 
optical elements, their functional and mounting surfaces with size and orientation become complicated along with the packaging 
restrictions get more severe. A simple sequential positioning and alignment technique that maintains the performance of HUD 
systems as per the required level is outlined. Three processes are involved in controlling the precision level i.e., (1) string-based 
mapping that provides accuracy upto 100’s µm, (2) coordinate-measuring machine-based adjustments that offer position accuracy 
under 10’s µm and (3) laser-based approach to maintain sub-micron positional accuracy. In spite of having certain challenges in terms 
of component handling and fixturing, this newly developed sequential stationing method (SSM) opens up new research directions 
that are inevitable for small-, mid-, and large-scale system integration. 
 

Keywords: Alignment; Coordinate Measuring Machine (CMM); Laser; Positioning 
         

1. Introduction 

For building precision optical systems – especially for freeform 
reflective mirror-based systems, every single component is 
essential to be positioned with extreme accuracy to achieve 
high-quality imaging that corresponds to the optical design data. 
In the research and development phase of the optical, 
optoelectronic, and optomechanical instruments, a variety of 
certain errors can arise during the positioning and alignment of 
the components in the system. Besides the deviation in the form 
of each freeform optical surface, surface quality, and integrity, 
the physical and mechanical placement of each non-symmetrical 
optic could be the cause of degradation of imaging quality. The 
computational, mathematical i.e., positional data conversion, 
and mechanical errors such as the centration and tilt errors 
concerning the fiducials planes, zenith point, and form error 
deviations along the optical axis need to be considered for the 
better functioning of the system. 

The optical component has a specified axis by default since it 
is often defined as a portion of a rotationally symmetric "parent" 
element. Although a more accurate view would refer to the off-
axis component as the "child" element, historically often 
referred to the symmetric curve as the "parent" curve and the 
off-axis portion as the "daughter" element [1]. The “flare spot” 
alignment method was a simple optical system tilt and decenter 
detection with low powered laser [2]. Systems containing 
freeform surfaces mostly adapt to the off-axis portion. 

Freeform optics stands different from conventional spherical, 
aspherical, and conics in terms of functionality and additional 
features that come with compact size and minimum complexity 
in system integration [3]. The challenges in the development of 
freeform optical systems are not only in design, fabrication, 
measurement, and surface integrity but also in the positioning 
and alignment of the components for functional testing and 
complete utilization. 

When performing aligning operations in an optical system with 
rigid supports and depending on the mechanical and optical 
measurements of the precision surfaces, new difficulties emerge 
[4, 5]. The capacity to put the optical component in the desired 
location, knowledge of the optical properties owing to 
measurement machine error, and damage to the optical 
surfaces are a few critical challenges in the positioning and 
alignment of freeform optical systems. 

A point of symmetry about a reference axis should be defined 
in order to measure a Centering error. The measurement 
process is referred to as "Measurement in Reflection" when the 
optical surface's radius of curvature is used to calculate 
centration errors [6]. Due to the non-symmetrical nature of the 
freeform surface, it becomes tedious to eliminate or control 
these mechanical errors. Therefore, multiple referencing with 
fiducials (i.e., planes and points) must be considered for the 
positioning and alignment. With this approach, the system 
integration can be done accurately but consumes more time 
than the systems with conventional optics. Thus, there is a need 
for a simple, fast, step-step approach that sequentially improves 
the precision level of the placement of the optical components 
for high performance in the HUD system. In this research work, 
an SSM is provided utilizing multiple platforms to limit the 
mechanical errors in a freeform optical system and avoid direct 
or indirect contact damage to the functional/active aperture of 
the optical components and fixtures. 

In view of this, the following structure and methodology were 
chosen: In section 2 the basic concept and strategy are 
presented especially the approach developed to position the 
freeform optics HUD system. A description of the SSM along with 
the design, manufactured product, and fixturing for the 
functional testing is revealed in Section 3. The results in terms of 
positional and angular errors of each component with different 
approaches are provided in Section 4. Based on this research 
carried out, succinct research conclusions are given in Section 5. 

259

http://www.euspen.eu/
mailto:Sumit.Kumar@hud.ac.uk


  

2. Methodology     

Precise positioning and alignment of the optical components 
and the optical beam is critical for imaging performance in HUD 
systems. To achieve optimum optical performance for the HUD 
image projection, it is essential to design a precise position and 
alignment scenario, including transverse alignment, and 
longitudinal alignment through measurements. The basic 
concept of the SSM for components in HUD systems is: 

• String-based mapping for the initial placement of 
the freeform optics and devices as per the design 
data to detect the chief ray. 

• Coordinate metrology-based placement of the 
components for improved precision level of 
positioning in a system. 

• Laser-based positioning to precisely control the 
centration and tilt errors. 

  
Figure 1. Strategy for positioning and alignment of optical components in HUD system.

The novel stationing strategy combines both mechanical (i.e., 
contact measurement feedback) and optical (i.e., non-contact 
measurement) modes for locating the precision components 
held on fixtures and kinematics. In this method, three different 
phases are sequentially implemented to avoid any chance of 
surface imperfection such as scratches, digs, etc. on the clear 
apertures of the freeform mirrors. Because manufacturing the 
complex freeform mirror requires more time and money than 
producing the symmetric optical components. Not only 
manufacturing and metrology are critically difficult for such 
surfaces but handling these optics is a significant obstacle to a 
product's sustained life. Therefore, a methodical strategy is 
presented that comprises two stages of contact referencing. The 
first stage involves a string-based technique for kinematics 
placement, followed by coordinate metrology for bringing the 
active aperture into the micron-level range concerning the 
design data coordinates. The final phase is the laser-based non-
contact alignment which precisely balances the components in 
the systems. Figure 1 illustrates the complete developmental 
process route for the HUD systems, however, only position and 
alignment strategy are expanded in this research. 

3. Strategy for positioning and alignment of freeform optical 
components     

In the development of the freeform optical system, all phases 
under production are dependent on the design data. A few 
common challenges for open system testing include (1) freeform 
surface referencing; (2) sufficient space for fixtures and mounts 
to hold the delegate optics while adhering to design data 
coordinates; (3) external temperature fluctuations; and (4) type 
of environment. Implementation of SSM in HUD testing and final 
assembly may also have certain risks including surface 
contamination, dust particle deposition on the active surface, 
collision, and collapsible fixtures and components. In this 

Section, different modes to position and align the component 
and optical beam are described. 

3.1. Design data   
Typically, a system's design data is obtained as coordinates 

that are subsequently separated into many subsets for the 
independent construction of subsystems. On the other hand, an 
increase in reference points, planes, and data conversion could 
further complicate the process of assembling and testing a 
system for optomechanical engineers. The first step is to 
designate a single element in a system as the referenced point 
of the plane. In this case, the centre of the Eyebox serves as the 
pivot point for the sub-systems and is represented as a constant 
point in Figure 2(a). The current HUD system contains two 
freeform mirrors for directing the light beam toward the Eyebox 
via. Windscreen. Referencing facilitates the quick identification 
of the chief and edge rays of various freeform optics and eases 
the mathematical calculation of the remaining optical 
component placements. 

 
Figure 2. Freeform HUD system, (a) 3D model including the schematics 
of chief ray and (b) kinematic centre-based coordinates from referenced 
Eyebox centre. 
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Table 1 Position of the components of HUD system design obtained through multi-parameter optimization. 

Components Description 

(Clear aperture) 

Dimension 

(mm) 

Angle (°) Position (mm) 

H* V^ H* V^ 

Eyebox Rectangle 130 X 130 093.000 003.000 0 0 

Windscreen Circle 88 Ø 134.860 044.860 757.5366 009.8609 

Freeform mirror 1 Rectangle 90 X 100 52.8155 37.1845 682.3179 466.5543 

Freeform mirror 2 Rectangle 60 X 80 70.3155 19.6845 632.8050 488.4569 

Image source Rectangle 35.04 X 28.03 59.3155 30.6845 665.0700 531.8615 

H* – Horizontal 

V^ – Vertical 

    

For ease in calculation, the design data coordinates of 
components in the sub-system are converted in terms of the 
position and angle with respect to 90° horizontal and 90° vertical 
imaginary planes as listed in Table 1. The simplification of the 
element's location in the sub-system reduces the actual time for 
the assembly and optical testing. Also, it adds referencing 
coordinates for the freeform system which is predominantly 
required for complex highly valuable systems with multiple 
components. 

3.2. Kinematic centre-based 
Kinematics plays a critical role in the system testing at the R&D 

phase.  For successful testing of freeform optical systems, 
precise movements of the components in required degrees of 
freedom are essential. Initially, the kinematic mounts and 
reflecting optics are placed with fixtures on the testbed using a 
manual placement technique, which is referred to as a string-
based method. This technique is more advantageous than the 
single ruler and scale as the intersection of the strings gives the 
actual center of the kinematics. The plane that passes through 
the optic's centre is then further adjusted using the first 
referenced point, or the Eyebox centre point, as indicated in 
Figure 2(b), or the length of the kinematic side face. The problem 
with this method is that it cannot support an off-axial mount or 
optics on a kinematic mount. To increase the degrees of 
freedom for optics, multiple mounts are often tightened, either 
on the base kinematics mount or one above the other. In this 
instance, the string-based method provides the first marking, 
and the other adjustments are made by the computation that 
determines the optics centre plane using trigonometric 
functions. When the system design has optics location 
coordinates in proximity to other components, then off-axial 
fixturing is recommended. 

3.3. Fixture referenced approach 
Once the freeform optics and devices are positioned close to 

the required coordinate (with the highest manual adjustment 
precision level) then the Coordinate Measurement Machine 
(CMM) is utilized for further reduction in the closeness to the 
nominal value calculated from the design data. The 
measurement values are obtained from the side face of the 
kinematic mounts, and as Figure 3 illustrates, a CMM (ZEISS 
PRISMO ACCESS) can achieve a measurement accuracy of 1 µm. 
However, the true component placement is close to the 
machine's measurement repeatability. Geometric inaccuracies 
in the mounting, fixturing, and manufacturing process of these 
components may result in substantial variations in 
measurement results. The main challenges with this technique 
are; (1) long tracing path setup time, (2) maintaining stable 
temperature, (3) contact type measurement which may induce 
surface imperfection on the precision freeform optics, (4) 
sufficient gap between the components for clean travel of the 
probe, and (5) proper handling of the measurement probe tip. 
Also, a quick solution in terms of measuring the sub-system's 
positional coordinates would be laser and computed 

tomography scanning as the capturing points are exceptionally 
more than the points obtained from the tactile CCM technique. 
The CT scan provides quick solutions for part analysis, however, 
when the large-sized (i.e., centimeter- and meter-class) systems 
with large spacing between components the CMM is preferred 
due to low instrument cost.  

 
Figure 3. Coordinate metrology-based positioning and alignment of the 
freeform mirror-based HUD system. 

3.4. Optics centre data 
Detection of the chief ray for symmetrical optical objects such 

as spheres, conic, and aspheres is widely implemented by 
controlling mechanical errors such as centration and tilt. 
However, the centration error is not observed in open system 
testing and assembly. The presence of tilt on freeform optics is 
the prime focus to control with a Laser-based approach. There 
are three objectives for adapting this technique for the freeform 
optical HUD system i.e., (1) detection of chief ray, (2) control 
over tilt and tip of the non-symmetrical surfaces, and (3) 
functional testing. Functional testing of the HUD system is 
performed by projecting the laser and capturing it in the 
required magnified form. The beam spot diameter is calculated 
theoretically and compared with the captured image of spots at 
the entrance pupil diameter of 8 mm. The optical fibre diameter 
is selected as per the pixel size in real image projection in 2D 
image simulation.  

 
Figure 4. Laser-based alignment for HUD system. 

The optical alignment and the functional testing of the 
freeform mirror-based HUD system using the low-powered laser 
as shown in Figure 4. Initially, in this experimental research, the 
tilt is removed by comparing the laser beam spot from different 
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field angles. The projection was performed for the laser source 
and freeform mirror 1 due to their off-axial mountings on the 
kinematics. 

4. Results   

To demonstrate the novel SSM for the freeform HUD system, 
a few positional results are presented in Table 2. The positional 
errors are obtained from string-based and CMM approaches to 
put the components in the desired place. The optical 

components are stationed more systematically with string-
based in the range of 100’s µm precision and further reduced to 
10’s µm with the Coordinate metrology-based approach. 

After the placement of the optical component with the best 
achievable human and mechanical machine ability, the next 
phase is the optical alignment of the elements in the HUD 
system. The alignment and the testing of the freeform HUD 
system using the low-powered laser are described in Figure 5. 
The magnification factor and measurement of the laser beam 
spot diameter are reported in Table 3. 

Table 2 Positional values of the fixture face-based components in the HUD sub-unit system measured using CMM. 

 
Figure 5. Laser-based alignment and functional testing of HUD system, 
(a) focus with lens at 3000 mm, (b) laser beam at centre of the 
windscreen, (c) laser spot at 0,0 field angle captured with an entrance 
pupil diameter of 8 mm, and (d) equivalent circular diameter of the 
original image. 
 

Table 3 Laser-based alignment and functional testing with beam spot 
diameter at (0,0) field angle.   

Image 
name 

ECD 
(Pixels) 

Image 
Pixel 
size 

Beam Diameter  

(µm) 

Theoretical Experimental 

O 51.6 4.179 75.7 215.6364 

O1 50.6 4.179 75.7 211.4574 

O2 48.1 4.179 75.7 201.0099 

ECD – Equivalent circular diameter 

5. Conclusions 

The proposed strategy can be applied to various optical, 
mechanical, and electrical systems at the R&D phase as well as 
for the system functional testing. The major contribution of our 
approach for positioning and alignment finds potential relevancy 
in precision system development and has great potential in 
aspects of rapid, preventive, and optimistic freeform optical 
system integration for different applications. Some of the key 
features of the SSM are as follows, 

• String-based placement of the components results in a 
precision level 100’s µm. 

• Coordinated metrology-based positioning is capable of 
further improving the precision level under 55 µm of the 
component placement in the system assembly and optical 
functional testing. 

• Laser-based approach to control the alignment and position 
of the freeform components tilt under 0.0138 degrees and 
centration in submicron precision level. 

The SSM strategy reduces the number of collisions and 
collapsibility of optical components and fixtures required for 
positioning and alignment to a minimum or negligible in complex 
optical systems. While fewer mechanical adjustment devices are 
needed, the cost of system development decreases. Also, it 
reduces processing time and improves accuracy in a step-by-
step manner which gives numerous opportunities for different 
applications depending upon the level of precision required. 
Future work includes optimization of SSM for various precision 
settings.  
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Abstract 
 
Injection moulding is the most commonly used process for the high-volume production of plastic components. To meet the increasing 
demands on surface quality and dimensional accuracy of these components, the preparation of the corresponding injection moulds 
made of AlMgSi1 requires technological research on innovative cutting materials in the development process. In industrial 
environment, uncoated and diamond coated tungsten carbide-cobalt (WC-Co) cutting tools are conventionally used for machining 
AlMgSi1-alloys. However, milling of AlMgSi1-alloys is characterised by increased temperature development during the cutting 
process, whereby a significant tool wear occurs. This results in an early elution of the binder phase and a fast chipping of the coating, 
which leads to a destabilisation of the cutting material structure and reduces the economic efficiency for the manufacturing process 
of components made of AlMgSi1. Using binderless WC-Co tools as cutting material for machining AlMgSi1-alloys represent a 
promising approach to overcome the present state of the art challenges. The binderless WC-Co material shows a great potential to 
avoid an early tool failure as the structural cohesion is archieved by the chemical bonding of the individual grains rather than by the 
binder phase. For this purpose, this study investigated the influence of different binder contents CCo on the wear development 
concerning abrasion and surface attrition. Silicon carbide abrasives were used in blasting tests at various blasting angles αS. 
Furthermore, cemented carbide materials with different binder contents of CCo = 13 %, CCo = 3 % and CCo = 0.9 % were applied. Initial 
results show that wear resistance significantly improves with decreasing binder content CCo and the potential of binderless WC as a 
cutting material for the production of AlMgSi1-alloys could be proven. 
 

Keywords: abrasive tool wear, binderless tungsten carbide, AlMgSi1 cutting    

 
1. Introduction   
To enhance surface quality and precision in high-volume plastic 
component production via injection moulding, ongoing research 
on cutting materials is crucial, especially for injection moulds 
made of AlMgSi. Conventional tungsten carbide-cobald (WC-Co) 
cutting tools, whether uncoated or diamond-coated, encounter 
high challenges such as elevated temperatures ϑ and substantial 
wear when milling AlMgSi1 alloys. A promising approach to 
significantly decrease the tool wear is the use of binderless 
carbide tools with a binder content of CCo < 1 %. The cobalt 
phase in the material structure represents a weak point that is 
susceptible to an early elution and followed by fast chipping, 
according to UHLMANN and POLTE [1,2]. Binderless WC milling 
tools with increased hardness and no binder phase show a high 
potential to prevent an early tool failure. Previous studies [3,4] 
showed that a binder content range of 0.25 % < CCo < 6.00 %, 
with decreasing binder content CCo, leads to an improvement in 
wear resistance. However, understanding specific and isolated 
wear mechanisms in relation to binder content CCo remains 
incomplete. For this purpose, the ongoing study analyses 
abrasive wear and surface attrition in WC-Co cemented carbide 
tools with binder contents between 0.9 % < CCo < 13.0 %. 
2. Material specification     
For the investigations of abrasive wear and surface attrition on 
prospective rake and flank surfaces, three specimen with 
different WC-Co configurations A1, BL130 and BL100 from the 
company SUMITOMO ELECTRIC INDUSTRIES, Itami, Japan, were 
analysed. The cemented carbide specimen A1 and BL130 feature 
an average grain size of dg = 0.7 μm and BL100 with dg = 0.4 μm. 

The specific material characteristics are shown in Table 1. 
Although BL100 has a binder content of CCo = 0.9 %, it is 
described as a binderless carbide material. 
Table 1 Characteristics of the different tungsten carbide-cobalt materials 

Abbreviation Composition Hardness HV30 

A1 WC-13Co 1,423 

BL130 WC-3Co 2,117 

BL100 WC-0.9Co 2,473 

The abrasive used to analyse the wear behaviour is silicon 
carbide (SiC) type F220 with an average grain size of dg = 50 µm, 
supplied by HAUSEN GMBH, Telfs, Austria. The SiC-particles used 
for blasting tests represent the carbides that occur as a result of 
tribological effects during machining of AlMgSi1 alloys.  
3. Experimental method     
In this study, the wear mechanisms concerning abrasion and 
surface attrition were characterised by analysing the mass 
losses mI and by optical examination of the machined surfaces. 
The experimental setup and the parameters used were chosen 
in accordance with the blasting tests carried out by POLTE [2] as 
well as the standard testing method ASTM G76-18 [5]. For 
abrasion, a blasting incident angle of αS = 30 ° was choosen, 
since the degradation mechanism occurs through shearing 
processes with micro-cutting and ploughing of the matrix, 
resulting in spalling of the carbide phase [2-4]. The surface 
attrition experiments were carried out at a blasting incident 
angle of αS = 90 °, as the particle indentation induces stresses σ, 
causing micro-cracks and pitting [2,6]. This demonstrates the 
material's ability to resist fatigue from overlapping 
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tangential stress τ and normal stress σ in the machining process, 
particularly in interrupted cutting [2,6]. Each specimen was 
studied by particle irradiation for different blasting times of 
tB = 30 s, tB = 60 s, tB = 90 s and tB = 120 s. The tests were 
repeated twice and the results were averaged. For partical 
blasting tests the air blast machine FSA-1 of the company 
SABLUX TECHNIK AG, Bachenbülach, Switzerland with a blasting 
pressure of pb = 0.5 N/mm² was used. The nozzle, directing 
particles onto the surface, consists of a diameter Dd = 0.8 mm 
and is positioned at a distance of DD = 10.0 mm. The respective 
mass losses ml are determined as a function of the blasting 
time tB with a precision scale PLS 1200 from KERN & SOHN GMBH, 
Balingen, Germany. To evaluate the wear mechanisms in 
relation to the binder content CCo, the LEO 1455 VP SEM 
scanning electron microscope from LEICA ELECTRONIC OPTICS, 
Wetzlar, Germany, with a magnification of MA = 5,000x and 
acceleration voltage of V|| = 15 kV was used. 
4. Experimental investigations and results     
Figure 1 illustrates the wear behaviour concerning abrasion and 
surface attrition for the three carbide types used. The isolated 
abrasive wear at an impact angle of αS = 30° reveals a direct 
correlation between binder content CCo and wear in terms of 
mass loss ml. The wear rates ml for all specimens show an almost 
linear progression, indicative of stable plastic deformations. In 
general, WC-13Co shows a total mass loss of ml = 1.18 %,  
WC-3Co a mass loss of ml = 0.8 % and BL100 a mass loss of 
ml = 0.17 % after a blasting time of tB = 120 s. Based on the 
results, it could be demonstrated that an improvement in 
abrasive wear of 86 % was achieved for binderless WC and 32 % 
for WC-3Co compared to specimen type A1. 

 
Figure 1.  Wear of different binder contents CCo and impact angles αS 

At an impact angle of αS = 90 ° to investigate the surface 
attrition, WC-13Co shows the highest mass loss of ml = 0.77 % 
after tB = 120 s. In comparison, WC-3Co is characterised by a 
mass loss of ml = 0.52 % and WC demonstrates the lowest mass 
loss of ml = 0.08 %, indicating reductions of 32 % as well as 90 %, 
respectively. In general, all investigated specimen show the 
lowest mass loss ml at an impact angle of αS = 90°, suggesting a 
greater resistance to surface attrition than abrasion wear.  

Figure 2 presents additionally SEM images of the surfaces 
related to the machined specimen concerning abrasive wear 
behaviour and surface attrition. The specimens of type WC-13Co 
(A1) show a recognisable wear behaviour, which is characterised 
by pronounced cutting and ploughing grooves (2a). In contrast, 
the specimens of type WC-3Co (Figure 2b) showcases a reduced 
wear but lip formations were detected, which could be 
attributed to plastic deformations. Based on the investigations 

of the binderless WC (Figure 2c), a minimum topographical wear 
could be determined, which corresponds to the results of the 
quantitative analyses in Figure 1. As a result, the binderless WC 
shows no typical characteristics of a brittle material. 

 
Figure 2. Surfaces of all investigated specimen after tB = 120 s. a) A1, 
αS = 30°; b) BL130, αS = 30°; c) BL100, αS = 30°; d) A1, αS = 90°; e) BL130, 
αS = 90°; f) BL100, αS = 90° 

Examinations into surface attrition for WC-13Co unveil the 
presence of voids and an expansion of pits attributed to crack 
propagation, accompanied by ploughing traces (Figure 2d). In 
the case of WC-3Co (Figure 2e), substantial lip formations and 
debris are observed, while process-dependent hole expansions 
are noted to a lesser degree than in specimens with a binder 
content of CCo = 13 % (WC-13Co). Significantly, binderless WC 
(Figure 2f) shows a low topographic wear, featuring well-defined 
fractures and pronounced surface craters compared to the other 
investigated specimens. The binderless WC demonstrates the 
lowest abrasive wear and surface attrition, while the specimens 
with a binder content of CCo = 13 % exhibits the highest wear 
behaviour in terms of abrasion and surface attrition.  
5. Conclusion and further investigations      
This study established that binder content CCo in cemented 
carbide affects abrasive wear and surface attrition. The results 
support the theories of various research studies [3-5]. With 
decreasing binder content CCO, the material separation remains 
plastic during abrasion and surface attrition. Specimens made of 
binderless WC show the most potential for milling AlMgSi1 
alloys, demonstrating superior resistance to tensile stresses σ 
and shear stresses τ compared to the investigated specimen in 
an binder content area of 0.9 % < CCo < 13.0 %. Further research 
works will explore the wear behaviour of innovative binderless 
WC configurations with binder contents between 
0.25 % < CCO < 1.00 % to fully understand the impact of the 
cobalt binder CCo in material structure. Examining the 
performance of cutting tools made of binderless WC under 
different machining conditions will enhance their applicability, 
particularly in scenarios involving the manufacturing of injection 
moulds made of AlMgSi1 alloys. This work was funded by the 
GERMAN RESEARCH FOUNDATION DFG.  
References      

[1] Uhlmann, E; Polte, M; Oberschmidt, D; Polte, J; Löwenstein, A: 
Werkzeugkonzept zum Mikrofräsen mit superharten 
Schneidstoffen. Diamond Business (2014) 03/2014, S. 24 – 29. 

[2] Polte, J: Kubisch-kristallines Bornitrid ohne Bindephase als 
Schneidstoff in der UP-Zerspanung. Berichte aus dem PTZ Berlin. 
Hrsg.: Uhlmann, E. Stuttgart: Fraunhofer IRB, 2016. 

[3] Gee, M.G.; Phatak, C; Darling, R: Determination of wear 
mechanisms by stepwise erosion and stereological analysis. Wear 
(2005) 258(1–4). S. 412 – 425. 

[4] Beste, U; Hammerström, L.; Engqvist, H.; Rimlinger, S.; Jacobson, 
S.: Particle erosion of cemented carbides with Low Co content. 
Wear (2001) 250(1–12). S. 809 – 817. 

[5]  ASTM G76-18, (2018) Standard Test Method for Conducting 
Erosion Tests by Solid Particle Impingement Using Gas Jets, West 
Conshohocken, USA: ASTM International. 

[6]  Czichos, H.; Habig, K.-H.: Tribologie-Handbuch. Wiesbaden: Vieweg 
+ Teubner, 2010. S. 133 – 140. 

WC-13Co WC

Measurement device:

Blasting machine FSA-1 of SABLUX TECHNIK AG

Weight scale:

Precision scale PLS 1200 of KERN & SOHN GMBH

Process parameter:

Blasting pressure P =  0.5 N/mm²

Nozzle diameter dd =  0.8 mm

Nozzle distance dD =   10 mm

Blasting angle αS  

Abrasive SiC-grain size dk = 220 µm

WC-3Co

blasting time tB

0 12030

1.2

0.3

0

%

60

0.6

s

αS = 30°

m
a
s
s

lo
s
s

m
l

blasting time tB

0 12030

0.8

0.2

0

%

60

0.4

s

αS = 90°

m
a
s
s

lo
s
s

m
l

10 μm

a) b) c)

d) e) f)

CuttingCutting

Ploughing

Cutting

Void

Crack

Void

Crack

Void

10 μm 10 μm

10 μm 10 μm 10 μm

Debris

Ploughing

Crack

264



 

          
 

 

 

euspen’s 24th International Conference &  
Exhibition, Dublin, IE, June 2024 

www.euspen.eu  

Modelling and analysis of cutting forces in ultraprecision diamond turning of freeform 
surfaces and their assessment     
 
Shangkuan Liu1, Kai Cheng1 and Joe Armstrong2 

 

1Department of Mechanical and Aerospace Engineering, Brunel University London, Uxbridge, London, UK 
2Polytec GmbH, Polytec-Platz 1-7, 76337 Waldbronn, Germany 
 

Emails: Shangkuan.Liu@brunel.ac.uk; Kai.Cheng@brunel.ac.uk; j.armstrong@polytec.de       

  
Abstract 
 
In the realm of ultraprecision manufacturing freeform surfaced optics and devices, the ultraprecision diamond turning process holds 
significant prominence. While cutting force, a pivotal physical parameter in the machining process, has received substantial attention 
in R&D and machining practices, scant emphasis has been placed on elucidating the nuances of cutting forces and the associated 
cutting dynamics in ultraprecision diamond turning of freeform surfaces particularly through fast and/or slow tool servo (FTS / STS) 
modes. In this paper, theoretical analysis on the cutting force and its modelling are presented in the ultraprecision diamond turning 
of freeform surfaces, particularly considering constant variations of cutting forces along the freeform surface curvature and the in-
creasingly stringent requirement on high precision optical surface finishing. The cutting forces modelling is based on integration of 
Akins model with the influence of shear angles varying constantly on the freeform surface conduction. Based on the toolpath data of 
the cutting process at the freeform surface, the depth-of-cut (DoC) of the surface, curvature variations, and shear angle variations 
throughout the process are meticulously analysed. Subsequently, a cutting force model is developed to discern the nuances of the 
cutting motion by analysing the cutting toolpath, and then consequently enabling the prediction of cutting forces variation during 
orthogonal cutting motion with a round-edged diamond cutting tool. Finally, an integrated approach for examining the correlation 
between cutting forces and the analysis of surface texture and texture aspect ratio should be developed and further investigated, 
particularly on the functionality of a freeform surface and its generation in ultraprecision machining. 
 

Keywords: Cutting force modelling; ultraprecision diamond turning; freeform surfaces; micro cutting mechanics; surface texture  
aspect ratio; freeform optics.        
 

 
1. Introduction 

The fast-/slow-tool servo (F-/STS) diamond turning process, 
known for its high determinism, has seen significant success in 
producing micro-structured functional freeform surfaces and 
been widely introduced into the area with high requirement of 
high customization and nanometre’s level surface roughness in 
recent years. The fundamental kinematic feature in cutting mo-
tion between the fast and slow tool servo systems exhibits simi-
larities: the workpiece follows the spindle in rotational move-
ment, while the diamond tool tip cutter moves uniformly along 
the x-axis at the centre height of the spindle and precisely follow 
the designed micro-structure and moved in the z-direction. 
Eventually the desired freeform surface can be produced with 
high quality promised. The technique ensures the surface rough-
ness quality of the product surface, achieving as low as 1-10 nm.  

In the last three decades, there is a large amount of research 
and efforts in diamond turning machine development, in ultra-
precision cutting, single-point diamond turning (SPDT) stands 
out as the primary method for achieving surface roughness at 
the nanometer level [1]. In SPDT machining process, the cutting 
tool material consists of a single-crystal diamond with a small 
diameter cutting edge. This nanoscale cutting edge facilitates 
the production of smooth surfaces with minimal damage to the 
top surface [2]. Apart from traditional slow tool servo cutting 
technology, fast tool servo cutting is employed to achieve high 
accuracy on complex non-spherical surfaces and microstruc-

tures [3]. Furthermore, due to the rapid development and wide-
spread application of freeform surfaces, optimizing freeform 
surface toolpath generation has become increasingly vital in the 
state-of-the-art ultra-precision machining field [4][5]. In the Sin-
gle Point Diamond Turning (SPDT) process, research has been 
conducted to explore the capabilities in different materials [6][7] 
and shapes [8]. In addition, some integrated research explores 
such as Macro-micro dual -drive technology, contributing to the 
advancement of both ultra-precision systems and macro–micro 
dual-drive technology [9]. 

The cutting force holds paramount significance in the single-
point diamond turning machining process as it reflects the direct 
interaction between the cutter and the workpiece. Leveraging 
the wealth of information derived from the toolpath data, which 
is intricately linked to the designed freeform surface, cutting 
force modelling emerges as a highly promising approach for en-
suring the quality control of the designed surface. Over the past 
decade, extensive research has been conducted on cutting force 
in single-point diamond turning machining processes. This re-
search encompasses areas such as cutting force prediction, anal-
ysis of cutter kinematic motion, including cutting force tracking 
and prediction [10], cutting force control for improved surface 
results, and the investigation of the relationship between chip 
loads and cutting force fluctuations [11], etc. The anticipation of 
required cutting forces in advance serves as the foundational el-
ement for linking resulting surface quality to the cutting pro-
cess." 
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In the SPDT machining process, the fabrication of freeform sur-
faces presents a notable challenge due to the continuous 
changes in surface curvature. These dynamic alterations corre-
spondingly lead to variations in cutting angles during the ma-
chining process. The inherent changes in curvature directly influ-
ence both the cutting angles and the depth of cutting (DoC) of 
the cutter, consequently affecting the cutting forces throughout 
the machining operation. Through an analysis of the toolpath file 
and the prediction of variations across the entire cutting loop, it 
becomes possible to examine the positional relationships among 
each cutter location point. This analysis aids in identifying prob-
lematic or challenging areas on the designed surface. From an 
industrial perspective, the utilization of toolpath analysis serves 
a dual purpose. Firstly, it provides the means to retrospectively 
trace the cutting process, enabling the identification of factors 
that may have contributed to the production of faulty parts. Sec-
ondly, this retrospective analysis serves as a valuable tool for 
preventing similar challenges in subsequent production cycles, 
contributing to enhanced efficiency and product quality. 

This paper is focused on the cutting force variances with the 
height position changes in the z-axis, which leads to the varies 
DoC and angles of kinematics. It aims to investigate the relation-
ship between the designed freeform surface curvature changes, 
3D surfaces parameters analysis of the surface, and the resulting 
cutting force to enhance the precision and quality of micro-
structured surfaces. 

 
2. Methods   
 2.1. STS process toolpath interpretation  and analysis  

 
Figure 1. Schematic of cutting kinematics of diamond turning machining. 
a) the toolpath of the surface in the XOY plane; b) the tooltips and sur-
face relationship at the top view and c) the lateral view of the cutting 
process.  
 

As depicted in Fig.1(a), the trajectory of the machine tool in 
STS mode can be conceptualized as the Archimedes spiral pat-
tern motion of the cutter within the 𝑂 − 𝑋𝜃𝑍  cylindrical coor-
dinate system. In this system, the XOY plane is aligned parallel 
to the spindle surface. On this plane, the cutter's movement fol-
lows a linear motion with uniform speed along the X-axis direc-
tion (either from the center to the edge or vice versa). This mo-
tion is coordinated with the rotational movement of the spindle 
in the C-axis. As a result, an Archimedean spiral pattern is gen-
erated, with a predetermined distance between each point and 
a specified feed rate. These parameters significantly influence 
the number of points in each circle and the number of circles the 
cutter needs to traverse, which, in turn, has a substantial impact 
on the resulting quality and processing time of the machine. The 
specific values of these parameters are generally dependent on 
the tool radius. 

The YOZ plane runs parallel to the plane defined by the cutting 
edge of the tool, while the XOZ plane illustrates the correlation 
between the tool radius and the movement along the x-direc-
tion. Both planes collectively portray the motion of the cutter 
along the Z-axis direction. Understanding and optimizing these 

trajectories are crucial for achieving precise and efficient ma-
chining, considering the interplay between tool geometry and 
the chosen toolpath strategy.  

 
2.2. Cutting force and shear force      
The cutting force model developed in this study is grounded in 
Atkins’ model [12]. Simultaneously, we consider the direction of 
the cutting force and the practical DoC. In instances where sur-
face work plays a substantial role in steady deformation, several 
internal works are identified: (i) plasticity along the shear plane; 
(ii) friction along the underside of the chip at the tool interface; 
and (iii) formation of a new cut surface [12]. All these work com-
ponents are externally provided by the FC component of the tool 
force moving along the machined surface's toolpath file. 
 
2.3. Cutting force model in STS process 
To estimate the practical cutting force based on the toolpath 
data, the practical shear direction needs to be first been calcu-
lated below: 

𝜙 =
𝜋

4
−
𝛽 −  α

2
(1) 

In this scenario, where 𝛽 represents the friction angle along the 
rake face, and α is the tool rake angle. Simultaneously, with the 
cutter transitioning from the (i-1)-th to the i-th point, the rela-
tive distance between these two location points can be calcu-
lated using the following function [13]: 

𝑑 = √𝑓2 + (𝑧1 − 𝑧2)2 (2) 

where 𝑓 represents the feed rate along the X-axis of the cutting 
process, and z1 and z2 are the positional data along the Z-axis. 
The included angle α₀ between these two points can be ex-
pressed by 

α0 = arctan (
𝑧1 − 𝑧2

𝑓
) (3) 

The coordinates of the intersection point A (Xa, Za) between the 
cutter edge at the previous (i-1)-th point and the current i-th 
point can be calculated by 

{
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sin(α0)

𝑧𝑎 =
1

2
(𝑧1 + 𝑧2) − √𝑟2 − (

𝑑

2
)
2

cos(α0)

(4) 

The coordinates of the intersection points B (Xb, Zb) and C (Xc, 
Zc), corresponding to the cutter edge at the preceding (i-1)-th 
point and the current i-th point, with the uncut surface, can be 
calculated by 

{𝑥𝑏 =
√𝑟2 − (𝑧1 − ℎ0)

2 − 𝑓

𝑧𝑏 = 𝑧𝑐 = ℎ0
(5) 

Where ℎ0 is the height of the uncut surface in the toolpath data. 
And the relative angle between the i-th point to point A, B, and 
C respectively can be obtained as 

{
 
 

 
 θ𝑎 = arcsin (

𝑥𝑎
𝑟
)

θ𝑏 = arctan (
𝑥𝑏

𝑧2 − ℎ0
)

θ𝑐 = arcsin (
𝑥𝑐
𝑟
)

(6) 

Accordingly, the practical DoC can be calculated by using the 
equations (7) below. 

{
 
 

 
 𝐷𝑜𝐶 =

1 − cos(α0 + θ𝑖 + α1)

cos(α0 + θ𝑖)
,where θ𝑎 ≤ θ𝑖 < θ𝑏

𝐷𝑜𝐶 = 𝑟 cos(α0) −
𝑧2 − ℎ0

cos(θ𝑖)
cos(α0) ,where θ𝑏 ≤ θ𝑖 < θ𝑐

(7) 

With the help of Atkins’ model, the overall main cutting force 
can be obtained as follows: 
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𝐹c𝑉 = (τ𝑦γ)(𝑡0𝑤𝑉) + [𝐹c sec(β − α) sin β]
𝑉 sinϕ

cos(ϕ − α)
+ 𝑅𝑤𝑉(8) 

where V is the cutting velocity, 𝐹c is the horizontal component of 
the cutting force, 𝜏𝑦 is the (rigid-plastic) shear yield stress, 𝛾 is 

the shear strain along the shear plane, given by 𝛾 = 𝑐𝑜𝑡𝜑 +
tan(𝜑 − 𝛼) = 𝑐𝑜𝑠𝛼/cos (𝜑 − 𝛼)𝑠𝑖𝑛𝜑 ; t0 is the uncut chip 
thickness, w is the width of the orthogonal cut, 𝜑 is the orienta-
tion of the shear plane and R is the specific work of surface for-
mation (fracture toughness). The constant parameters using for 
calculation have been listed in the Table 1. 
 
Table 1 Constant parameters using in the calculation 

Parameters Definition value 

𝑉𝑟 (r/s) Spindle rotation 
speed 

3000 

𝜏𝑦 (Mpa) Shear yield 
stress 

55.2 

𝜇 The coefficient of fric-
tion 

0.583 

𝑟 (mm) Tool radius 0.35 

𝐷 (mm) Objective sur-
face diameter 

78 

𝛼 (mm) Tool rake angle 0 

3. Results and discussion      

3.1 Experiment setup 
Fig. 2(a) illustrates the cutting motion in the process, highlight-

ing the mirror surface machining procedure that employs a car-
rier disk. As depicted in Figure 2(b), the diameter of the disk is 
290mm, and the capacity of the carrier disk allows the machine 
to work on six mirrors simultaneously. The distribution of mir-
rors is symmetrical from left to right, with two mirrors allocated 
on the top and bottom, and one each on the left and right. The 
cutter works concurrently on six mirrors within the container, 
continuously transitioning between kinematic motion and 
movement toward the next surface. 

 

3.2 Modelling results and discussion 
The estimated primary cutting force is depicted in Fig. 3. The se-
lected estimated cutting force corresponds to the tool move-
ment along the X-axis, spanning from 18.76 cm to 18.9 cm (uti-
lizing 206,460 cutter location points). The illustration demon-
strates a commendable accordance, perfectly reflecting the var-
iations in cutter kinematics as it moves between each surface 
without any cutting progress. 
To provide a more detailed insight into the characteristics of cut-
ting force changes during the cutting progress, a specific loop 
was selected when the cutter's location on the X-axis ranged be-
tween 18.86cm and 18.87cm, with a focus on material removal 
from the surface. A clear periodicity is observed in this motion, 
with the estimated minimum cutting force occurring when the 
cutter is positioned at 18.8642 along the X-axis. At this point, the 
cutting force is recorded as 0.0120778 N. 
As illustrated in Fig. 4, as the practical shear angle decreases, the 
rising trend of the cutting force becomes negative, eventually 
showing a decline. As the cutter moves into the material removal 
area, the changes in shear angle become more frequent but re-
main subtle. Notably, the cutting force exhibits a similar trend of 
change. These findings indicate that the developed model 
adeptly captures the cutter's location based on the toolpath 
data and process parameters associated with material removal 
in the diamond turning machining process. 
 

  
Figure 2. a) Cutting motion in the process and mirror surface machining 
procedure with a carrier disk. b) Parameters and spread of the work-
pieces on the carrier disc 
 

 
 

 
Figure 3. Characteristics of the estimated cutting force. a) the cutting 
force from 18.76 cm to 18.9 cm, b) the cutting force plot only focus on 
the red frame part (from 18.86cm to 18.87cm). 
 

Figure 5 illustrates a 3D surface topography obtained after SPDT 
machining process. Stitched profilometer image of 3 mm area 
from a curved surface area with form removed using software 
showing machine tool travel across the surface with numerical 

 

 

a 

b 
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texture 2D and 3D areal parameters. 2D profile lines are in line 
with the tool path direction. 
 

 
Figure 4. The practical shear angle. 
 

 
Figure 5. The 3D surface topography assessment result of machined sur-
face by using white light interferometers. 

4. Conclusions      

In this research, we developed a cutting force model that con-
siders the influence of cutting angles and the corresponding DoC, 
utilizing machine toolpath data. To achieve this, we extracted 
and thoroughly investigated the machine toolpath. Calculated 
the practical shear angle, relative distances between each cutter 
location point, and the practical Depth of Cut. These parameters 
were then incorporated into the final cutting force calculations. 
In future work, the current model lacks control interfaces, mak-
ing it unable to directly import toolpaths. Secondly, the model 
currently lacks comparative data for expanded parameters such 
as residual height and the relationship between cutter radius 
and cutting force. Lastly, ongoing efforts involve the comparison 
of the model's predictions with real-world data. The surface of 
toolpath file has been machined, and observations have been 
conducted using a white light interferometer. The current phase 
involves the organization and analysis of the collected data.  

 
Nomenclature 

STS Slow-tool servo diamond turning process 

SPDT Single-point diamond turning machining process 

DoC Depth of cutting 

𝜙 Practical shear direction 

𝛽 Friction angle along the rake face 

α Tool rake angle 

𝑑 the relative distance between two continues location points 

𝑓 Feed rate of the cutter in the machine process 

z1 z2 the two positional data of the cutter along the Z-axis 

α0 The practical included angle of the cutter in the process 

𝑥𝑎, 𝑥𝑏, 𝑥𝑐 The location data in the X-axis at the intersection points be-
tween the cutter edge at the (i-1)th point and the (i)th point. 

𝑧𝑎, 𝑧𝑏 , 𝑧𝑐  The location data in the Z-axis at the (i-1)th and (i)th inter-
section points between the cutter edge and the uncut sur-
face. 

ℎ0 Height of the uncut surface in the toolpath data 

θ𝑎, θ𝑏, θ𝑐 Relative angle between the (i) point to point A, B, and C 

𝐹c Cutting force 

𝑉 Cutting velocity 

τ𝑦 Shear yield stress 

𝑡0 Uncut chip thickness 

𝑤 Width of the orthogonal cut 

𝛾 Shear strain along the shear plane 

𝜑 Orientation of the shear plane 

𝑅 Fracture toughness 
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Abstract

 
Gallium nitride (GaN) is considered to be one of the most promising materials for applications such as light-emitting diodes, and high-
power, high-frequency electronic devices, owing to its excellent mechanical and electrical properties. However, machining GaN poses 
challenges due to its high hardness and chemical inertness. To achieve high-efficiency and damage-free finishing of GaN, plasma-
assisted polishing (PAP), which combines surface modification by hydrogen plasma irradiation and removal of the modified layer 
using soft abrasives, was proposed. In the PAP process, the modification rate was the crucial limiting factor for the polishing rate. 
Since substrate temperature significantly influenced the modification process. In this study, the correlation between temperature 
and modification characteristics of GaN was explored. 
 
Gallium nitride, hydrogen plasma, temperature, modification characteristic  

 

1. Introduction  

Due to its superior properties, such as wide bandgap, high thermal 

conductivity, and high electron mobility, Gallium nitride (GaN) has 

become increasingly pivotal in the fabrication of high-frequency and 

high-power electronic devices. To fully harness these excellent 

characteristics of GaN, a damage-free atomically smooth GaN surface is 

required. However, GaN is a difficult-to-machine material with high 

hardness and chemical inertness. For the final finishing of GaN, the 

commonly used process is chemical mechanical polishing (CMP), using 

a suspension containing chemicals, such as alkali, known as slurry, along 

with abrasives [1]. However, when applying the CMP process, which can 

achieve a high polishing rates for Si substrates, to GaN substrates, the 

polishing rate was extremely low, typically at 77 nm / h or less. This low 

polishing rate necessitates a significant improvement. Furthermore, the 

processing cost and environmental load when purchasing and disposing 

of the slurry are also large. Additionally, the epitaxial growth GaN film 

often contains numerous dislocations, leading to the formation of a 

large number of etch pits on the GaN surface due to the alkaline 

component in the slurry [2]. 
For the flattening of some difficult-to-machine materials such as GaN, 

SiC, and diamond, a dry polishing process named plasma-assisted 
polishing (PAP), which combines surface modification by plasma 
irradiation, and removal of modified layer conducted by 
applying ultra-low polishing pressure or polishing using soft 
abrasive, was proposed by our research group [3]. In our 
previous research, it has been demonstrated that PAP, using 
atmospheric CF4 plasma, can achieve atomically smooth GaN 
surfaces with a well-ordered step-terrace structure [4]. 
However, a primary limitation of PAP, especially when applied 
to GaN, is its slow modification rate, posing an efficiency 
challenge in GaN semiconductor manufacturing. To overcome 
this limitation, the use of vacuum hydrogen plasma to replace 
atmospheric CF4 plasma in PAP for GaN was proposed. In the 
reaction between GaN and hydrogen plasma, the reaction rate  

 
of nitrogen (N) with hydrogen (H) radicals, forming NH3, was 
faster than that of gallium (Ga) in GaN, leaving Ga on the GaN 
surface. This selective interaction was crucial for the plasma-
assisted modification process. Hydrogen has shown potential for 
faster reaction rates of GaN compared to traditional reactive 
gases like CF4. Nevertheless, even with the adoption of hydrogen 
plasma, the quest for optimizing the modification speed 
continues. According to the Arrhenius equation: 

𝑙𝑛 𝑘 =  −
𝐸𝑎

𝑅𝑇
+ 𝑙𝑛𝐴 

         (k is the rate constant; T is the absolute temperature) 
It gives the dependence of the rate constant of a chemical 
reaction on the absolute temperature. So it is concluded that 
temperature could play a critical role in further enhancing the 
reaction rate of hydrogen plasma. In this study, plasma 
modification experiments were conducted under different 
temperature conditions to explore the relationship between 
temperature and the modification characteristics of GaN in 
hydrogen plasma.  

2. Experimental setup 

Figure 1 shows the experimental setup for plasma modification used 

in this study. A GaN substrate was fixed on the lower stage, which can 

be heated up to 500°C. A mixture of Ar and H2 was supplied from the 

side of the vacuum chamber, maintaining a constant of 40 torr by 

controlling the pumping rate with a dry pump. Besides, to control the 

hydrogen concentration below 4% (burst point), the gas flow rates (Ar: 

200 sccm, H2: 5 sccm) were controlled by mass flow controllers (MFCs). 

By applying radio frequency (RF) (f=13.56 MHz) power on the upper 

electrode, plasma was generated in the area between the upper 

electrode and GaN substrate. 
Figure 2 shows the optical emission spectroscopy (OES) 

spectrum of the Ar-based hydrogen plasma generated during 
the plasma irradiation. Optical emission from H (656.9 nm) was 
confirmed from the spectrum.  
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Figure 1. Schematic of the experimental setup. 
 
 

    
Figure 2. OES spectrum of the Ar-based vacuum hydrogen plasma. 

 

3. Results and discussion      

To investigate the impact of substrate temperature on the 
plasma modification characteristics of GaN in vacuum hydrogen 
plasma, plasma irradiation experiments were conducted for 30 
mins under room temperature, 100°C and 500°C through 
substrate heating. Before plasma irradiation, GaN substrates 
were cleaned using SPM & HF solutions. The surface 
composition change of GaN substrate was analysed by X-ray 
photoelectron spectroscopy (XPS) before and after hydrogen 
plasma irradiation. As shown in Fig.3(a), only Ga-N peak was 
observed in the Ga2p spectrum of the GaN surface before 
plasma irradiation. After 30 mins of plasma irradiation at room 
temperature (without heating), a weak peak corresponding to 
Ga-Ga was observed, as shown in Fig. 3(b). This result suggested 
that the modification rate at room temperature was very low 
due to the low density of H radical. Fig. 3(c) shows the Ga2p 
spectrum of GaN surface after plasma irradiation at 100°C. 
According to the Arrhenius equation, the modification reaction 
rate can be increased by raising the temperature, a stronger Ga-
Ga peak was observed. However, when the sample temperature 

modification rate did not follow the equation's increase but 
rather decreased. 

Moreover, the surface morphology changes of GaN substrates 
before and after plasma irradiation was also measured using 
scanning electron microscope (SEM). As shown in Fig.4(a) and 
4(b), after hydrogen plasma irradiation at 100°C, the surface 
morphology did not change significantly, while a Ga modification 
layer was formed. However, as shown in Fig.4(c), after plasma 
modification at 500 °C, there was a substantial change in the 
surface morphology, particularly with the observation of 
numerous hexagonal etching pits. Combining the results from 
XPS, it can be inferred that in a hydrogen plasma, below a certain 
temperature, the modification rate on the surface of GaN fellow 
the Arrhenius equation, where the modification rate increased 
with the rise in temperature. However, at excessively high 
temperature (500°C), intense surface thermal motion made it  

 
Figure 3. Ga2p XPS spectrum of the GaN surface (a) before plasma 

irradiation (b) after plasma irradiation under room temperature (c) after 

plasma irradiation under 100℃ (d) after plasma irradiation under 500℃. 
 
 

   
Figure 4. SEM image of GaN surface (a) before plasma irradiation (b) 
after plasma irradiation under 100℃ (c) after plasma irradiation under 
500℃. 
 

difficult for H radicals to adsorb onto the GaN surface and 
enhanced desorption from the surface. This led to a decrease 
rather than an increase in the modification rate. Additionally, 
the reduction in the adsorption of H radicals caused the 
preferential reaction of defect sites on the GaN surface, believed 
to be the reason for the formation of etching pits.  

4. Conclusions 

In this study, the correlation between temperature and 
modification characteristics of GaN was explored. Within a 
certain temperature range, raising the substrate temperature 
can effectively increase the modification rate. However, at 
excessively high temperature, particularly at 500°C, the 
modification rate decreased and led to the formation of etching 
pits on the surface. This result indicated that by optimizing the 
modification temperature, a high modification rate could be 
achieved while ensuring surface quality without the formation 
of etching pits.  

was increased to 500°C, the peak of Ga-Ga did not continue to 

rise;  instead,  it  disappeared.  This  implies  that  at  500°C,  the  Acknowledgements 
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Abstract 
 
Anisotropy of deformation behaviors limit the high surface quality of Magnesium fluoride (MgF2) components. Cleavage factor have 
the relationship with the anisotropy of deformation behaviors of Magnesium fluoride (MgF2) single crystal, which can influence the 
manufacturing efficacy and component quality. To determine the reveal anisotropy mechanism of deformation behaviors of the MgF2 
single crystal, the nanoindentation tests were systematically performed on different crystal planes. Besides, the hardness, 

displacement-load curves,the SEM images of the surface morphologies and cleavage factors under different experimental conditions 
were obtained. According to compared the experiment results and the cleavage factors under different experimental conditions, the 
cleavage factor can be used to reflect the activation of the plastic deformation and reveals the anisotropy of deformation behaviors. 
The theoretical results consisted well with the experimental results, which can improve the manufacturing efficacy and component 
quality in the manufacturing process of the MgF2 components. 

 
Anisotropy, Single crystal, Deformation behavior, Cleavage factor   

 

1. Introduction   

Magnesium fluoride (MgF2) single crystal is widely used as 
infrared optical components because of the extraordinary 
infrared optical characterization and excellent mechanical 
strength. However, MgF2 single crystal is the typical hard-to-
machine materials due to the high brittleness, high hardness and 
anisotropy. Huang et al. carried out the nano scratch tests and 
found the obvious brittle damage on the surface of the MgF2 
single crystal [1]. Min et al. determined that the ductile-to-brittle 
depth of MgF2 single crystal was affected by the crystal 
orientations [2]. Liu et al. developed an innovative ultrasonic-
assisted cutting technology to manufacture the MgF2 single 
crystal and obtained the MgF2 components with high efficacy 
and high quality. Although numerous researchers have analyzed 
the mechanical properties and developed the manufacturing 
technologies, fewer studies focus on revealing the anisotropy of 
deformation behaviors of the MgF2. Revealing the anisotropy of 
deformation behaviors of the MgF2 can determine the optimal 
crystal orientation of manufacturing, however, the anisotropy of 
deformation behaviors mechanism for MgF2 single crystal is 
unclear. 

 The nanoindentation tests can be used to analyze the 
deformation behaviors. Li et al. conduced the nanoindentation 
tests and obtained the hardness, elastic modulus, fracture 
toughness and maximum elastic recovery rate of YAG crystal [4]. 
According to nanoindentation tests of the Si single crystal, the 
significant amorphous and nano-crystalline damage in the 
subsurface region were observed by Yan et al [5]. Zhang et al. 
conduced the nanoindentation tests to analyze the deformation 
behaviors of KDP crystal and found that the creep was induced 
by the dislocation motion [6]. For the single crystal, the cleavage 
factor is used to estimate the degree of the cleavage fracture. 
High cleavage factor is more prone to generate the cleavage 
fracture. Therefore, plenty of studies determined that cleavage 

factor is related with the anisotropy of the deformation 
behaviors. Mizumoto et al. carried out the orthogonal cutting 
experiments of CaF2 single crystal and determined that the 
variation of critical cutting depth is consisted with the variation 
of cleavage factor [7]. Kwon et al. conduced the scratch 
experiments of sapphire and analyzed the anisotropy of crack 
initiation by the cleavage factor [8]. Mizumoto et al. discussed 
the anisotropic ductility of monocrystalline sapphire by the 
cleavage factor [9]. Although, numerous researches have 
discussed and analyzed the cleavage factor, fewer studies 
deeply introduce the cleavage factor into the anisotropy of 
deformation behaviors. 

This study focuses on the revealing the anisotropy mechanism 
of deformation behaviors of MgF2 single crystal by cleavage 
factor. In this work, the nanoindentation tests were carried out 
on (001) crystal plane, (010) crystal plane and (110) crystal plane 
to obtain the displacement-load curves and calculate the 
hardness. Besides, the surface morphologies of nanoindentation 
tests on (001) crystal plane, (010) crystal plane and (110) crystal 
plane are measured by the SEM (Scanning Electron Microscope) 
to analyzed deformation behaviors, and the cleavage factor 
under different experimental conditions were calculated to 
analyze and illustrate the anisotropy of the deformation 
behaviors. This paper reveals the anisotropy mechanism of the 
deformation behaviors of MgF2 single crystal, which can provide 
the theory to suppress the brittle damage and improve the 
manufacturing efficacy. 

 

2. Experimental methods and simulation models      

2.1. Materials and methods   
The displacement-load curve can be used to analyze the 

deformation behaviors. In order to analyze the anisotropy of the 
deformation behaviors of MgF2 single crystal, the 
nanoindentation tests were carried out on the (001) crystal 
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plane, (010) crystal plane and (110) crystal plane to obtain the 
displacement-load curves. As shown in the Figure. 1, the 
Berkovich indenter was used to obtain the displacement-load 
curves under different displacement depth. The dimensions of 
the workpiece were 10×5×2 mm.  

 

 
Figure 1. Schematic diagram of the nanoindentation tests on the 
different crystal planes 

 
The damage of the workpiece surface has a significant effect 

on the deformation behaviors. Therefore, the chemical-
mechanical polishing technology was used to obtain the 
workpieces with damage-free surface. The quasi-static mode 
can be used to get the hardness during the nanoindentation 
tests. The detailed experimental conditions of the 
nanoindentation tests were listed in Table 1. Each test was 
repeated three times to confirm the accuracy of the 
experimental results. Indentation morphologies were observed 
by the Scanning Electron Microscope (SEM, SUPRA55 SAPPHIRE, 
Germany). 
 
Table 1 Experimental conditions. 

No. Crystal  
plane 

The maximum Indentation  
displacement h 

1-3 (001) 100 nm, 500 nm, 1000 nm 

4-6 (010) 100 nm, 500 nm, 1000 nm 

7-9 (110) 100 nm, 500 nm, 1000 nm 

 
 

2.2. The calculation of Hardness and cleavage factors     
Hardness is the key mechanical parameter which can reflect 

the characteristic of the resistance to the deformation. 
Therefore, the hardness can be used to analyze the anisotropy 

of the deformation behaviors. The hardness H=Pm/As, where Pm 

is the maximum load during the nanoindentation test, and As is 
the contact area between the indenter and workpiece under the 
Pm. The Berkovich indenter shapes as the triangular pyramid. 
The angle between the perpendicular line and the edge line is 
77.05°and the angle between the perpendicular line and the 
pyramid plane is 65.3°. According to the geometry of the 

Berkovich indenter, the As=3√3(htan65.3°)/2。cleavage factor 

can be used to represent the degree of the slip motion and 
cleavage fracture. As shown in the Figure 2, during deformation 
behaviors of MgF2 single crystal, the cleavage fracture was 
induced by the tensile stress σk which along the cleavage plane. 
The higher the cleavage factor is, the more easily the cleavage 

fracture occur. The cleavage factor m =cos2α，Where α is the 

angle between the cleavage plane and the force P. 
 

 
Figure 2. The cleavage fracture 

3. Results and disucssions      

3.1. Deformation behaviors of MgF2 single crystal 
The hardness curves of (001) crystal plane, (010) crystal plane 

and (110) crystal plane are shown in Figure 3. Due to the size 
effect, the hardness H increases initially and then decrease with 
the depth of indentation h increasing. When depth of 
indentation h higher than 600 nm, the hardness value turns to 
be stable. It is clear that the hardness of (001) crystal plane is 
lowest and the hardness of (110) crystal plane is highest, which 
indicates that the plastic deformation is most prone to occur on 
(001) crystal plane and brittle fracture most easily generates on 
(110) crystal plane.  

 

 
Figure 3. Hardness curves of (001) crystal plane, (010) crystal plane and 
(110) crystal plane. 

 

The displacement-load curves are shown in the Figure 4. 
Under the same depth of indentation h, the load values of (001) 
crystal plane, (010) crystal plane and (110) crystal plane are 
significantly different. the maximum loads of (001) crystal plane, 
(010) crystal plane and (110) crystal plane are approximately 
79.1 mN, 102.1 mN and 112.5 mN, respectively.  Compared with 
the max loads under the same displacement depths, the loads of 
(001) crystal plane is lowest. Besides, according to the Figure 4 
(d)-(f), the “pop-in” which is symbol of the elastic-to-plastic 
transformation can be observed. However, the depths of “pop-
in” occurrence for (001) crystal plane, (010) crystal plane and 
(110) crystal plane are approximately 14.5 nm, 39.4 nm and 72.8 
nm, respectively. Compared with the loads of the “pop-in” 
occurrence, the loads of (001) crystal plane is lowest. lower the 
depth of “pop-in” and the loads under the same depth are, the 
more easily the plastic deformation occur. 
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The results of the hardness, the load values of the first 
occurrence of ‘pop-in’ and max loads of the indentation 
displacement under the same depth of the displacement can 
reflect the plastic deformation behaviors. The lower the 
hardness, the load value of the first occurrence of ‘pop-in’ and 
the load under the same indentation displacement are, the more 
the plastic deformation is prone to generate. Therefore, the 
plastic deformation is most prone to occur on (001) crystal plane 
and least prone to occur on (110) crystal plane for MgF2 single 
crystal. 

 

 
Figure 4. The displacement-load curves of (a) (001) crystal plane, (b) 
(010) crystal plane and (c) (110) crystal plane. The enlarge displacement-
load curves of (d) (001) crystal plane, (e) (010) crystal plane and (f) (110) 
crystal plane when h=100 nm. 

 

3.2. Cleavage factor of different crystal planes 
The surface morphologies of (001) crystal plane, (010) crystal 

plane and (110) crystal plane are shown in the Figure 5. For (001) 
crystal plane, there are not distinct cracks, which indicates that 
the plastic derformation play the domain role during the 
nanoindentation tests. For (010) crystal plane, the cracks are 
generated when the max depth is 500 nm. With the depths 
increasing, the cracks propagate. However, the cracks only 
appear on the one side. For (110) crystal plane, the cracks are 
generated when the max depth is 500 nm like (010) crystal 
plane. And the crack appears on the three areas of the surface. 
Compare with the SEM image of surface morphologies, the 
cracks of the (110) crystal plane is most severe, and the plastic 
deformation in most prone to generate on (001) crystal plane. 

 

 
Figure 5. (a), (b) and (c) are the SEM image of surface morphologies on 
(001) crystal plane under 100 nm, 500 nm and 1000 nm. (d), (e) and (f) 
are the SEM image of surface morphologies on (010) crystal plane under 
100 nm, 500 nm and 1000 nm. (g),(h) and (i) are the SEM image of 
surface morphologies on (110) crystal plane under 100 nm, 500 nm and 
1000 nm. 

 
The higher cleavage factor is, the more cleavage fracture 

prone to occur. For MgF2 single crystal, the cleavage plane are 
(110) crystal plane and (11̅0)  crystal plane [10]. During the 
nanoindentation tests, only the normal force work on the 
workpiece. Based on the space and geometric conditions, the  
cleavage factors under different experimental conditions are 
calculated and  listed in the Table 2. For (001) crystal plane, the 
cleavage factors of (110) cleavage plane and (11̅0)  cleavage 
plane are 0, which indicates the cleavage fracture is hard to 
generate on the (001) crystal plane during the nanoindentation. 
However, the cleavage factors of (110) cleavage plane and (11̅0) 
cleavage plane are 0.5 for (010) crystal plane, which means the 
degree of the cleavage fracture for (110) cleavage plane and 
(11̅0) cleavage plane is same on (010) crystal plane. Besides, for 
(110) crystal plane, the cleavage factors of (110) cleavage plane 
is 1, but the cleavage factors of (11̅0) cleavage plane is 0, which 
indicates the cleavage fracture of (110) cleavage plane is mainly 
activated. Compared with the results of the three crystal planes, 
the cleavage factors for (110) crystal plane are maximum and the 
cleavage factor for (001) crystal plane is minimum, indicating the 
(001) crystal plane is most prone to occur the plastic generation, 
and the cleavage fracture is easiest to generate on (110) crystal 
plane, which consists with the experimental results. Therefore, 
the hardness of the (110) crystal plane is highest and the 
hardness of the (001) crystal plane is lowest. The plastic 
deformation is most prone to occur on (001) crystal plane, and 
the cleavage fracture is easiest to generate on (110) crystal 
plane. 

 
Table 2 The cleavage factor of different crystal plane. 

Crystal  
plane 

Cleavage factor of  
(110) cleavage plane 

Cleavage factor of  
(11̅0) cleavage plane 

(001) 0 0 

(010) 0.5 0.5 

(110) 1 0 
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4. Conclusion      

In this work, the nanoindentation tests of MgF2 single crystal 
were systematically carried out on different crystal planes. The 
hardness, displacement-load curves, the SEM images of the 
surface morphologies and cleavage factors under different 
experimental conditions were obtained to analyze the 
anisotropy of the deformation behaviors of MgF2 single crystal. 
According to the experiment results, the plastic deformation is 
most prone to occur on (001) crystal plane, and the cleavage 
fracture is easiest to generate on (110) crystal plane. In addition, 
the cleavage factors were calculated to analyze the anisotropy 
of the deformation behaviors. The cleavage factors of (001) 
crystal plane is 0. However, the maximum cleavage factor is 
calculated on (110) crystal plane. It is obvious that the activation 
degree of cleavage fracture is highest for (110) crystal plane and 
lowest for (001) crystal plane. The cleavage fracture is hard to 
occur on (001) crystal plane and easy to generate on (110) 
crystal plane. Therefore, the plastic deformation is easiest to 
occur on (001) crystal plane. 
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Abstract 
 

Diffusers are integral components in projection, lighting, and imaging systems, prized for their superior beam diffusion capabilities. 
Polishing is a critical process for enhancing the performance of diffusers by removing tool marks on the mold surface. However, 
traditional polishing methods often struggle to improve surface quality without compromising shape accuracy. Addressing this 
challenge, this study introduces a novel non-contact shape profiling polishing method utilizing non-Newtonian fluids, designed for 
ultra-precision processing of array microstructured surface molds. Our findings demonstrate that this innovative polishing method 
significantly enhances diffuser performance, achieving remarkable improvements in mold precision. Notably, after the application 
of this polishing method, the surface roughness of the diffuser mold sees a remarkable reduction from an initial roughness average 
Ra of 164.2 nm to a mere 8.1 nm, concurrently preserving shape accuracy to an exceptional degree of less than 0.8 μm. 
 

Keywords: Microstructud surface; Diffusers mold; Shape profiling polishing; Tool mark removal; Shape accuracy 

 

1. Introduction 

Diffusers play an important role in optical lighting, projection, 
and imaging systems [1], mainly used for diffusing and unifying 
point laser sources, improving the brightness, color, and light 
source uniformity of projection and LCD backlight module 
systems [2]. 

In order to meet the requirements of mass production of 
diffusers, injection molding technology is generally used for 
manufacturing. As the core component in the injection molding 
process, the shape accuracy and surface quality of the mold have 
a crucial impact on the optical performance of the diffusers. At 
present, high-quality diffusers molds mainly rely on single point 
diamond turning technology (SPDT)for manufacturing. Guo et al. 
used SPDT technology to prepare V-shaped groove 
microstructure surfaces. [3]. However, due to cutting, it is 
inevitable to produce defects such as tool marks and burrs on 
the surface of the mold, which seriously affects the performance 
of the replicated optical components. 

Polishing is the main way to improve the surface quality after 
machining. However, existing polishing methods for micro 
structured surfaces have certain limitations. The contact 
polishing method is prone to poor surface quality of the 
workpiece due to direct contact between the tool and the 
workpiece [4]. Jet or magnetic field assisted polishing methods 
are affected by the fluid flow state, which can lead to poor shape 
accuracy and ultimately affect the performance of the terminal 
components [5,6]. Non-contact polishing methods leveraging 
shear thickening principles have gained prominence for their 
process flexibility, ease of setup, and cost efficiency. Li et al. [7] 
achieved Ultra-precision polishing using a weak chemical shear 
thickening polishing (STP) process. Additionally, Zhang et al. [8] 
established a damping tool specifically for polishing aspherical 
surfaces that achieved very low surface roughness on nickel-
phosphorus (NiP) alloy surfaces. Leveraging non-Newtonian 
fluids' flexibility enhances polishing of microstructured surfaces, 
necessitating approaches for sub-10 nm roughness and shape 
accuracy due to unique geometric characteristics. 

To address the issues of suboptimal surface quality and 
inaccuracies in the shape of polished array microstructured 
surface, this research presents a solution through the 
implementation of a non-contact profiling polishing technique, 
specifically tailored for the conformal polishing of diffuser 
molds. The efficacy and superior performance of this innovative 
processing method were validated via a series of meticulous 
polishing tests, underscoring its capability to enhance the quality 
and precision of microstructured surfaces significantly. 

2. Method and principle 

This study utilizes the shear thickening effect of non 
Newtonian fluid polishing solution to shear remove the surface 
material of the mold by forming particle clusters wrapped in 
abrasive particles, achieving the polishing effect (Figure 1). In 
order to achieve uniform polishing of the mold surface, a 
contour polishing tool is prepared using the principle of film 
replication. The base of the profiling tool is cylindrical in shape, 
with a diameter of 30 mm. The height of the profiling part of the 
tool is 380 μm. In order to enhance the shear thickening effect 
of the polishing solution, the damping polishing pad is adhered 
to the surface of the non-contact profiling tool.  

 
Figure 1. Diagram of the non-contact shape profiling polishing method  

3. Experimental details 

3.1 Workpiece  
In this study, the microstructurd surface mold samples used 

for polishing were obtained through the previous ultra precision 
milling process, and the mold material was nickel phosphorus 
alloy. The mold is 15 mm long and 16.9 mm wide, with 13 

grooves arranged on the surface. As depicted in Figure 2, the 

initial state of the mold sample, which was utilized in the 
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polishing test, is presented. Figure 2(a) shows the mold obtained 
by ultra precision milling, and Figure 2(b) shows the measured 
geometric dimension of the mold. 

 
Figure 2. The diffuser mold (a) sample and (b) geometric dimension 

3.2 Experimental setup 
The polishing experiment is carried out on a custom-

developed 5-degree-of-freedom precision machining platform, 
as illustrated in Fig. 3. During polishing, the tool axis is aligned 
parallel to the workpiece surface, then adjusted to maintain a 
0.2 mm gap above the workpiece for the profiling procedure. 
The tool position can be adjusted by setting the profile damping 
tool to the same 0.2 mm gap above the workpiece. The slurry 
utilized for this experiment is a mixture of non-Newtonian fluid 
and silica sol. Specifically, the non-Newtonian slurry is composed 
of a polyhydroxyl polymer and deionized water, with SiO2 
abrasive particles having a size of 50 nm and a concentration of 
10% by weight.  

 
Figure 3. Experimental setup (a) diagram and (b) practical device 

Figure 4 shows the prepared profiling damping tool. The tool 
consists of a tool base, a duplicated film and a damping pad. The 
duplicated film is made by replicating the contour of the 
workpiece surface, and the damping pad is to better drive the 
polishing fluid. 

 
Figure 4. The profiling damping tool developed for polishing experiments 

4. Results and discussion 

4.1 Surface defects 
Figure 5 shows the surface morphology results of the array 

microstructure mold before and after polishing. Figure 5(a) and 
(b) respectively show the surface morphology of the workpiece 
before and after polishing. It can be seen from the images that 
there are more defects such as spiral tool marks and burrs on 
the surface of the mold before polishing, and most of defects on 
the surface after polishing are eliminated. 

 
Figure 5. Comparison of the surface defects (a) before and (b) after 
polishing 

4.2 Surface roughness 
Figure 6 shows the results of diffuser mold surface roughness 

before and after polishing. It can be seen from Figure 6 that the 
surface roughness before polishing is 164.2 nm Ra, and the 
surface roughness converges to 8.1 nm Ra after polishing for 1 
h. The rough peak of the mold surface is effectively eliminated 
after polishing, and the surface becomes smooth. 

 
Figure 6. The rough peaks distribution (b) before and (c) after polishing 

4.3 Shape accuracy 
Figure 7 provides an analysis of the diffuser mold's shape 

change before and after polishing. The figure reveals that the 
most significant material removal occurred at the top of the 
mold groove, with minimal material removal at the bottom. The 
experimental results indicate the shape change is 0.8 μm. 

 
Figure 7. Surface shape change of diffuser after polishing 

5. Conclusions 

In this study, we present a non-contact profiling polishing 
method that utilizes non-Newtonian fluid, achieving conformal 
polishing of the diffuser mold. The key findings can be 
summarized as follows: 

1. The polishing process successfully eliminates tool marks and 
burrs from the diffuser mold, thereby rendering the surface of 
the mold significantly smoother. 

2. The surface roughness significantly decreases from an initial 
value of Ra 164.2 nm to 8.1 nm, effectively eliminating the rough 

peaks on the mold. 

3. The geometry and depth of the mold features are preserved 
with high fidelity, with the form error resulting from the 
polishing process maintained below 1 μm. 
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Abstract 
 
Recent optical components and molds for high-grade camera lenses, x-ray and neutron optics with aspherical or free-form surfaces 
demand form accuracy of a few nanometers. Optical performances of such high-grade optics are often compromised by surface 
waviness with short spatial period that introduces significant slope errors. Traditional polishing techniques prove ineffective for 
mitigating these errors, especially when the waviness have spatial frequencies ranging from 0.1 mm-1 to several mm-1. These 
deviations are largely attributed to motion inconsistencies such as minute waviness in stage motion straightness and rotational 
motion errors. To address this issue, we introduce a novel position detection and compensation method implemented on an ultra-
precision machine tool equipped with dual 2-DOF (degrees of freedom) linear encoders. The uniquely designed encoder, resembling 
a fish-bone pattern, is crucial for capturing positional changes in two orthogonal directions on a horizontal plane. By introducing the 
2-DOF linear encoders, in-plane positioning errors can be compensated in a straightforward manner. To validate the efficacy of our 
approach in reducing minute waviness and slope errors, a machining experiment was conducted by single crystal diamond turning of 
a spherical surface of 200 mm in radius made of electroless nickel phosphate plating on aluminum substrate. The result shows about 
49% reduction of minute waviness and slope errors by compensation. 
 
Keywords: Compensation, Diamond Turning, Ultraprecision Machining, Optics manufacturing 

 

1. Introduction   

With a rising demand for ultraprecision optical elements, 
addressing micro waviness on optical surfaces is a key challenge. 
These waviness patterns, typically spanning 0.1 mm to several 
millimeters in wavelength, significantly degrade optical 
performance. Traditional polishing methods struggle to 
efficiently remove this waviness [1], often attributed to machine 
tool motion errors during the optical surface machining process, 
caused by machine-related issues, which significantly impact 
form accuracy [2].  

To tackle this challenge, Shibaura Machine Corp. has developed 
an innovative compensation system for an ultra-precision 
machine tool. This system employs a novel 2-DOF linear encoder 
to detect straightness errors [3]. In this paper, we introduce this 
system and present the results of a diamond turning experiment 
conducted on two identical optical surfaces. Our aim is to 
evaluate the extent to which this system improves the mitigation 
of waviness resulting from machine tool motion errors. 

2. Compensation System with 2-DOF Encoder       

2.1. Features of 2-DOF Encoder   
Machine tool motions are tracked by encoders. Standard 1-

DOF linear encoders, as seen on the X-axis in Figure 1, detect 
forward shifts but not lateral ones. Lateral shifts are often due 
to guide rail waviness, affecting workpiece accuracy. 

For simultaneous X and Y detection, a 2-DOF linear encoder is 
essential. Traditionally, it uses two scales on X and Y axes, but 

precise straightness on a long Y-scale is challenging and affects 
accuracy. 

To solve this, we've developed a fish-bone 2-DOF linear 
encoder, detecting X and Y motions using a short scale tilted 
±45°. Position shifts are calculated with these equations: 

 

Figure 1. Linear Encoder with Multi Degrees of Freedom. 

(1) 
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𝑋 =
√2

2
(𝑃𝑜𝑠1 + 𝑃𝑜𝑠2) 

𝑌 =
√2

2
(𝑃𝑜𝑠1 − 𝑃𝑜𝑠2) 

By applying the fish-bone type of 2-DOF encoders to the 
machining axis, we can capture orthogonal position shifts on 
the guide way. This makes it easier to compensate for motion 
errors in real-time, leading to improved machining precision. 

 
2.2. Configuration of Compensation System      

The machine system configuration equipped with 2-DOF 
encoders is depicted in Figure 2. In this system, the X-axis 
represents the feed axis of the machine tool, while the Z-axis 
represents the cutting axis on the spindle. The X-axis is 
equipped with a 2-DOF linear encoder to detect the 
straightness error of the motion in the X-direction. Meanwhile, 
the Z-axis is equipped with three detection unit to measure not 
only the straightness error but yawing motion error. The 
yawing angle θ can be calculated using Equation (3). 

𝜃 =
√2

2
(
𝑃𝑜𝑠𝐷 − 𝑃𝑜𝑠𝐶

𝑃
) 

By providing feedback regarding the position shifts of both the 
X and Z axes to each other, most of motion errors on horizontal 
plane can be corrected. This system was integrated into the 
ultraprecision lathe turning machine tool (ULC-100F(S); Shibaura 
Machine Corp.), which is equipped with V-V roller guides driven 
linear motors and pneumatic spindle with porous restrictor. 

3. Turning of Optical Surfaces with Real-time Compensation      

3.1. Diamond Turning of Optical Spherical Surfaces   
We conducted a diamond turning experiment to assess the 

effectiveness of the compensation method using 2-DOF 
encoders on workpiece accuracy. Two identical workpieces were 
prepared, consisting of Al-Mg alloy substrates plated with Ni-P. 
These workpieces had 100 mm diameter optical surfaces, which 
were shaped into spheres with a 200 mm curvature radius using 
a diamond tool with a 1.0 mm cutting edge radius. The surfaces 
were then machined to achieve a theoretical roughness of 
0.125 nm (P-V) by running the spindle at 1000 min-1 and feeding 
at 1 mm/min. During this process, one surface incorporated the 
compensation system, while the other did not.  
 

3.2. Evaluation of Optical Spherical Surfaces 
To assess the form accuracy of the optical surfaces we 

fabricated, we employed a laser interferometer (Verifire QPZ; 
Zygo Corp.)  to measure the slope error of the waviness present 
on the surfaces. We removed profile errors of long wavelengths 
by subtracting profile fit data consists of quartic plane curve, 
then waviness errors along diameter direction is integrated 
through 180 degree by step of 5 degrees and average was 

calculated. In addition, wavelengths above 10 mm were filtered 
out to enhance the distinction of waviness. As shown in Figure 3, 
a noticeable distinction in waviness was evident along the line 
segment stretching from the sphere's center to its periphery 
when comparing the compensated and non-compensated 
surfaces. The amplitude of waviness on the compensated 
surface was approximately ±4.7 nm p-v (peak-to-valley), while 
the non-compensated surface exhibited an amplitude of around 
±9.2 nm p-v, representing a reduction about 49%. Furthermore, 
the slope error for each optical surface measured 7.88 µrad p-v 
with compensation and 12.50 µrad p-v without compensation, 
representing a substantial 43.3% reduction. This significant 
decrease in slope error underscores the effectiveness of the 
compensation system in mitigating waviness on the optical 
surface. 

5. Summary      

A novel compensation system for the ultra-precision lathe 
turning machine equipped with 2-DOF linear encoders is 
introduced and a diamond turning experiment was conducted. 
Two sphere optical surfaces were fabricated while one with 
compensation and the other without. Results showed a 
significant improvement in reduction of waviness and slope 
errors, which indicates the accessibility of this new 
compensation system.  
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Figure 3. Form Displacement of Diamond Turned Optical Surfaces. 

 
 

Figure 2. Configuration of Compensation System featured with 2-DOF Linear Encoders. 
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Abstract 
 
Economic machining of brittle materials is enabled by ultra-precision grinding. A ductile material removal mechanism in precision 
grinding allows the generation of high surface qualities, low subsurface damage and tight tolerances. 
For precision grinding of brittle materials, fine-grained grinding wheels are commonly used, as they reduce the maximum chip 
thickness and support ductile material removal. However, a disadvantage of fine-grained grinding wheels with soft bonds is their 
susceptiality to wear, which reduces efficiency and can lead to form errors. These disadvantages could be solved by coarse-grained 
grinding wheels with hard bonds. However, the application of coarse-grained grinding wheels is challenging due to the process design 
based on the critical and maximum chip thickness. 
In this research, the applicability of a coarse-grained diamond grinding wheel with a grain size of D301 for ductile precision grinding 
of grooves in BK7 glass is investigated. For this purpose, the active grains on the circumference of the grinding wheel were identified 
and the expected material removal mechanism was calculated based on Malkin's maximum chip thickness equation. Cross grinding 
experiments with in-process force measurement were carried out to investigate the influence of feed rate and cutting speed on the 
material removal mechanism and surface generation. The evaluation of the prevailing material removal mechanism was assessed by 
surface texture and surface roughness, measured by white light interferometry. 
Based on the results, it can be shown that ductile and ductile-brittle material removal occurs with the investigated grinding wheel. 
Feed rate and cutting speed have only limited influence on the material removal mechanism and the generated surface roughness. 
Furthermore, the force measurements show that not only individual grains are engaged during the grinding process, but rather 
clusters of grains. 
 
Precision grinding, coarse-grained diamond grinding wheels, surface roughness, material removal mechanism 

 

1. Introduction  

Ultra-precision grinding enables the economical machining of 
optical and precision components made of brittle-hard 
materials. High surface qualities, low subsurface damage and 
tight tolerances can be achieved through ductile material 
removal [1, 2]. 

Fine-grained grinding wheels are generally used for precision 
grinding, as they reduce the maximum chip thickness and enable 
ductile material removal. However, fine-grained grinding wheels 
with soft bonds are susceptible to severe wear, which reduces 
the overall efficiency and productivity of the grinding process. 
Coarse-grained grinding wheels can be a solution to this 
problem, as they are less susceptible to wear due to their grain 
size and generally hard bond. However, the challenge when 
using coarse-grained grinding wheels is the process design based 
on the critical chip thickness [1,3]. 

In precision grinding of brittle-hard materials, the material 
removal mechanisms are crucial in generating the surface of the 
workpiece. According to Bifano, the material-dependent critical 
chip thickness hcu,crit, as shown in (1), describes the maximum 
tolerable chip thickness, which in this context causes a ductile 
material removal mechanism and enables the machining of high 
surface qualities.  

ℎ𝑐𝑢,𝑐𝑟𝑖𝑡  = 0.15 ∗  (
𝐸

𝐻
)  ∗  (

𝐾𝑐

𝐻
)

2
   (1) 

E describes the modulus of elasticity, H the hardness and Kc 
the fracture toughness of the material; the factor 0.15 is a 
constant determined experimentally by Bifano et al. [4]. 

Exceeding the critical chip thickness leads to the formation of 
cracks and chipping as well as damage to the subsurface [4]. 
When designing grinding processes, the decisive parameter for 
calculating the transition from ductile to brittle machining is the 
maximum chip thickness hcu,max, which has to fall below the 
critical chip thickness hcu,crit in order to machine ductilely [5]. The 
calculation of hcu,max according to Malkin requires the 
determination of the active cutting edge number Ckin and the 
grain shape factor r, as shown in (2) according to [5]. Other 
influencing variables are the feed rate vw, the cutting speed vc, 
the depth of cut ae and the grinding wheel diameter ds. 

 

ℎ𝑐𝑢,𝑚𝑎𝑥  =  (
4 ∙ 𝑣𝑤

𝑣𝑐 ∙ 𝐶𝑘𝑖𝑛 ∙ 𝑟
 √

𝑎𝑒

𝑑𝑠
)

1
2⁄

   (2) 

 
Based on Malkin’s formula, the number of active cutting edges 

per surface and the grit size have an effect on the maximum chip 
thickness hcu,max and thus on the dominant material removal 
mechanism [5]. For this reason, fine-grained grinding wheels are 
generally used for precision grinding. They have a high grain 
density i.e. a high number of active cutting edges Ckin and small 
grain diameters which, according to (2), lead to a reduction in 
the maximum chip thickness and thus favour a ductile material 
removal mechanism. Furthermore, the stochastic distribution of 
the grains promote the applicability of the described calculation 
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formula. For example, with a high grain density, deviations of 
individual grains from the average grain form used in the 
formula are not significant. However, it is questionable whether 
this applies to coarse-grained diamond grinding wheels. 
Compared to fine-grained grinding wheels, coarse-grained 
grinding wheels have a low grain density and a stochastic 
distribution of the abrasive grains is only given to a limited 
extent. This has already been shown in earlier research work [6]. 
Based on the results shown in [6], a more detailed investigation 
of the application of a coarse-grained grinding wheel is to be 
carried out, focussing on the characteristics of the grinding 
wheel topography and detecting individual grain engagement in 
the force measurement. The aim is to gain a better 
understanding of the material removal mechanism. 

2. Experimental setup, machining and analysing methods 

In this research, plunge grinding experiments are carried out 
on BK7 glass with a coarse-grained diamond grinding wheel of 
grain size D301 with varying cutting speed vc and feed rate vw. 
The objective was to investigate to which extent ductile material 
removal can be realised with the coarse-grained diamond 
grinding wheel and whether individual grain impacts are 
recognisable in the force measurement in order to gain a better 
understanding of the process.  

The grinding wheel applied is a galvanic bonded tool with 
blocky diamond grains, which was manufactured using reverse 
plating. According to the manufacturer, the envelope curve 
deviation is therefore less than 2 µm. The wheel has a radius of 
40 mm and a spherical segment shape, which radius is also 
40 mm.  

To design the grinding experiments, the previously described 
formula for maximum chip thickness according to Malkin is 
applied. Therefore, it is necessary to determine grain density 
and active number of cutting edges respectively number of 
grains. This is carried out using a Keyence VHX-6000 digital 
microscope. The entire circumference of the grinding wheel is 
mapped. The area with a width of 2.2 mm of the grinding wheel 
that will later be in contact with the workpiece is then 
considered. This contact area was determined by the geometric 
contact conditions as well as previous work and is shown in 
Figure 1.  

 

 
 

Figure 1. Exemplary digital microscopic measurement of the grinding 
wheel circumference with flattened and pointed grains  

 
Within this area, the flattened grains are counted at four 

different positions in order to determine the grain density and 
the active grains. This is done under the assumption that 
flattened grains come into contact with the workpiece during 

the experiments and remove material. Pointed grains are 
assumed to be lower and thus non-active grains as they have not 
been flattened by the manufacturer's dressing process and are 
therefore not expected to come into contact with the 
workpiece. Based on the grinding wheel circumference it was 
furthermore be determined that the grains are grouped in a way 
that they overlap in a tangential direction and several grains will 
be engaged. However, there are also gaps between these grain 
clusters. No active grains can be found here and it can be 
assumed that material removal is not to be expected here. There 
are a total of four of these gaps on the grinding wheel 
circumference. 

A grain density of 10.75 grains/mm2 is determined. With the 
process parameters shown in Table 1, this results in a maximum 
chip thickness of 11.35 nm to 26.7 nm, depending on the 
selected parameter variation. As the specimens have a tip tilt of 
less then 4 µm for clamping reasons and in order to ensure full 
tool engagement after touching procedure, several grinding 
steps are carried out. At a feed rate vw = 10 mm/min, three 
grinding steps with a depth of cut ae of 2 µm are carried out first, 
followed by a grinding step with ae = 3 µm. The last grinding step 
represents the actual experiment. The parameters are also listed 
in Table 1. In the experiments with a feed rate vw of 15 mm/min, 
the specimens could be aligned more precisely. Therefore, only 
two grinding steps with an ae of 2 µm are carried out first and 
then the final grinding step with ae = 3 µm. The last grinding step 
again represents the actual experiment. The individual 
parameter combinations are each carried out three times in 
order to obtain a sufficient number of experiments for the 
evaluation and to be able to identify outliers. The kinematics of 
the grinding experiments are shown in Figure 2. 

 
Table 1 Process parameters 
 

Machine: Cranfield Precision TTG 350 Twin Turret Generator 

Material: N-BK7 glass 

Process: Plunge grinding 

Parameters: 

vw = 10 mm/min vw = 15 mm/min 

vc = 30 ; 60 m/s 
ae, cut 1-3 = 2 µm 
ae, cut 4 = 3 µm 
hcu,max = 20.01 ; 11.35 nm 

vc = 30 ; 60 m/s 
ae, cut 1-2 = 2 µm 
ae, cut 3 = 3 µm 
hcu,max = 26.7 ; 15.07 nm 

Grinding fluid:  Emulsion 

Tools: Coarse-grained diamond grinding wheel,  
            D301 (reverse plated) 

 

 
 
Figure 2. Kinematics of the plunge grinding experiments 

 
Grinding experiments were performed on a Cranfield Precision 

TTG 350 Twin Turret Generator. The experimental setup is 
shown in Figure 3. A workpiece with a diameter of 50 mm and a 
thickness of 10 mm is mounted on a dynamometer type 
9119AA1 from Kistler, which is clamped in the main spindle. The 
tool is located on the vertical grinding spindle. The process 
forces are measured at a measuring frequency of 50,000 Hz 
using inhouse software MesUSoft. 
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Figure 3. Experimental setup for plunge grinding experiments 

 
The generated surface topography is measured using white 

light interferometry (WLI). A lens with 50x magnification and a 
measuring area of 0.34 mm x 0.34 mm is applied for topography 
characterisation. The generated depth of cut ae is also measured 
using WLI. Here, a lens with 20x magnification and a measuring 
area of 0.84 mm x 0.84 mm as well as stitching is applied. Three 
measurements are carried out for each groove. The 
measurements are analysed using the commercial software 
Mountains 9. 

3. Results and Discussion 

As described in section 2, one machining step was omitted in 
the experimental sequence with vw =  15 mm/min, as the 
specimens were already well aligned. The total depth of cut was 
determined to ensure that the depth of cut was achieved and 
that further evaluation of the experiments was reasonable. The 
depth of cut should be 9 µm at vw = 10 mm/min and 7 µm at 
vw = 15 mm/min. The results of the measurements are shown in 
Figure 4. The bars represent the mean value of all 
measurements and the error bars represent the minimum and 
maximum measured depth of cut. It can be seen that the 
intended depth of cut could be obtained with deviations. These 
deviations are shown by the error bars, which represent the 
maximum and minimum measured depth of cut of the grooves. 
The indicated deviation can be explained by two effects. 
Foremost, the specimens have a tip tilt due to the clamping 
technique, which can affect the actual depth of cut. 
Furthermore, a touching procedure is carried out before 
machining each groove to determine the surface of the samples. 
As this is done manually, there may also be slight deviations that 
affect the overall depth of cut. Except with the parameter 
combination with vc = 30 m/s and vw = 10 mm/min. However, 
the depth of cut of the final grinding step could also be realised 
in all experiments. It can therefore be assumed that the last 
grinding step of experiments were carried out with the intended 
set of parameters. 

 
 
Figure 4. Generated depth of cut ae  

The generated surfaces are measured as described using WLI. 
The tip-tilt of the measurements is removed by alignment and a 
cut-off wavelength of 80 µm is used to separate waviness from 
roughness. 

The mean arithmetic height of the generated surfaces and 
their deviation is shown in Figure 5. Roughness Sa between 
55 nm and 88 nm generated. The lowest roughness Sa occured 
at vw = 15 mm/min and vc = 60 m/s. However, there is no 
recognisable significant influence of the feed rate and cutting 
speed on the generated surfaces. The measured surface 
roughness is similar and the areas of deviation partially overlap. 
This could be due to brittle breakout during machining, as shown 
in Figure 5. This is particularly noticeable at vc = 60 m/s and vw = 
15 mm/min. Although the lowest mean arithmetic height Sa is 
measured here, the highest deviation is present once again. 

 

 
 
Figure 5. Measured arithmetic mean height Sa  
 

Based on the qualitative analysis of the generated surfaces, 
which is shown exemplarily in Figure 6, it can be seen that the 
dominant material removal mechanism was ductile or ductile-
brittle. There is only isolated brittle breakout visible. With a 
cutting speed vc of 30 m/s, almost entirely ductile material 
removal was realised. At a cutting speed of 60 m/s, a ductile-
brittle material removal mechanism occurs. There are large 
areas that indicate a ductile material removal and also smaller 
areas with brittle breakout and irregular surface morphology, 
which indicate a rather brittle material removal mechanism. This 
also explains the described deviation of the determined 
arithmetic mean height Sa. 

 

 
 

Figure 6. Qualitative comparison of the generated surfaces  
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Figure 7 shows the mean normal forces FN that occurred 
during the experiments. The deviation is not shown in this figure, 
because dynamic effects with high deviations from the mean 
value occurred in some cases, which do not allow a reasonable 
representation. Figure 6 shows a clear influence of the cutting 
speed vc on the normal force FN. With a higher cutting speed, 
significantly lower normal forces occur. This can be explained by 
the decrease in the maximum chip thickness, which is given by a 
higher cutting speed. The influence of feed rate, on the other 
hand, is marginal and does therefore not allow any clear 
conclusions to be drawn. 
 

 
 

Figure 7. Mean normal force FN of the grinding experiments 

 
Figure 8 shows an example of the force measurement of four 

grinding wheel rotations in an experiment with a cutting speed 
vc of 30 m/s and a feed rate vw of 15 mm/min. It can be seen that 
the normal force is almost identical for all four grinding wheel 
rotations and it can therefore be assumed that the contact 
conditions remain the same. The figure shows furthermore the 
dynamic effects not previously shown in Figure 6, which in some 
cases lead to very high normal forces. This can be attributed to 
individual grains that protrude slightly further from the bond 
and therefore remove more material. It is also noticeable that 
the normal force FN falls back to 0 N four times, which indicates 
an interrupted cut. The number of these interruptions 
corresponds with the number of gaps between the grain clusters 
of the grinding wheel, which were described in section 2. 
Furthermore, the individual high peaks indicate single-grain 
interactions, but these do not correspond to the number of 
single grains present in the grain clusters. Instead, several 
individual grains appear to overlap, so that only isolated single-
grain interactions can be recognised. 

 

 
 

Figure 8. Force measurement of four grinding wheel rotations in an 
experiment with a cutting speed vc of 30 m/s and a feed rate vw of 
15 mm/min 

4. Summary and conclusions 

With a coarse-grained diamond grinding wheel relatively low 
roughness below 100 nm can be generated in BK7 and mainly 

ductile and ductile-brittle material removal is present. However, 
the generated surface roughness is too high for ultra-precision 
applications and therefore further finishing process steps are 
required. 

A significant influence of the cutting speed vc and the feed rate 
on the generated surface roughness could not be determined. 

When analysing the normal forces FN, no detectable influence 
of the feed rate vw on the forces and their characteristics could 
be determined either. However, an influence of the cutting 
speed vc on the normal forces is detectable and manifests itself 
in decreasing normal forces with increasing cutting speed. This 
can be explained by the decreasing chip thickness with 
increasing cutting speed or rotational speed of the grinding 
wheel. 

A more detailed examination of the force measurements and 
the normal forces occurring for each of four grinding wheel 
rotations shows that the force is almost identical for each 
rotation. Furthermore, there are points in the force curves 
where the normal force drops to 0 N. The number of these 
points coincides with the previously determined gaps between 
the grain clusters on the grinding wheel circumference. 
Furthermore, only isolated single grain interactions can be 
detected in the force, which do not correspond to the expected 
number of engagements. It is therefore assumed that several 
individual grain engagements are superimposed and that a 
single grain analysis is not sufficient to make further conclusions 
about the material removal mechanism. Rather, another 
approach must be found to assign the occurring forces to the 
material removal mechanism and the contact conditions 
between the grinding wheel and the workpiece. 

5. Future work 

Current work is focussing on the analysis of additional coarse-
grained grinding wheels up to a grain size of D1001. The aim here 
is no longer to analyse individual grains but to measure the 
grinding wheel circumference in order to determine the grinding 
wheel topography. Using the height information obtained and 
high precision force measurements, the objective is to 
determine the load stresses in the contact zone. 
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Abstract 
 
Ideally, machining is the final manufacturing process for the product; however, surface integrity (SI) produced by it, especially for Ni-
based alloys, is a primary concern for the manufacturer. Induced surface integrity can influence the mechanical properties of the 
material. In order to improve the surface properties of the machined component, in this study, nano-metallic copper (Cu) based 
nanofluid (dispersed Cu in coconut oil) is used as a cutting environment and compared with dry machining and pure oil-based MQL 
(minimum quantity lubrication) condition. Further, its consequences on the wear resistance of machined components are studied 
with the help of ball-on-disc in reciprocating mode. Results show that dry machining produces poor surface integrity (in terms of 
surface roughness, surface topography, and microhardness) due to lack of lubrication and cooling, consequently, leads to higher wear 
of material for the machined component as compared to components machined in MQL and n-MQL (nanofluid-based minimum 
quantity lubrication) conditions.  
 

Keywords:  Incoloy 925, n-MQL, Surface integrity, Surface wear resistance      

1. Introduction 

Incoloy 925, one of the advanced versions of Ni-based alloys, 
is extensively used in the oil and gas industry owing to a 
combination of high strength and superior resistance to sulfide 
stress cracking and stress corrosion cracking [1]. However, Ni-
based alloys are often difficult to machine and show poor 
machinability and machining-induced surface integrity, which 
results in a decline in the functional performance of the material 
when it is in use [2]. The relationship between mechanical 
cutting and functional performance is significant, which is why 
several studies have been done to improve the machining-
induced surface integrity and wear resistance of the machined 
surface. Furthermore, wear (a progressive loss of materials) 
causes significant financial losses and possible failures [3]. Wear 
accounts for one-third of primary energy use and almost 60 % of 
mechanical component failure [4]. Grain refinement, hardness 
increase, and surface roughness reduction are common ways to 
improve the machining-induced surface integrity and wear 
resistance of machined surfaces [5,6]. Within the domain of 
mechanical cutting, the approaches utilized to enhance the wear 
resistance and surface integrity of machined surfaces are 
primarily classified as (i) Unconventional machining techniques 
(such as thermally aided machining, ultrasonic vibration assisted 
machining, and abrasive water jet machining), (ii) Advancement 
and optimization of cutting tools (such as coatings, micro-
textures, and geometric parameters), and (iii) Cutting-edge 
lubrication and cooling methods include minimum quantity 
lubrication (MQL), nanofluids, cryogenic cooling, high pressure 
cooling (HPC), and hybrid cooling. Unconventional techniques 
utilize high specific energy. Hence, conventional machining (like 
turning and milling) is still attractive for machining superalloys. 

However, because nickel alloys have low thermal conductivity, 
heat builds up, and temperatures rise at tool surfaces, 
compromising the integrity of the surface in terms of 

microstructural changes, thermo-mechanical stresses, and 
mechanical property changes. Hence, cooling and lubrication are 
needed to dissipate heat from the cutting zone. Several 
researchers [7,8] have reported that the surface integrity of rigid 
materials is significantly impacted by cooling and lubrication 
during the machining process. On the other hand, conventional 
lubrication raises the cost of machining and frequently leads to 
excessive lubricant wastage. Furthermore, traditional cutting 
fluids harm the environment and people [9]. Considering the 
present climate change condition and the exhaustion of natural 
resources, it is recommended to avoid using the traditional 
lubricating approach. Thanks to nanotechnology helped to 
develop cutting-edge fluid (called nanofluid), showing excellent 
properties to conventional cutting fluid, which has been proven 
to be an efficient cutting fluid when it is used under the 
minimum quantity lubrication (MQL)  technique [10,11]. From 
the previous research investigations, it is observed that most of 
the research is focused on improving the surface integrity of 
superalloys, and very limited work is available on relating the 
surface integrity to functional performance (such as tribological 
performance) of machined components. Hence, this work 
investigates the influence of different sustainable cutting 
environments on microstructure evolution and wear resistance 
properties of one of the advanced superalloys (Incoloy 925). 

2. Materials and methods      

Alloy 925, also known as Incoloy 925, was chosen as 
the workpiece and vertical milling center as a machine (model, 
VMC 600 II, Hardinge), whereas TiAlN/TiN PVD coated carbide, 
grade of KCSM40 inserts (ISO EDPT10T312PDERHD) with a 0.8 
mm nose radius made by Kennametal with indexable shoulder 
end mill as a tool holder (ISO 16A02R025A16ED10) were used. 
Machining parameters were chosen according to the 
manufacturer's suggestion for the cutting tool. These 
parameters included a cutting speed of 60 meters per minute, a 
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feed rate of 0.075 millimeters per tooth, an axial depth of cut 0.4 
millimeters, and a radial depth of cut 16 millimeters. Optimized 
MQL parameters in a previous study [12] such as nozzle pressure 
of 6 kg/cm2, a nozzle distance of 30 mm, a nozzle angle of 30° 
from vertical, and a flow rate of 150 ml/hr were used to supply 
the nanofluid that was prepared using two steps technique [13] 
in which 0.1 Vol.% Copper (Cu) nanoparticles with an average 
size of 80 nm were dispersed in coconut oil (having superior 
lubricity and excellent thermal oxidation resistance owing to 
almost 90 % saturated fatty acids (more details of pure coconut 
oil can be found in previous report [1])) using 30 minutes 
magnetic stirrer (1000 rpm) and 1-hour ultra-probe sonication 
(20 kHz). 
 

 

Figure 1. Schematic sketch of :(a)  Machining setup and (b) Tribological 
testing 

A dynamometer (model: RCD 9170A, Kistler) was used 
to record the cutting force signals (Fx, Fy, and Fz), and the 
resulting cutting force (F) was computed using Equation (1), 
whereas cutting temperature was measured using thermal 
camera (model: TIM 8, Epsilon, Germany). 

 

𝐹 = √𝐹𝑥
2 + 𝐹𝑦

2 + 𝐹𝑧
2                                                       (1) 

 
With an optical profiler (Lambda-2), the surface 

topography of machined samples was captured. A metallurgical 
optical microscope (model: Leica ICC50 HD) was used to take 
micrographs of machined samples (cross-section) after they had 
been polished to a mirror finish using various grades of SiC paper 
and alumina slurry followed by etching using HCl + H2O2. Using a 
micro-Vickers hardness tester (model: HMV-G, Shimadzu), 
microhardness was measured on a polished cross-section of a 
machined surface at different positions with a 50 g load and a 
12-second holding period. 

A 6 mm tungsten carbide ball against 30 mm x 8 mm x 
15 mm machined samples was used for the tribological test in 
the reciprocating mode of a multi-functional tribometer (model 
MFT 5000, R-tec instruments with an integrated Lambda-2 
optical profiler) with a 5 N load, 2 mm stroke, 2 Hz frequency, 
and a sliding duration of 15 minutes. The details of the 

machining setup are displayed in the sketch (Figure 1 (a)), while 
the schematic drawing for tribological testing is displayed in 
Figure 1(b). 

3. Results and discussion 

3.1. Surface roughness and topography 

Surface roughness and topography of components 
play an important role in the tribological performance. Hence, 
its characterization is essential. The 3D topography (Figure 2) of 
machined components shows that the highest variation in 
roughness (peaks and valleys) is found in dry cutting. In contrast, 
the lowest variation is observed in nanofluid-based minimum 
quantity lubrication (n-MQL) assisted machining due to 
adequate lubrication compared to dry cutting. Further, from 
Figure 3, it is observed that areal surface roughness parameters, 
Sa (average roughness) and Sq (root mean square roughness), 
are found lowest in n-MQL assisted machining, followed by MQL 
(pure oil-based minimum quantity lubrication) and dry cutting. 

 

 

Figure 2. Surface topography of machined components under different 
cutting environments 
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Figure 3. Areal surface roughness of machined components under 
different cutting environments 
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3.2. Microstructure and microhardness 

All the mechanical properties of components depend 
on the microstructure of the material. Figure 4 shows the optical 
micrograph of cross-section of the machined surface under 
different cutting environments. It is observed that within a 
certain limit of depth from the machined surface, deformation 
of grain has occurred for all the cutting environments, possibly 
due to thermo-mechanical effect [9]. Figure 5 shows that heat 
generation and cutting force are higher in dry cutting. In the case 
of MQL assisted machining, heat generation and cutting force 
are lower due to reduced coefficient of friction caused by 
lubrication effect which reduces tool wear and result in  lower 
deformation, whereas, in the case of n-MQL assisted machining, 
it is further reduced due to combination of nanoparticles and oil 
which enhances lubrication and heat transfer as compared to 
MQL and dry conditions. 
 

 

Figure 4. Microstructure of machined components (cross-section) 
under different cutting environments 

 
Figure 5. Cutting force and Cutting temperature for different cutting 
environments 

Further, Figure 6 shows that microhardness is the 
highest in the case of dry cutting, followed by MQL and n-MQL 
assisted machining, possibly due to plastic deformation caused 
by the thermo-mechanical effect, as discussed previously. 
However, the increment in micro-hardness is limited to a certain 
depth from the machined surface for all the components 
machined under different cutting environments, possibly due to 
the reduction of the thermo-mechanical effect as the depth 
increases from the machined surface. 

 
Figure 6. Microhardness of machined components(cross-section) under 
different cutting environments 

3.3 Tribological performance    

A ball-on-disc-based tribological test in reciprocating 
mode under dry conditions has been performed to correlate the 
tribological performance of machined components with surface 
topography, microstructure, and microhardness. From Figure 7, 
it is observed that the sample machined under dry cutting gives 
the highest coefficient of friction although having the highest 
hardness (see Figure 6) as compared to other samples machined 
under MQL and n-MQL conditions, which is possibly due to the 
domination effect of surface roughness parameters (see Figure 
3). Further, Figure 8 shows that the wear (degradation of 
material) of the sample machined under dry cutting is higher 
than those machined under MQL and n-MQL conditions, 
confirming that surface roughness dominates over 
microhardness for tribological performance. A similar 
phenomenon was reported by Yuan et al. [14]. 
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Figure 7. Coefficient of friction of machined components under 
different cutting environments 

 

Figure 8. Wear topography of components machined under different 
cutting environments 

5. Conclusion    

The effects of surface characteristics processed by machining 
under different cutting environments on the tribological 
performance of Incoloy 925 have been investigated. The 
following key conclusion can be drawn out: 

• Nanofluid-assisted machining gives the best 
topography with a reduction in areal surface 
roughness, Sa (average roughness), and Sq (root mean 
square roughness) by 62 % and 75 %, respectively, 
compared to dry cutting due to enhanced lubrication 
and heat transfer properties. 

• The coefficient of friction for the sample processed 
with n-MQL-assisted machining is lower by 21 % and 
13.7 % compared to dry cutting and MQL-assisted 

machining, respectively, due to lower areal surface 
roughness. 

• Although microhardness for the sample processed 
with n-MQL assisted machining is lower than that of 
samples processed with MQL and dry conditions, it 
gives lower wear of the material, possibly due to the 
domination effect of surface roughness over 
microhardness. 
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Abstract 
 
In machining with tools exhibiting geometrically defined cutting edges their microgeometry has a significant influence on the surface 
properties. The process-adapted design of cutting edges enables a targeted modification of the thermomechanical load during 
machining as well as the resulting surface layer properties. In order to increase the fatigue strength of the machined parts and to 
enhance their application performance, low surface roughness values and strong compressive residual stresses are aspired. Hence, 
for the experimental investigations, the cutting edge geometry of cemented carbide indexable inserts is modified.The size and the 
orientation (form factor KS < 1, KS > 1) of the cutting edge rounding are changed by brushing. In the experimental investigations, the 
cutting speed (50 m/min and 550 m/min) and the depth of cut (0.4 mm and 0.8 mm) are varied, while the feed is kept constant. For 
an evaluation of the resulting thermal load in turning of the aluminium alloy EN AW-2017, the temperature is measured by a tool-
workpiece thermocouple. Additionally, the components of the resultant force are recorded by a dynamometer. 
The results show an enlargement of the tangential residual stresses with an increasing cutting edge radius due to rising temperatures 
in the cutting zone. Nevertheless, the selection of a low cutting speed and a high depth of cut combined with an appropriate 
orientation of the cutting edge rounding allows for strong compressive residual stresses. In-process monitoring of the cutting 
temperature and the force components enables a better comprehension of the thermomechanical impact. Although not all effects 
of the cutting edge geometry on the residual stresses can be explained by the results of the in-process measurements, the findings 
contribute to a tailored cutting edge design and selection of the machining parameters in regard to the desired surface properties. 
 

Keywords: Aluminium, Cutting edge geometry, In-process monitoring, Surface properties, Turning 

 

1. Introduction 

The cutting edge microgeometry describes the transition area 
of the cutting edge  from the rake face to the flank face. It can 
be modified by various processes (e.g. grinding, brushing, laser 
machining, etc.). The VDI Standard VDI/VDE 2654 Part 2 defines 
various cutting edge parameters for this purpose. Commonly, 
the cutting edge radius rβ is used for the characterisation of the 
edge rounding. The form factor KS has been introduced to 
describe the orientation of the edge rounding towards the flank 
face (KS < 1) or the rake face (KS > 1). It is calculated by the 
division of the projected rounding on the rake face (Sγ) and flank 
face (Sα). Overall, the defined cutting edge design can have 
different purposes like the reduction of cutting edge chipping, 
the improvement of cutting edge stability and the enhancement 
of coating adhesion. However, modifying the cutting edge 
geometry is also accompanied by a change in machining 
conditions, in particular the thermomechanical load in the 
cutting zone. [1] 

According to Bassett et al. [2], the cutting and feed forces 
increase significantly due to the intensification of friction and 
ploughing as a result of an increase in Sα as well as the average 
radius. In contrast, an orientation of the cutting edge rounding 
towards the rake face has hardly any influence on the forces. A 
high cutting edge radius especially for KS > 1 can lead to the 
formation of a stagnation zone in the area of the cutting edge, 
similar to a sharp one, where the relative velocity between the 
tool and the workpiece material is temporarily equal to zero. 

This effect particularly applies for machining of aluminium 
where a stable built-up edge can influence the forces 
considerably [3]. Shen et al. [4] conclude that the resulting 
intensification of the ploughing effect can increase the absolute 
values of the compressive residual stresses in the material. 

Bergmann [5] measured the temperatures inside the 
indexable insert with an embedded thermocouple during dry 
orthogonal turning of C45N, Ti6AI4V, and EN AW-2007. In 
contrast to C45N and Ti6AI4V, where the measured thermal load 
increased with a larger cutting edge radius (KS = 1), there was no 
significant temperature rise (5%) measurable for the aluminium 
alloy. However, an empirically calculated temperature field 
showed that the temperature at the flank face rises with an 
increase in Sα. According to the FEM model by Bergmann et al. 
[6] for the simulation of the thermomechanical during 
machining, the increased friction in the transition area to the 
flank face is the main reason for that.  

In milling, Denkena et al. [7] investigated the influence of the 
cutting edge radius on  the  resulting  residual  stresses  of  the  
aluminium  alloy  EN  AW-7449 in milling.  On the one hand, they 
observed stronger compressive residual stresses beneath the 
surface with an increasing cutting edge radius. On the other 
hand, the tensile residual stresses at the surface rose 
simultaneously. 

Considering the influence of the cutting edge microgeometry 
on the surface roughness, inconsistent findings can be observed. 
In this regard, the ratio of undeformed chip thickness to cutting 
edge radius must be taken into account. The smaller the ratio, 
the higher the ploughing effect, which increases the material 

289

http://www.euspen.eu/


  

 

flow along the flank face and thus could lead to a deterioration 
of the surface roughness. [1] 

The state of the art in science and technology shows that the 
modification of the cutting edge microgeometry can change the 
thermomechanical load and therefore the resulting surface 
properties during machining. Nevertheless, the impact is 
strongly related to the material properties, e.g. the thermal 
conductivity and strength [6]. In this context, there has been no 
comprehensive experimental investigation in machining of 
aluminium alloys up to now. Therefore, the object of this study 
is the characterisation of the thermomechanical impact during 
machining of EN AW-2017 with different cutting edge 
microgeometries and its influence on the surface properties 
with special emphasis on the residual stresses. It is of high 
interest if the modification of the cutting edge microgeometry 
can contribute to the enhancement of the fatigue strength of 
finish machined aluminium parts. 

2. Materials and Methods 

2.1. Specimens and cutting tools 
In the experimental investigations, cylindrical specimens of 

the aluminium alloy EN AW-2017 (T4) with a total length of 
80 mm were used. The specimens were stepped and had a 
diameter of 28 mm for a length of 60 mm. For the remaining part 
of the length, the diameter amounted to 25 mm. The side with 
the smaller diameter was utilised for clamping applying a dead-
length collet chuck. 

In the finish machining experiments, uncoated cemented 
carbide indexable inserts of the type CCMT 09T304 were used. 
They were characterised by a tool included angle of 80°, a 
clearance angle of 7°, a rake angle of 0°, and a corner radius rε of 
0.4 mm. In combination with the tool holder used, the nominal 
tool cutting edge angle of the major cutting edge was 95°. After 
grinding, the cemented carbide indexable inserts were 
characterised by a cutting edge rounding rβ of 7 μm (tool type 1) 
with a form factor KS of 0.8. For a variation of the cutting edge 
microgeometry the tools were modified by brushing. Afterwards 
the cutting edges were measured by an optical coordinate 
measuring machine (Bruker alicona µCMM). The cutting edge 
radius and form factor were evaluated by the Alicona Edge 
Master Module by extracting 50 orthogonal profiles each in the 
area of the tool corner and the major cutting edge. Table 1 
shows the average values of four tools with the same cutting 
edge characteristics and their mean absolute deviations. 

 

Table 1 Measured cutting edge radius rβ and form factor KS of the applied 
cutting tools and their mean absolute deviations  

Tool 
type 

Cutting edge radius 
rβ / µm 

Form factor 
KS 

1    7.3 ± 0.1 0.80 ± 0.02 

2 14.4 ± 1.5 0.73 ± 0.06 

3 28.6 ± 3.2 0.98 ± 0.04 

4 15.6 ± 1.2 1.75 ± 0.04 
 

 Comparing the orientation of the cutting edge rounding of 
tool type 1 to 3, it can be seen that the reproducibility of the 
same form factor is difficult to achieve for different cutting edge 
roundings. The rise of the mean absolute deviation of rβ from 
tools type 1 to type 3 results from the brushing process and can 
be explained by the increasing deviation between rβ in the area 
of the corner radius and the main cutting edge. Figure 1 shows a 
modified cutting edge microgeometry in comparison to a tool 
after grinding captured by 3D laser scanning microscopy using a 
Keyence microscope type VK-9700. 

 
Figure 1. Microscope images of the cutting edges of tools type 1 and type 
3 in the area of the tool corner as well as a schematic depiction of a form 
factor KS < 1 (Sα > Sγ) 

2.2. Measurement principles and implementation 
For the acquisition of the mechanical load the tool holder was 

mounted on a three-axis dynamometer type 9257 A (Kistler), 
which was connected to a charge amplifier type 5070 A (Kistler). 
Therefore, the cutting force Fc, the feed force Ff, and the passive 
force Fp could be recorded separately during machining. 

The evaluation of the thermal load close to its point of origin 
was realised by the application of a tool-workpiece 
thermocouple. It is similar to a conventional thermocouple 
except for the fact that workpiece and tool form a natural 
thermocouple. The measured thermoelectric voltage 
corresponds to the average temperature at the interface of the 
tool and the specimen [8]. The complete setup of the tool-
workpiece thermocouple and its integration into the lathe are 
described and visualised in detail in [9]. 

 
2.3. Machining experiments 

The experimental investigations were conducted on a 
precision lathe of the type SPINNER PD 32. For pre-machining of 
the specimens, an indexable insert comprising a CVD diamond 
tip was used. The applied machining parameters were constant 
(feed f = 0.1 mm, depth of cut ap = 0.1 mm, and cutting speed 
vc = 150 m/min). To avoid a significant heating of the specimen, 
it was cooled applying a cold-air nozzle. After pre-machining, the 
specimens had a diameter of 27.8 mm.  

During finish machining experiments, the tools listed in Table 1 
were used. The thermal load was altered by choosing cutting 
speeds of 50 m/min and 550 m/min due to the direct correlation 
between the cutting speed and the process temperature. 
Furthermore,  a change in the cutting edge length in contact with 
the workpiece material was obtained by selecting two different 
depths of cut of 0.4 mm and 0.8 mm. The feed was kept constant 
at 0.04 mm. For each combination of cutting speed and depth of 
cut, two specimens were machined with one tool. All 
experiments were performed with emulsion flood cooling in an 
air-conditioned laboratory. 
 
2.4. Evaluation of surface properties 

The geometrical properties of the machined surfaces were 
measured using a stylus instrument type Mahr LD 120. The stylus 
was characterised by a spherical radius of 2 μm and an included 
angle of 90°. After finish machining, the surface roughness of all 
specimens was measured in the direction of feed motion. Three 
measurements, each with an evaluation length of 4 mm, were 
taken at different positions along the circumference at the 

1)

3)

150 µm

Cutting edge

Flank face

Rake face

Sα Sγ

rβ
Flank face

KS < 1
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beginning and at the end of the specimen. Filtering of the 
profiles was done in accordance with DIN EN ISO 21920-3. 

Residual stresses σ were measured on the specimen surface 
by X-ray diffraction (XRD) using the sin²ψ method. One specimen 
was measured for each parameter set. A diffractometer D8 
Discover (Bruker) with a Co anode (parameters 35 kV, 40 mA), a 
0.5 mm pinhole aperture, and a 1D detector LYNXEYE XE-T has 
been utilised. The tilt angles ψ were selected in such a way that 
their spacing on the sin²ψ scale is 0.1 (between 0 and 0.8 – both 
in positive and negative tilt direction). Rotation angles φ 0°, 45°, 
and 90° were used. The measurements were performed using 
the {311} peak of Al with the lattice-specific elastic constants 
Young’s modulus E{311} = 69.3 GPa and Poisson’s ratio 
ν{311} = 0.35 [10]. 

3. Results and discussion 

3.1. Thermomechanical process conditions 
In a first step, the thermomechanical impact of the form factor 

KS < 1 (tool type 2) and KS > 1  (tool type 4) was compared for 
similar cutting edge radii. Regarding the tool-workpiece 
interface temperature no significant change was visible as the 
highest temperature difference amounted to only 11.6 K 
(vc = 550 m/min, ap = 0.4 mm). The same result could be 
obtained for the measurement of the components of the 
resultant force, where the maximum force difference due to a 
higher form factor amounted to 1.5 N for Fc, 1.8 N for Ff, and 1 N 
for Fp over all experimental tests. Consequently, the variation of 
the form factor in the range from 0.7 to 1.8 had no measurable 
influence on the thermomechanical load. 

In a second step, the effect of an increasing cutting edge radius 
on the thermomechanical impact was analysed for similar form 
factors. Figure 2 shows the tool-workpiece interface 
temperature T for tools of type 1 ‒ 3 in dependence of cutting 
speed and depth of cut. The diagram displays the mean values 
of the measurements calculated from two equivalent tests and 
the standard deviations over the course of the measurements. 

 
Figure 2. Influence of the cutting edge radius rβ on the tool-workpiece 
interface temperature for different vc and ap 

Since the majority of the mechanical energy supplied to the 
cutting process is converted into thermal energy, there is a 
significant growth of the interface temperature with increasing 
cutting speed. On the one hand, there is no temperature change 
visible in regard to different cutting edge radii for the low cutting 
speed. On the other hand, high cutting speeds lead to lower 
temperatures for tools of type 2 and type 3 in comparison to tool 
type 1, but there is no clear tendency concerning the cutting 
edge radius. 

Figure 3 illustrates the average values of the components of 
the resultant force calculated from two similar experiments. The 
error bars represent the mean standard deviation over the 
course of the measurements. 

 
Figure 3. Influence of the cutting edge radius rβ on the components of 
the resultant force for different vc and ap 

The increase in depth of cut leads to an enlargement of the 
cross-sectional area of the undeformed chip. Hence, the work 
required for elastic and plastic deformation of the material 
increases and enlarges the cutting and feed forces. However, 
with a higher cutting speed the cutting force slightly decreases 
due to the material strength reduction resulting from higher 
temperatures. For vc = 550 m/min the feed and passive forces 
rise steadily with an enlargement of the cutting edge radius. This 
force enhancement could result from increased material flow 
towards the flank face (ploughing) and intensified squeezing of 
the material in the shear zone. Surprisingly, this mechanical 
impact of the cutting edge radius is not visible for lower cutting 
speeds. This behaviour could be attributed to increased built-up 
edge (BUE) formation at low temperatures, illustrated in 
Figure 4. 

 
Figure 4. Microscope images of the cutting edges of tools of type 1 and 
type 3 in the area of the tool corner after machining for ap = 0.4 mm 

Due to strain hardening the deposited aluminium material is 
harder than the specimen material and thus it takes over the 
function of the cutting edge. The temporarily changed cutting 
edge microgeometry has a different cutting edge radius and a 
higher rake angle of up to 25°. Therefore, the BUE alters the 
material flow and counteracts the force enhancing effect by an 
increased cutting edge radius. 

 
3.2. Surface properties 

Independent of the cutting edge radius, the surface roughness 
values varied between 1.3 µm ‒ 2.1 µm for Rz and 
0.16 µm ‒ 0.34 µm for Ra across all experimental tests. 
However, no consistent trend or significant change in surface 
roughness was observed that could be explained by the 
modification of the cutting edge rounding. Therefore, it is not 
considered in detail in this study. 

Different cutting edge microgeometries and machining 
parameters change the residual stress distribution in axial and 
tangential direction (Figure 5). These stress modifications 
depend on the components of the resultant force and the 
cutting temperature. 
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Figure 5. Influence of the cutting edge radius rβ on on the residual 
stresses in the axial and the tangential direction for different vc and ap 

For low cutting speeds compressive residual stresses are 
dominant due to the overall minor temperature changes of the 
specimens. They become even stronger by an increase of the 
cutting and feed forces as a result of higher plastic deformation. 
In contrast, this mechanical impact is not visible for the higher 
cutting speed as the thermal influence increases.  

In reference to [2] and [6] a higher cutting edge radius in 
combination with a form factor KS ≤ 1 leads to an increase in the 
contact surface between the tool and the specimen material in 
the area of the flank face. Furthermore, the rise of the sliding 
friction work between tool and workpiece contributes to a rise 
of the frictional heat. Finally, the enlarged contact surface in the 
tertiary shear zone favours the heat transfer into the specimen 
and therefore leads to an increase in the residual stresses in the 
tangential direction with rising cutting edge radius (see 
Figure 5). Since the cutting speed is significantly higher than the 
feed velocity, this effect is not observed in the axial direction, 
where no significant influence of the cutting edge rounding is 
evident. The described local increase of the thermal load cannot 
be seen in Figure 2 because the tool-workpiece thermocouple 
only measures the average temperature of the contact surface 
between the tool and the specimen. Since the tool-specimen 
contact surface on the rake face is larger than the contact 
surface in the area of the flank face a temperature change in the 
tertiary shear zone can hardly be measured. 

Despite there were no significant measurable differences of 
the thermomechanical load during machining with tools 
comprising different orientations of the cutting edge rounding, 
tangential residual stresses  changed (Figure 6). 

 
Figure 6. Influence of the form factor KS on on the residual stresses in 
the axial and the tangential direction for different vc and ap 

With the enlargement of the form factor tangential residual 
stresses decrease. The more the cutting edge rounding is 
orientated towards the rake face (KS > 1), the smaller the contact 
surface between tool and specimen. This leads to a reduced heat 
input into the specimen resulting in enhanced compressive or 
lower tensile residual stresses in the tangential direction, 
respectively. Additionally, the surface roughness values for Rz 
were reduced slightly in experimental tests by up to 0.4 µm. 

5. Summary and conclusions 

Different cutting edge geometries are evaluated concerning 
their thermomechanical influence on the surface properties in 
turning of EN AW-2017. The experimental findings reveal a 
significant dependency from the cutting speed. Low process 
temperatures lead to increased built-up edge formation, that 
counteracts the force enhancing effect of an increased cutting 
edge rounding. However, the enlargement of the mechanical 
load for higher cutting speeds shows no clear effect on the 
residual stresses as its influence is suppressed due to the more 
dominant thermal influence. Overall, the results confirm that 
low temperatures favour the generation of compressive residual 
stresses. In this context, the modification of the residual stresses 
by the changed cutting speed could be explained as a result of 
the global thermomechanical load. However, the local thermal 
impact of the cutting edge geometry cannot be depicted by the 
tool-workpiece thermocouple as the increase of the contact 
surface between the tool and the specimen due to a larger 
cutting edge radius is too small in relation to the overall size of 
the contact surface.  

It can be assumed that the enlarged heat transfer into the 
specimen leads to a rise of tangential residual stresses. 
Consequently, it is not recommended to apply a tool with a large 
cutting edge radius and a form factor KS ≤ 1 for machining of 
aluminium parts with a desired high fatigue strength. 
Nevertheless, compressive residual stresses can be obtained by 
applying a low cutting speed and a higher depth of cut. In terms 
of tool design, a slight reinforcement of the compressive residual 
stresses in the tangential direction can be achieved by a form 
factor KS > 1. 

Further investigations should examine in more detail the local 
heat input in the tertiary shear zone by the application of FEM 
simulations leading to better comprehension of the 
thermomechanical impact of the cutting edge microgeometry.  
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Abstract 
 
Only few materials are suited for the manufacturing of diffractive gratings or mirrors designed for the ultra-violet (UV) range. In 
recent years, research has been undertaken to identify materials capable of supporting microstructures created by ultra-precision 
machining while possessing the surface roughness required for mirror applications in the UV range. Rapidly solidified aluminium 
alloys (RSA) have emerged as promising candidates due to their micrometre sized grain and desirable optical properties. Since certain 
characteristics of common industry-standard alloys limit their use in UV optics, developing new and improved alloys holds significant 
potential. This paper benchmarks aluminium alloys RSA-6061-T6, RSA-902, RSA-7034-T6, and RSA-501. A series of ultra-precision 
shaping experiments with facetted single crystal diamond (SCD) tools were conducted to manufacture diffractive grating structures. 
Flat surfaces were polished to produce optical surfaces. The results obtained through white light interferometry (WLI) and atomic 
force microscopy (AFM) measurements indicate that RSA-6061-T6, RSA-902, and RSA-501 are promising candidates for mirror 
applications. Root-mean-square surface roughness Sq < 10 nm during the experiments were achieved. Moreover, besides RSA-501, 
RSA-7034-T6 is considered a candidate for diffractive optical elements for its capability to support microstructures. WLI 
measurements indicate that the constrains on achieving low surface roughness in ultra-precision shaping processes are 
predominantly driven by the size and - to a lesser degree - the composition of precipitates within the material. It is important to 
highlight, the impact precipitations have on surface formation during cutting. These precipitations due to its mechanical properties 
result in the random distribution of defects on the surface. Furthermore, flake structures over the RSA-501 and RSA-902 are possible 
to be observed, however no correlation with defects was found.  
 

RSA-alloys, Mechanical Manufacturing, Ultra-precision machining 

 

1. Introduction 

Aluminium alloys have gained in importance for optical system 
applications in the past years [1-3]. Among their desirable 
characteristics, mechanical properties like elastic modulus, 
hardness, density, and, in some cases, the thermal expansion 
coefficient, are crucial for the application and machinability of 
these alloys. Naturally, high reflectivity across a broad range of 
the electromagnetic spectrum including UV, is essential for 
optical applications. Innovative methods to produce these alloys 
attract the attention of optical system manufacturers towards 
materials. For instance: The melt-spinning process has proven to 
be an effective method to produce the RSA-501 alloy with an 
average grain size dg ≤ 1 µm [2]. The literature shows that the 
reduced grain size enables achieving optical surfaces with 
Sq < 10 nm by means of ultra-precision shaping [2]. Literature 
concerned with inhomogeneities in these alloys’ textures and 
the resultant influence on their machinability is scarce.  

The aim of this investigation is to analyse the feasibility of 
recently developed RSA-902, RSA-6061-T6, RSA-7034-T6, RSA-
501 for the manufacturing of optical elements. The T6 heat 
treatment indicates that the alloy was heat treated and aged at 
150 °C to hardened precipitations and increase the mechanical 
properties of the alloy. In order to give a step forward to find 
aluminium alloys suitable for further improvement of the 
surface roughness by means of UP-machining and ion beam 
etching. The texture of the above-mentioned alloys must be first 
analysed. The first hypothesis to be tested is the existence of a 

flake structure generated from the production process of RSA-
alloys. Since they may incur in surface damage during cutting. 
Secondly, the correlation between the flake structure and 
surface formation during the cutting of mirrors and structured 
surfaces is examined.  

During the melt-spinning process the alloys are rapidly cooled 
in less than a second, resulting in the formation of thin ribbons. 
The primary characteristic of this process is its ability to prevent 
grain growth, thereby generating very fine oversaturated 
crystals. After solidification, these ribbons are chopped and 
subjected to hot isostatic pressing (HIP) before being extruded 
at 300°C [3]. The fine grain structure facilitates smooth surfaces 
and is of advantage for other finishing processes such as ion 
beam etching.  

For achieving the required surface roughness for UV- 
applications, aluminium alloy substrates can be machined by 
ultra-precision machining resulting in a suitable surface quality 
for ion beam processing. Mechanical polishing process of UP-
machined aluminium alloy substrates often results in 
undesirable form deviations. With ion beam etching no such 
deviations are created. Ion beam etching is proven to reduce 
surface roughness [3]. However, the presence of precipitations 
and inhomogeneities within the alloys and their influence on 
surface formation during cutting and etching is not discussed 
conclusively. 

In ultra-precision machining with diamond tools, the above-
mentioned precipitations can be directly responsible for tool 
wear. Also, such precipitations are responsible for the formation 
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of voids or pits along the material surface during cutting, limiting 
the attainable roughness [3]. In ion beam etching processes, 
such precipitations and polycrystalline grain structures, can be 
responsible for different etching rates. Therefore, increasing the 
surface roughness instead of reducing it. Within the realm of ion 
beam etching, different strategies can be pursued to diminish 
the influence of the grain orientation by forming a passivation 
layer using O2 gas [3]. However, inhomogeneities within the 
material must be first understood, the defects origin must be 
found, then a proper method to deal with them can be 
suggested. 

2. Equipment and method     

RSA-6061-T6, RSA-902, RSA7034-T6, and RSA-501 were 
metallographically prepared, considering the extrusion 
direction. The dimensions of the samples for the analysis are 
15 mm x 15 mm x 10 mm, with each sample cut either in the 
longitudinal or transverse direction. Similar samples, were used 
for the ultra-precision shaping experiments.  

For the ultra-precision shaping experiments, faceted diamond 
tools with a setting angle χ’r = 1° were used. The experiments 
were conducted in a modified machine tool MMC1100 by LT-
ULTRA TECHNOLOGY GMBH, Germany. The cutting strategy used is 
previously described by Rolon [2] and Steinkopf [4]. The strategy 
consists of orienting the stepover direction of cutting towards 
the short grating size. The main reason for using this strategy is 
its capability to achieve constant cutting conditions and to avoid 
collisions of the tool with the tip of the blaze structure.   

The metallographic preparation was conducted using slurries 
with abrasive grains ranging from 1 µm ≤ dg ≤ 3 µm. The alloys 
were etched using a 10 % concentration of NaOH.  

For the electron backscatter diffraction (EBSD) measurement, 
samples were prepared with a vibration polishing process using 
diamond grains with dg = 0.5 µm. Measurements of the 
prepared samples was performed in a scanning electron 
microscope DSM 982 GEMINI by CARL ZEISS AG, Germany. For the 
calculation of grain size, the calliper method provided by the 
MTEX toolbox in a self-developed script in MATLAB, from 
MATHWORKS, USA, was used following the method described by 
Rolon, et. al. [2]. The etched samples were analysed using a light 
microscope DM6 by LEICA MICROSYSTEMS GMBH, Germany. 
Topography measurements from the machining experiments 
were conducted with a white light interferometer (WLI) 
Wyko NT1100 by VEECO, USA, and an atomic force 
microscope (AFM) Nanite by NANOSURF AG, Switzerland.  

3. Results      

3.1. Polishing 
All materials were polished using the same parameters and 

steps. Figure 1 shows WLI measurements of the surface and 
Figure 2 the achievable surface roughness measured in 5 
different areas over the surface. 

 
Figure 1. WLI measurement of RSA-6061-T6, RSA-902, RSA-7034-T6, 

and RSA-501 

 
Figure 2. Vibration polishing surfaces of RSA-6061-T6, RSA-902, RSA-

7034-T6, and RSA-501 

3.2. Texture characterisation of RSA-alloys  
By metallographic preparing the above-mentioned alloys, and 

etching them using NaOH 10% flake structure and precipitation 
becomes evident. The flake structure indicates areas with 
different grain sizes or concentration of precipitations. Figure 3 
shows the result of the chemical etching using 10% NaOH. 

 
Figure 3. Light microscope measurements of RSA-6061-T6, RSA-902, 

RSA-7034-T6, RSA-501 regarding the longitudinal and 
transverse section of each alloy  

After preparing the alloy, EBSD measurements were taken and 
grain sizes of the aluminium phase were measured. Figure 4 
shows the EBSD-measurements of RSA-6061-T6, RSA-902. RSA-
7034-T6, and RSA-501 along the transversal and longitudinal 
section. Figure 4 shows the histogram of grain size distribution 
for each alloy and section. In Table 1 the calculated mean grain 
size based on the grain distribution provided by the Calliper 
method of the MTEX MATLAB tool box is presented. 
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Figure 4. EBSD measurements of RSA-6061-T6, RSA-902, RSA-7034-T6, 

RSA-501 regarding the longitudinal and transverse section of 
each alloy. 

 
Figure 5. Distribution of grain size along the material texture 

Table 1 Average grain size calculation for each alloy 

Average grain size dg 

Section RSA-6061 
T6 

RSA-902 RSA-7034 
T6 

RSA-501 

 [µm] [µm] [µm] [µm] 
TS 0,80 ± 0,11 0,77 ± 0,88 0,86 ± 0,92 0,90 ± 1,01 
LS 1,01 ± 7,18 0,80 ± 2,20 1,22 ± 3,80 1,01 ± 0,90 

 
3.3 Ultra-precision shaping surfaces 

Ultra-precision shaping experiments were conducted 
according to the description in section 2. The only varied variable 
was the alloy. In this experiment, RSA-6061-T6, RSA,902, RSA-
7034-T6, RSA-501 were structured using a facetted single crystal 
diamond tool. Figure 6a) shows the results obtained within the 

experiments. Figure 6b) presents the profiles of representative 
defects of the machined surfaces. 

 
Figure 6.a) Grey scale images of UP-shaped surfaces of the RSA-alloys.  

b) Profile of exemplary defects. 

4. Discussion      

Analysis of the chemically etched structures in Figure 3 reveals 
areas with a pattern on the material texture. These patterns are 
more evident in RSA-902 and RSA-501 and less evident in RSA-
6061-T6 and RSA-7034-T6. Furthermore, the shape of these 
patterns is strongly related to the direction of extrusion. 
Therefore, such patterns on the material texture are 
characterized as flake structures. The hypothesis based on this 
observation is that these structures is formed due to two distinct 
mechanisms. The first mechanism is the reaction of the etching 
media with precipitations within the material, implying that the 
precipitations are concentrated in specific areas. The second 
possible mechanism considers the crystallization effects 
following the rapid cooling during the alloy's production. 
Specifically, during the ribbon formation process, prior to the 
hot isostatic pressing (HIP). During the production of the alloy, 
the molten alloy is poured on a rotating cooling copper wheel as 
illustrated in Figure 7 b). Depending on the pressure and speed 
of this wheel, ribbons with a specific thickness are rapidly 
created. The area of the initial contact of the molten alloy with 
the cooling copper wheel crystallises almost immediately.  
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It it is proven that the contact area with the wheel has smaller 
grains compared to the outer region of the ribbon in such rapid 
cooling processes [5]. What supports these mechanisms is that 
RSA-6061-T6 and RSA-7034-T6 do not show evident flake 
structures. The reason could be related to the post process heat 
treatment T6 on the alloy, in which the alloy is heat treated and 
aged at 150 °C. Therefore, the grains are allowed again to grow 
and to be more homogenous on the material texture. While the 
flake structures may seem not relevant for conventional or 
micro-machining processes, they are critical in ultra-precision 
machining. In processes where chip thickness can be in the sub-
micrometre range, it is assumed that the non-uniform texture of 
the material will have different reaction during cutting. 
Therefore, generating defects over the surface of the material. 
Investigation concerning the influence of such flakes during 
cutting are still ongoing. To test this hypothesis, different 
material batches must be tested and more machining 
experiments are required. 

 
Figure 7. Production process chain of RSA-alloys.  

At the polishing experiments, since the abrasive grain 
trajectory is not conducted in a definable path, it is expected 
that the cutting process occurs in all possible directions. 
Therefore, the influence of the achievable surface roughness 
regarding cutting orientation was not significantly different. The 
average grain size deviation between transversal and 
longitudinal direction were not significantly different from 
another. This experiment indicates the type of surfaces that can 
be achieved during a mechanical manufacturing process. 
However, there is still room for improvements of certain surface 
properties. Especially for RSA-902 further experiments must be 
conducted in order to assess the influence of the cutting 
parameters during the polishing process on surface formation. 

Ultra-precision shaping experiments with relatively small 
undeformed chip thickness indicate the possibility to 
manufacture grating structures using RSA-501, RSA-7034-T6, 
and, to some extent, RSA-6061-T6. However, the 
inhomogeneities themselves still present a challenge for the 
cutting process with facetted diamond tools. Especially 
precipitations found within the alloys may cause hill-like 
ruptures. This phenomenon is observed more frequently in RSA-
902. Flake structure and surface damage during cutting using 
facetted diamond tools cannot be correlated yet. However, it is 
expected that material textures with more concentrated 
precipitations would result in more defects during material 
removal. Also, considering the second supposition, areas of 
increased grain heterogeneity may lead to higher surface 
roughness by forming a step at the grain’s borders. Literature 

indicates this phenomenon is observed while machining 
aluminium AA6061-T6 [6].  

5. Conclusion 

The texture characterization of the investigated alloys reveals 
insights into potential undesired inhomogeneities within the 
alloys. Notably, the presence of flake structures and varied grain 
sizes could be limiting factors in achieving desired surface 
roughness through mechanical manufacturing processes. 
However, further experiments are necessary to substantiate this 
hypothesis. 

Alloys developed by RSP Technology are emerging as 
promising candidates for use in the optical manufacturing 
industry. Of the optical materials studied, RSA-6061-T6 and RSA-
902 demonstrate favourable surface properties for mirror 
applications. RSA-902 exhibits a higher roughness compared to 
RSA-6061-T6 and RSA-501, but there is potential for process 
optimization to enhance its surface property. Particularly in RSA-
902, the presence of precipitations limits the attainable surface 
roughness in ultra-precision shaping processes. Detailed 
assessments of its precipitations' stoichiometry are needed for 
optimization. Employing ion beam etching techniques could 
potentially yield improved surface roughness compared to 
current results as shown by Hölzel, et al. [3]. 

 In the category of high-strength alloys, RSA-501 stands out as 
a versatile material suitable not only for structured surfaces but 
also for mirror manufacturing. Its surface quality is comparable 
to that of RSA-6061. Additionally, in ultra-precision (UP) shaping 
processes. 

6. Outlook 

For further experiments, ribbons prior to the HIP process, and 
resultant alloys after HIP will be further analysed using the same 
methods as the ones discussed in this paper. The aim is to 
correlate grain size to ribbon thickness and its relation to flake 
structures appearance observed in this paper. This approach will 
allow the customization of RSA-alloys to improve the surface 
characteristics of these alloys. 
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Abstract 
 
Electric field assistance has shown positive effectiveness in facilitating the machining of conductive materials (e.g., metals and alloys). 
However, the electric field effect on the manufacturing performance of non-conductive materials is less studied. In this study, an 
external electric field is employed in micro-scratching of a non-conductive ceramic material, single-crystal calcium fluoride (CaF2). 
The electric field effect on the machinability of non-conductive CaF2 was assessed by characterizing scratched surface morphology, 
critical load, scratch profile, and acoustic emission (AE) signals. Compared to conventional scratching, the scratched surface quality 
was improved with fewer cracks and surface defects after applying the electric field. The critical load that quantitatively identifies 
the position of ductile-brittle transition and crack formation was larger with the electric field. A smoother cross-sectional scratch 
profile and larger residual depth were observed with the assistance of an electric field. The lower AE amplitude with the electric field 
further suggests that the application of the electric field can effectively suppress brittle material removal of single-crystal CaF2 in 
micro-scratching. The mechanism responsible for enhanced machinability of CaF2 in the presence of an electric field was discussed 
based on the theory of electro-plasticity and further revealed by molecular dynamics simulations. This study deepens the 
comprehension of electric field-assisted machining technology in non-conductive materials and opens a novel path for improving the 
manufacturing efficiency of ceramic components. 
 

Keywords: electric field, non-conductive materials, calcium fluoride, machinability, micro-scratching   

 

1. Introduction   

The machining efficiency is significantly influenced by the 
unique properties of workpiece materials, such as excessive 
plastic deformation in ductile metals [1,2] or high brittleness in 
ceramics and glasses [3,4]. These distinct material 
characteristics impose significant limitations on the 
machinability of materials with specific properties, hampering 
their broader application. Physical field-assisted machining 
provides a way to augment the machinability of difficult-to-
machine materials by inducing targeted modifications in 
material properties and deformation behaviours. Typical 
physical fields employed in machining include electric field [5], 
magnetic field [6,7], and thermal field [8,9]. Compared to 
thermal field assistance, electric field and magnetic field can be 
readily implemented and controlled in existing machine tools, 
contributing to both improved processing revenue and a more 
environmentally friendly machining environment. In this paper, 
we conducted an original investigation to estimate the 
effectiveness of electric field assistance in micro-scratching of 
non-conductive ceramic material. 

Electric field assistance has been successfully employed in 
various manufacturing processes for conductive metal alloys, 
which include wire drawing [10], sheet forming [11], sintering 
[12], forging [13], material joining [14], and rolling [15].  Positive 
improvements were observed in these manufacturing 
processes, e.g., reduction in forming and cutting forces, 
weakened elastic recovery, quicker ageing and recrystallization, 
increased formability, and lower specific energy for 
deformation. However, the advantages of electric field 
assistance have not been fully harnessed in the machining of 
non-conductive ceramics, let alone in the realm of precision 

micro-scratching. Furthermore, the thermal effects induced by 
electric current, such as joule heating, thermal softening, and 
thermal expansion, continue to be significant considerations in 
the study of conductive materials [16]. The existence of thermal 
effect makes it challenging to ascertain the role of the electric 
effect in the improvement of machining performance during 
machining of metals and alloys.  

The literature on the positive impact of the electric field on 
conductive materials offers a potential application for the 
assistance of the electric field to enhance the machinability of 
non-conductive ceramics. Therefore, load-varying micro-
scratching tests with and without the assistance of an electric 
field were performed in this paper. This work focuses on the 
influence of an electric field on non-conductive calcium fluoride 
(CaF2) crystal during the scratching process, which is unlikely to 
involve thermal effects that potentially affect the results of the 
investigation. The electric field effect on the machinability of 
non-conductive CaF2 crystal was assessed by characterizing 
scratched surface morphology, critical load, scratch profile, and 
acoustic emission (AE) signals. Subsequently, the material 
removal mechanism in electric field-assisted scratching of non-
conductive CaF2 was uncovered by the electro-plasticity theory 
and molecular dynamics (MD) simulations. 

2. Methodology        

2.1. Micro-scratching tests with electric field  
Micro-scratching tests were carried out on an Anton Paar Step 

300 - MCT3 Micro Combi Tester, as shown in Figure 1. A non-
conductive ceramic material, (111) single-crystal CaF2, was 
chosen as the case material to eliminate the thermal effects. The 
sample of (111)  CaF2 crystal was purchased from Latech 
Singapore with dimensions of 10 mm × 10 mm × 2 mm. Load-
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varying micro-scratching tests, with and without the assistance 
of an electric field, were performed using a Rockwell indenter 
with a 100 µm radius. During scratching, the applied normal 
force increased linearly from 0.03 N to 1 N over a length of 1 
mm, with a constant speed of 10 mm/min. The scratching 

direction was along the [112̅]  crystallographic orientation of 
(111)  CaF2 crystal. A direct current (DC) power source 
generated the electric field, with an intensity set at 10 V/cm and 
aligned with the scratching direction. 

Scratched surface morphology and scratch profiles were 
analyzed using the Olympus LEXT OLS5500 laser confocal 
microscope. The critical normal load, indicating the position of 
the ductile-brittle transition and the initiation of the first crack, 
was determined using integrated analysis software in the Micro 
Combi Tester. Additionally, AE signals during the scratching 
process were recorded with an AE sensor integrated into the 
Micro Combi Tester. 

 

 
Figure 1. Electric field-assisted micro-scratching setup. 

 
2.2. Molecular dynamics simulations      

MD scratching simulation with the influence of electric field 
was conducted on CaF2 crystal using the Large-scale 
Atomic/Molecular Massively Parallel Simulator (LAMMPS). 
Figure 2 displays the MD simulated scratching model of CaF2 

with a dimension of 50 nm × 23 nm × 13 mm  along [112̅] , 
[1̅10], and [111] directions, respectively. The diamond indenter 
(spherical cap with a 12 nm radius of sphere) first penetrated the 
(111)  surface of CaF2 crystal. After the penetration depth 
reached 0.7 nm, the indenter maintained the depth for 

scratching along [112̅] direction with a constant speed of 100 
m/s over a distance of 30 nm. During MD simulations, the 
Buckingham interatomic potential and Lennard-Jones potential 
[17,18] were respectively used to model the workpiece atom 
interaction and indenter-workpiece interaction. The external 
electric field was applied in MD simulated scratching in the form 
of Coulomb force (𝐹 = 𝑞𝐸). In MD simulations, the electric field 
intensity and direction were defined as 1 V/nm and aligned 
parallel to the scratching direction. The discrepancy in electric 
field intensity between MD simulations and experimental results 
is attributed to the size effect and geometric factors [17]. 

 

 
Figure 2. MD simulated model of scratching of CaF2 crystal. 

3. Results      

3.1. Scratched surface morphology   
Figure 3 shows the scratched surface morphology of CaF2 

crystal without and with the assistance of an electric field. The 
scratched surface was firstly covered with a damage-free region, 
i.e., ductile-removal region. With increasing normal load, 
defects and cracks started to appear on the scratched surface, 
i.e., the brittle-removal region. The brittle-removal region 
without the assistance of an electric field exhibited three types 
of defects: material peeling, lateral crack, and radial crack. It can 
be seen from Figure 3 that the application of the electric field 
enlarged the range of the ductile-removal region and delayed 
the crack formation (especially the material peeling) during the 
brittle-removal region.  

As displayed in Table 1, the application of the electric field also 
increased the critical load for ductile-brittle transition and the 
first crack formation in micro-scratching of CaF2 crystal. The 
critical load for the transiting point of the ductile-brittle region 
showed an increase of 52%, ranging from 630 mN without an 
electric field to 958 mN with the electric field. The critical load 
for the initial lateral crack rose from 949 mN to 958 mN with the 
introduction of an electric field. Similarly, the application of an 
electric field resulted in an escalation of the critical load for the 
first radial crack, increasing from 974 mN to 1000 mN. These 
results quantitatively indicate that electric field-assisted 
machining can significantly enhance the machining efficiency in 
achieving damage-free surfaces during micro-scratching of non-
conductive brittle ceramics. 

 

 
Figure 3. Scratched surface morphology without and with electric field. 
 
Table 1 Critical load (mN) for ductile-brittle transition and the first crack 
formation without and with electric field. 
 

Position 
Critical load (mN) 

No electric field Electric field 

Ductile-brittle transition 630 mN 958 mN 

The first lateral crack 949 mN 958 mN 

The first radial crack 974 mN 1000 mN 

 
3.2. Scratch profile   

Figure 4(a) presents the height image of residual scratch after 
micro-scratching under no electric field and electric field. As 
shown in Figure 4(a), cross-sectional scratch profiles were 
measured at three positions with different normal loads (400, 
630, 900 mN), which respectively represent the positions of 
ductile removal, ductile-brittle transition, and brittle removal at 
electric-free condition. Figure 4(b) shows the distribution of 
cross-sectional scratch profile at three different normal loads 
without and with electric field. At the position with the applied 
load of 400 mN, smooth scratch profiles were observed 
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regardless of electric field conditions. When the applied normal 
load increased to 630 mN, the scratch profile without an electric 
field showed significant fluctuation at one side, which is 
attributed to the material peeling on the scratched surface. The 
fluctuation of the scratch profile at electric-free conditions 
increased at the higher normal load (900 mN). Conversely, the 
cross-sectional scratch at all three normal loads exhibited a 
smooth and stable profile with the electric field. The residual 
depth is an indicator of the plastic deformation degree. As 
recorded in Table 2, the cross-sectional residual depth increased 
with the electric field at all three normal loads. It suggests that 
the application of an electric field can augment the plastic 
deformation of CaF2 crystal. 

 
Figure 4. Scratch profile without and with electric field. 
 

Table 2 Residual depth (m) without and with electric field. 
 

Applied normal 
load (mN) 

Residual depth (m) 

No electric field Electric field 

400 0.207 0.215 

630 0.341 0.353 

900 0.464 0.488 

 
3.3. Acoustic emission signals 

The AE sensor is capable of capturing signals corresponding to 
the energy dissipated during the generation of a new surface, as 
defects and cracks form on both the surface and subsurface 
during micro-scratching [19]. Therefore, the amplitude of the 
recorded AE signals reveals the degree of crack formation in 
micro-scratching. Figure 5 illustrates the recorded AE waveforms 
without and with electric fields. The percentage of AE voltage in 
Figure 5 was determined by computing the ratio of the 
measured voltage to the fixed electronic circuit voltage within 
the AE sensor system, reflecting the amplitude of AE signals. As 
illustrated in Figure 5, the introduction of an electric field 
resulted in a reduction in AE amplitude (AE voltage). It further 
indicates that the electric field assistance can suppress crack 
formation and brittle material removal during micro-scratching 
of CaF2 crystal. 

 
Figure 5. Acoustic emission waveforms during scratching without and 
with electric field. 

4. Material removal mechanism      

4.1. Electro-plastic effect   
The ductile removal of crystalline ceramics in micro-scratching 

is governed by dislocation-dependent plastic deformation. 
Hence, the observed extension in the ductile removal region 
during scratching of CaF2 crystal is believed to result from 
enhanced dislocation plasticity under an electric field. According 
to Conrad [20], the application of an electric field has shown a 
favourable potential to increase the plasticity of materials, even 
in non-conductive ceramics, which is defined as the electro-
plastic effect or electro-plasticity. Two potential scenarios were 
used to expound the electro-plastic effect on dislocation 
plasticity [20].  On one hand, the application of an external 
electric field induces a force on charged dislocations via 
electrostatic Coulomb interaction. This, in turn, enhances the 
mobility of dislocations, enabling them to surmount obstacles 
that impede deformation. On the other hand, as illustrated in 
Figure 6, charged barrier-dislocation radical pairs can also be 
reoriented to a uniform orientation where the radical pairs 
transit from singlet state to triplet state under an electric field, 
which would lower the pinning force between barriers and 
dislocations to decrease the resistance for dislocation motion. 
As a result, improved dislocation motion under an electric field 
promotes plastic deformation, which further lowers stress 
concentration and suppresses crack formation for extending the 
ductile removal region and increasing the ductile-brittle 
transition in scratching of CaF2 crystal. The results of MD 
simulations discussed in the next section will be employed to 
confirm the theory of electro-plasticity. 
 

 
Figure 6. Enhanced dislocation movement due to the spin conversion of 
charged barrier-dislocation radical pairs under an electric field. 
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4.2. MD simulated material removal behaviours 
Figure 7 presents the influence of the electric field on 

dislocation distribution at different scratching distances. During 
MD simulated scratching, dislocations mainly propagated along 
the penetration direction and scratching direction, which is 
governed by the primary dislocation slip systems {100} <110> of 
CaF2 crystal [21]. The application of the electric field had a slight 
effect on the direction of dislocation propagation. Oppositely, 
the dislocation distribution range is significantly affected by the 
applied electric field. It is evident in Figure 7 that a larger range 
of dislocation distribution was observed during scratching with 
the assistance of an electric field. The result suggests that the 
applied electric field can promote the dislocation movement and 
plastic deformation of CaF2 crystal. In addition, the total 
dislocation line length was also measured in Figure 8. The 
dislocation line length increased with increasing scratching 
distance regardless of electric field conditions, which is 
attributed to dislocation accumulation with new dislocation 
formation during scratching. Compared to the electric-free 
condition, the applied electric field increased the length of 
dislocation lines during the total scratching process, which 
reconfirms the enhanced plasticity with an electric field.  

 

 
Figure 7. Representative MD snapshots of dislocation distribution at 
different scratching distances without electric field (a1-d1) and with 
electric field (a2-d2). The letter ‘d’ represents the scratching distance. 
 

 
Figure 8. Dislocation line length during scratching without and with the 
electric field. 

5. Conclusions 

In this work, electric field-assisted micro-scratching tests and 
MD simulations were conducted to investigate the potential of 
electric field to enhance the machinability of a non-conductive 
ceramic material, single-crystal CaF2. The contributions of this 
study are highlighted as follows: 

(1) The application of electric field can result in a substantial 
reduction in surface damage and up to a 50% increase in 
damage-free machining load (i.e., ductile-brittle transition load) 
in micro-scratching of non-conductive CaF2 crystal. 

(2) The increased residual depth under the influence of an 
electric field signifies heightened plastic deformation in the CaF2 
crystal. The reduced AE amplitude with electric field suggests 
suppressed brittle fracture of CaF2 crystal in micro-scratching. 

(3) Based on the electro-plastic effect, electric field assistance 
facilitates the machinability of CaF2 crystal by the electric field 
acting as a mediator that improves dislocation mobility through 
the Coulomb interaction and spin conversion. 

(4) MD simulated scratching of CaF2 crystal showed a broader 
distribution of dislocations and an augmented length of 
dislocation lines after applying the electric field. It provides 
additional support for the theory of enhanced dislocation 
mobility under the electric field effect (i.e., electro-plasticity). 

The experimental and theoretical studies of the electric field 
effect on scratching of non-conductive CaF2 crystal will provide 
guidelines for better design and development of precision 
machine tools equipped with a well-designed electric field 
environment for the efficient manufacturing of ceramics. 
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Abstract 
 

Through the increase in importance of environmental consciousness due to legislature and social awareness, efficient though 
sustainable manufacturing processes are gaining in popularity. CO2 snow jet blasting is a widely used technology for industrial 
cleaning and allows for sustainable cleaning in comparison to established traditional methods which often necessitate the use of 
water, chemicals or abrasive material leading to hazardous waste products. In contrast CO2 snow jet blasting is a dry and residue-free 
cleaning process. The presented investigations examine the efficacy of CO2 snow jet blasting in removing a reference contamination 
consisting of a mixture of grinding oil and abrasive borcarbide particles from 316L stainless steel and tungsten carbide surfaces. The 
influence of three process parameters was investigated, stand off distance s, jet angle α and traversing speed vf. The cleaning 
performance was evaluated based on residual filmic and particulate contamination.The results show the capability of 
CO2 snow jet blasting for industrial cleaning applications by removing of up to 99 % of contaminations. 
 

Keywords: cleaning, CO2, snow jet blasting, residue-free, sustainable cleaning,  

 

1. Introduction  

As a process variant of blasting with solid CO2,  
CO2 snow jet blasting is a dry and residue-free cleaning method. 
Currently only approximately 6 % of blast cleaning method users 
utilize CO2 snow jet blasting, despite it being viewed, by users 
and suppliers, as a process with clear future potential. 
Furthermore many blast cleaning applications require a 
substrate drying process which is considered to be an important 
technological and economical aspect. This drying step can be 
entirely circumvented by CO2 snow jet blasting [1]. During CO2 
snow jet blasting, liquid carbon dioxide is released from a nozzle 
at high pressure p and room temperature θ. The sudden drop in 
pressure Δp when exiting the nozzle causes a phase transition in 
which the liquid CO2 converts into a mixture of gaseous CO2 and 
solid CO2 snow particles [2]. To increase the cleaning effect the 
CO2 snow particles are further accelerated by a pressurised air 
stream with higher pressures equating to increased cleaning 
capabilities [3]. Some current cleaning methods necessitate the 
usage of various chemicals including ecologically harmful 
ammoniac solutions [4]. By reusing the CO2 produced as a waste 
product in the chemical industry for the purpose of a cleaning 
medium and utilizing the resulting cascade, no new CO2 is 
produced [5]. For a more environmentally friendly cleaning 
process the removal of a mixture of grinding oil and borcarbide 
abrasive from differing metal surfaces using CO2 snow jet 
blasting was tested under experimental conditions. Generally 
cleanliness results should be evaluated regarding the necessary 
technical cleanliness of components or assemblies rather than 
cleaning as clean as possible, in order to reduce resource 
usage [6]. CO2 snow jet blasting is often used to clean bonding 
and functional surfaces. Due to the low abrasiveness of the 
CO2 snow particles, it is also suitable for cleaning finely 
structured and highly sensitive components in microelectronics 
and optics [7]. This paper presents the initial findings using CO2 

snow jet blasting for the cleaning of a reference contamination 
of a grinding process from 316L stainless steel and tungsten 
carbide metal surfaces. The used reference contamination 
consisted of a mixture of grinding oil and borcarbide particles of 
the size F320 and F1200. A cobalt bonded tungsten carbide was 
used within this paper with a cobalt content of wCO = 10 wt. % 
and a grain size of 0.5 µm ≤ dK ≤ 0.8 µm. The influences of 
various process parameters are presented and their implications 
discussed based on the experimental data.  

2. Methodology 

Both examined materials were cleaned simultaneously to 
avoid possible errors and random influences. A consistent and 
defined movement of the nozzle was achieved by using a robot. 
The design and analysis of the experiments were done in 
Minitab. 
 

2.1. Devices and setup 
The CO2 snow jet blasting was carried out using a single 
two-component concentric nozzle supplied with blasting media 
by the JetWorker system of the firm acp systems AG, Zimmern 
ob Rottweil, Germany, mounted to a six-axis robotic arm for 
routing purposes of the firm KUKA AG, Augsburg, Germany, of 
the type KR 10 R900-2. For the detection of residual surface 
contaminations, a fluorescence detector of the firm SITA 
Messtechnik GmbH, Dresden, Germany, of the type SITA 
CleanoSpector was used to detect filmic residues. Furthermore, 
a grazing light system of the firm PMT Partikel Messtechnik 
GmbH, Heimsheim, Germany, of the type PartSense 2.0 was 
used to detect particles left over after the cleaning process. The 
cleanliness of the substrate is classified based on two variables: 
the removed filmic contamination fr and the removed 
particles pr. The removed filmic contamination fr is given in 
comparison to samples cleaned in an ethanol ultrasonic bath. 
The removed particles pr are calculated in relation to the initial 
contaminated state. On average the contaminated samples 
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showed a Component Cleanliness Code (CCC) according to 
ISO 16232 of A(B18/C18/D19/E16/F11/G9/H10/I9/J9) for 
stainless steel and A(B19/C19/D19/E15/F12/G11/H12/I10/J9) 
for tungsten carbide before cleaning. 
 

2.2. Design of experiments  
To achieve an efficient cleaning process, multiple process 

parameters were held constant, including air pressure p, 
capillary diameter dk, and path spacing a. The air pressure p and 
capillary diameter dk were set to the corresponding maximum 
settings to achieve a strong cleaning effect, increasing both the 
mechanical and thermal influence of the CO2 snow jet blasting 
on the contamination and substrate [2]. The path spacing was 
set to a = 3.5 mm. The varied process parameters include the 
nozzles stand off distance s, the jet angle α and the traversing 
speed vf. The process parameters and routing of the cleaning 
nozzle are shown in figure 1. Based on the different settings, a 
full factorial design was created encompassing a total of 18 runs 
for each material. The experiments were repeated 2 times 
leading to 108 runs.  

 
Figure 1. Experimental setup and procedure 

3. Results and discussion 

Figure 2 shows the removed filmic contamination fr in 
correlation with the jet angle α. The results indicate a significant 
increase in cleanliness by up to 10 % through adjustment of the 
jet angle from α = 90° to α = 45°. It is important to note that the 
jet angle is not tilted along the path, pushing contamination 
ahead but rather perpendicular to the path line, as displayed in 
figure 1. The disparities in results between carbide and stainless 
steel might be due to differing surface structures or adhesion 
capabilities of the substrate. 

 
Figure 2. Results of the removed filmic  

contamination fr in correlation with the jet angle α 
 

Figure 3 shows the removed filmic contamination fr 
corresponding to the the stand off distance s. A matching 
correlation between the filmic contamination fr and the stand 
off distance s is not apparent for the investigated materials.  

 
Figure 3. Results of the removed filmic  

contamination fr in correlation with the stand off distance s 

Figure 3 shows a convex curve of the removed filmic 
contamination fr over the stand off distance s for carbide and a 
concave curve for stainless steel. The correlation between the 
removed particles pr and the traversing speed vf, shown in 
figure 4, indicates an increase in cleaning capabilities through 
decreasing the traversing speed vf. Lower traversing speeds vf 

equate to extended exposure durations of substrate and 
contamination to the CO2 snow jet. While the averaged 
measured data between maximal and minimal settings only 
varies by approximately 2 % a trend is observable. Through 
increasing the step size between settings of the traversing 
speed vf larger influences should become apparent. 

 
Figure 4. Results of the removed particulate  

contamination pr in correlation with the traversing speed vf 
 

4. Conclusion  

For all parameter combinations, 83 % - 99 % of filmic and 
particulate contaminants were removed. When only considering 
the parameter combinations with vf = 0.01 m/s and α = 45° an 
averaged CCC for particulate contaminations according to 
ISO 16232 of CCC = A(B14/C13/D12/E7) was achieved for 
stainless steel and CCC = A(B12/C12/D12/E10/F6/G5/H7) for 
tungsten carbide surfaces. The investigations show that 
CO2 snow jet blasting is suitable for the different 
material/contaminant combinations, although the process 
parameters must be adjusted according to the combination. The 
influence and interaction of contaminant and material need to 
be analysed in further studies. Many machining processes lead 
to grease, oil and particulate residues on the substrate surface. 
This necessitates cleaning steps after machining to not influence 
further manufacturing steps or the functionality of the final 
product. For this CO2 snow jet blasting can be a valid alternative 
to common chemical cleaning methods, as shown in this paper. 
The cleaning of other surface level filmic and particulate 
machining residues should be further investigated, to provide 
functional alternatives to common, environmentally harmful, 
cleaning methods.  
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Abstract 
 
Micro drilling is a common process to manufacture micro holes. However, micro drilling is characterized by burr formation at the drill 
entry and exit. Deburring is not possible or only possible with great effort. For this reason, burr formation must be avoided or 
minimized by appropriate selection of the process parameters. 
In this paper, the burr formation when micro drilling is investigated. Micro drilling tests were carried out using uncoated cemented 
carbide micro drills with a diameter of 100 µm. When machining brass, the drilled hole depth and feed per tooth were varied. Burr 
formation and manufacturing accuracy were analyzed. In particular, the burr height, the burr width, and the diameter-deviations of 
the hole were considered. The results are discussed and recommendations for micro drilling of brass are given to enhance the process 
efficiency and the functionality of the components. 
 
Micro drilling, manufacturing accuracy, burr formation   

 

1. Introduction 

Micro drilling is widely used in industrial applications [1]. In 
many cases, the quality of the micro drilled holes determines the 
functionality of the components. Micro drilling is characterized 
by burr formation at the drill entry and exit [2]. Due to the high 
cutting edge radius rβ to chip thickness h ratio (rβ/h ratio), drilling 
with these tool sizes is characterized by squeezing and friction 
processes [3], which result in burr formation. Subsequent 
deburring is not possible or only possible with high efforts. This 
results in the need for knowledge of chip and burr formation as 
a function of the process influencing variables (e.g. cutting edge 
radius, chip thickness/feed per tooth) to reduce burr formation 
and finally increase the hole quality. 

This paper focuses on the investigation of the influence of the 
parameters drilling hole depth and feed per tooth on the burr 
formation and the diameter of micro holes when using micro 
drills with a diameter of 100 µm. 

2. Experiments 

2.1. Experimental setup, tools, and workpiece material 
The tool used for the micro drilling tests was a single edged 

uncoated micro drill made of cemented carbide with a diameter 
of 100 µm (manufacturer: Prestera1). The micro drill had a drill-
point angle of 120°, a helix angle of 0° and a flute length of 
700 µm. SEM images of the tool used is shown in Figure 1.  

The micro drilling tests were carried out on the micro milling 
center (MMC), a desktop sized machine tool developed at the 
Institute for Manufacturing Technology and Production Systems 
at the RPTU Kaiserslautern. The air-bearing spindle (spindle 
speed range 10,000 rpm-125,000 rpm) has a maximum run-out 
of 2 µm at the applied spindle speed of 30,000 rpm. 

The workpiece material used for the micro drilling 
experiments was brass (CuZn39Pb2) with a size of 10 mm x 
20 mm x 3 mm. Prior to micro drilling, the workpiece was face 
milled with an end mill with a diameter of 3 mm. 

 
Figure 1. Micro drill with a diameter of 100 µm used for the experiments 
and exemplary evaluation of a drilled hole. 

2.2. Cutting parameters 
In the experiments the drilled hole depth and the feed per 

tooth were varied each at three levels: the drilled hole depths 
50 µm, 100 µm, and 150 µm and the feed per tooths (fz) of 
0.05 µm, 0.5 µm, and 1 µm were considered. The spindle speed 
of 30,000 rpm was kept constant. Each parameter combination 
was repeated three times. The order of the tests was 
randomized. All tests were carried out with one tool. The tool 
was not unclamped during the experiment, which means that 
the influence of the clamping error on the run-out and therefore 
the effective diameter of the tool is constant. This allows to 
analyze the influence of the varied parameters on the burr 
formation and the diameter of the hole in the best possible way. 
Due to the in total very short feed travel, a significant influence 
of abrasive wear on the process results can be excluded. 
2.3. Experimental procedure 

First the spindle was warmed up for 10 minutes. The feed 
travel of the micro drill inside the workpiece is composed of the 
distance until the drill tip completely entered the workpiece and 
the drilling depth itself. The movement of the micro drill outside 
the workpiece was chosen sufficiently long to ensure that the 
acceleration of the axis is completed when the micro drill enters 
the workpiece. 
2.4. Measurement technology 

To analyze the burrs and the diameter of the drilled hole, 
confocal microscope images were taken using a Nanofocus1 
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OEM microscope. A 60x objective lens with a numerical aperture 
of 0.9 was used. The measuring field was 268 µm x 268 µm.  

The width and height of the burrs and the diameter of the hole 
were analyzed using the software MountainsMap1. The 
diameter was measured in X- and Y-direction (see Figure 1). Out 
of these two values the mean value and the deviation to the 
nominal diameter of 100 µm was calculated. The burr height is 
the maximum burr height. The burr width, which represents the 
uniform bead around the drilled hole, was measured at two 
different points. As for the diameter, a mean value out of these 
two values was calculated. 

3. Results and discussion 

3.1. Burr height and width 

 
Figure 2. Burr width depending on drilled hole depth and feed per 
tooth. 

Figure 2 shows that there is only a slight increase in burr width 
with increasing drilled hole depth. The median increases from 
2.9 µm at a drilled hole depth of 50 µm to 3.4 µm at a drilled 
hole depth of 150 µm. However, the scatter of the measured 
values remains the same. The feed per tooth has no notable 
influence on the burr width.  

 
Figure 3. Burr height depending on drilled hole depth and feed per tooth. 

Figure 3 shows that the drilled hole depth only has small 
influence on the maximum burr height. The median decreases 
from 11.7 µm (50 µm) to 10.2 µm (150 µm). However, a clear 
impact of the feed per tooth is recognizable in the burr height. 
The median of the maximum burr height decreases from 
12.6 µm to 9.4 µm (fz = 0.05 µm increased to 0.5 µm), which 
corresponds to a reduction of 25 %. At the same time, the 
scatter of the values has increased. Between 0.5 µm and 1 µm 
there was a further slight reduction in the median of the burr 
height. The reason for the reduction in burr height is probably 
the exceeding of the minimum chip thickness between a feed 
per tooth of 0.05 µm and 0.5 µm, which results into a better chip 
separation and less ploughing. 

 
3.2 Diameter deviation 

Figure 4 shows that there is an increase in the scatter of the 
measured values of the diameter deviation with increasing 
drilled hole depth. In contrast, the median stays at the same 
level (7.5 µm) from a depth of 50 µm to 100 µm and increases at 
150 µm to 12.0 µm. In general, it can be observed that the 
measured diameters are higher than the nominal diameter of 

100 µm. This deviation cannot be attributed to the run-out of 
the spindle. 

As the drilling depth increases, more chips must be removed 
out of the hole. Since the tool has no helix, it is possible that the 
chips are not removed out of the hole sufficiently fast, resulting 
in squeezing processes on the circumference of the drill and 
increasing temperatures. This could lead to built-up edges 
resulting in an increase in the effective diameter. 

 
Figure 4. Diameter deviation depending on drilled hole depth and feed 
per tooth. 

In contrast to the drilled hole depth, the scatter of the 
measured values of the diameter deviation decreases with 
increasing fz. The lowest median with 7.0 µm was achieved with 
the central fz of 0.5 µm. The highest median with 12.0 µm 
occurred at fz = 0.05 µm. The reduction in diameter deviation is 
probably due to the lower amount of ploughing at 0.5 µm 
compared to 0.05 µm, which results in less adhering material at 
the tool. With a further increase of fz to 1 µm, the chip cross-
section is further increased, which leads to a higher load on the 
micro drill. 

4. Conclusion and outlook 

In this paper, micro drilling with a single-edged 100 µm 
diameter tool was examined. The focus was on burr formation 
and diameter deviations when machining brass. The drilled hole 
depth and the feed per tooth were varied each at three levels. 

The results show that the drilled hole depth has no influence 
on the burr formation, but on the diameter variation. The feed 
per tooth has no influence on the burr width, but on the burr 
height. The diameter deviation was positively influenced by 
rising feed per tooth. 

These first studies show that the hole quality in micro drilling 
can be improved by adjusting the drilling parameters. In further 
studies, the parameter field will be extended and also through-
holes as well as drilling cycles will be examined.  
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Abstract 
To achieve high quality surface finishes, cutting tools with low cutting edge waviness and sharp cutting edges are needed. Commonly, 
polished monocrystalline diamond tools are used. The size of the optimal cutting edge radius (RE) and micro geometry is highly 
dependent on the material to be machined. Generally, a smaller RE is suitable for soft materials like copper or aluminium,but brittle 
materials require a higher value which ensures effective negative rake. Furthermore, the actual RE value is a critical component for 
setting up process parameters when brittle materials are machined. Currently, the measurement of the RE of ultra sharp tools 
remains challenging. Ordinarily, the values of RE fall within the range of tens to hundreds of nanometres. Measurement using optical 
methods is not viable as the diffraction criteria of visible light limits the resolution to effectively larger values than the RE to be 
measured, while the reflectivity and transparency of polished diamond hinder effective confocal measurements. Consequently, tool 
manufacturers are generally unable to provide an RE value for a given tool. The current state of the art approach for the measurement 
is a reversal method. For this, an impression of the cutting edge in a soft material (i.e. copper) is created using a dedicated device 
and the reverse artefact of the cutting edge is analysed. Currently, the measurements are conducted using atomic force microscopy 
(AFM). The indentation depth and sidewall angles that can be measured with this approach are limited. In this research, a high 
precision machining centre is used to generate the reverse artefact, allowing for simple industrial implementation of this technique. 
Furthermore, additional methods for indentation measurements are explored. These include a combination of focused ion beam 
(FIB) milling, scanning electron microscopy (SEM) evaluation and direct SEM evaluation of a platinum sputter coated cutting edge. 
Cutting edge radii with double digit nanometric dimensions have been successfully evaluated using this novel approach. 
 
diamond tool, tool geometry, cutting edge, measurement, scanning electron microscope (SEM), atomic force microscopy (AFM)   

 

1. Introduction 

For high quality surface finishes, polished tools with a low 
cutting edge waviness are needed. Traditionally, these tools are 
crafted from monocrystalline diamond (MCD); however, 
alternative materials such as binderless polycrystalline diamond 
(BL-PCD) or cubic boron nitride (CBN) are increasingly being 
utilized [1], [2]. Generally, the cutting edge radius (RE) of 
polished MCD tools falls within the 20-200 nm range and they 
generally have a 0° rake angle.  

To achieve sufficient surface quality when machining hard and 
brittle materials such as monocrystalline silicon or silicon 
carbide, it is essential to operate within the ductile cutting 
regime [3]. This regime is achieved as a combination of 
hydrostatic pressure, sheer strain and elevated temperature in 
the cutting zone (primary deformation zone) [4]. The nature of 
this state is a direct result of tool geometry and mostly the 
effective rake angle. Which typically has to have a negative value 
[5], [6]. 

The effective negative rake can be either generated by an 
actual rake angle or by selecting an appropriate combination of 
RE and maximum chip thickness (Hm) value [7]. Therefore, in the 
context of machining hard and brittle materials in a ductile 
cutting regime, accurate knowledge of the cutting edge radius of 
a tool is imperative for the proper configuration of machining 
parameters, with particular emphasis on the Hm [8], [9], [10]. 
For these reasons, the evaluation of the cutting edge radius of 
the cutting tool is a critical factor. 

The state-of-the-art approach uses direct and indirect atomic 
force microscopy (AFM) measurement of the RE. The direct AFM 
measurement requires a laborious alignment process and the 
risk of cantilever tip damage is significantly high. Hence, the 
indirect approach (reversal method) is being explored. The 
cutting edge of the tool is indented into a soft and ductile 
workpiece and the resulting indentation is analysed. [11], [12] 

Direct optical measuring methods cannot be used due to the 
optical diffraction limit of light used in the measuring devices. 
This limits the lateral resolution to 10 nm which is insufficient 
considering the typical RE values of the evaluated tools [12]. 
Moreover, the spatial resolution, restricted by the Abbe limit, is 
also inadequate. The reflectivity and transparency of polished 
diamonds hinder effective confocal measurements. 

This study investigates the feasibility of measuring RE in ultra 
sharp polished cutting tools using diverse methodologies. The 
assessment involves SEM techniques and the application of a 
reversal method. The outcomes obtained from the reversal 
method are further analysed through AFM and a combination of 
FIB cutting and SEM analysis.  

2. Materials and methods      

Two distinct approaches were used to measure the RE in this 
work. Initially, the possibility of evaluating the tool directly using 
SEM was explored. The MCD tools were coated with 20 Å of 
platinum and subsequently analysed. Firstly, the ball milling tool 
was angled in a 5-axis SEM so that the electron beam was 
tangent to the analysed section of the cutting edge. 
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Consequently, the focal plane was adjusted to the point where 
the electron beam tangentially intersected with the ball mill (see 
Figure 1). Secondly, a direct cutting edge analysis was carried out 
of a damaged section of the tool. A chip in the cutting edge 
effectively provides a cross section of the tool. 
 

 
Figure 1. a) Setup of the tangential direct SEM measurement and b) 
schematic diagram of the indentation procedure – the red arrow shows 
the feed motion 

Subsequently, a reversal method is investigated. The cutting 
edge of a stationary tool is pressed into a soft workpiece, similar 
to indentation hardness tests. The tools were indented into a 
99% pure copper workpiece with an indentation depth of 5 μm.  
This material has a combination of high density, large Young’s 
modulus and low yield strength, which is a favourable 
combination of characteristics for this purpose [13]. As a result, 
the elastic deformation after the indentation will be minimal 
[13]. Drawing upon the research conducted by Zhang et al., the 
impact of elastic deformation on measurement results falls 
within the low single-digit nanometer range. They found that for 
indentation depths larger than 200 nm the elastic recovery can 
be ignored [12]. Furthermore, the chemical interaction between 
the tool and the copper workpiece should be minimal.  
Prior to the indentation procedure, the face of the part was fly 
cut with an MCD tool to achieve a single digit nanometric 
surface. The indentations were performed on a Kern Micro HD 
precision CNC machining centre, which provides a positioning 
accuracy to within 1 μm. All of the evaluated tools have a flat 
rake (i.e. no helix) and a single flute and were held in the spindle 
in a standard powRgrip holder. The length of the tools was set 
using a Blum laser tool setter and finetuned by milling a flat 
surface at a location measured by a touch probe. The spindle 
angulation was found using a dial test indicator swept over the 
rake and the position held through the NC control. The 
indentation was performed at a speed of 5 mm/min with a 1 s 
dwell time at the final depth. The cutting edges of all the tools 
were inspected pre and post indentation and process induced 
damage was not found.  
Three specific tools were evaluated: tool A (‘Standard’) was an 
MCD tool which was a 6.206 mm MCD ball mill with a 0° rake 
from Contour Fine Tooling BV; tool B was a new, 6 mm MCD ball 
mill with a -30° negative rake and a chemically assisted rake 
finishing process from  Edge Technologies; and tool C was a new, 
2 mm BL-PCD ball mill with a 0° rake and polished rake and flank 
from SUMITOMO ELECTRIC Hartmetall GmbH. Because the 
evaluated tools are ball mills, the resulting reverse artefact to be 
evaluated is a V groove (see Figure 2), which gets gradually 
shallower towards one end. Therefore, the depth of the 
indentation can be in the range of μm at the tip even if the depth 
requirement for the evaluation is in the tens of nanometres 
range. 
 

 
Figure 2. Top view of the indentation made with tool A 

The AFM measurement of indentations is done using the Park 
Systems NX20 in non-contact mode. The lateral imaging 
resolution was set to  4.88 nm. The AMF probe limitation has to 
be taken into account for cutting tools with a 0° rake angle either 
by measuring indentations shallower than the RE or indenting 
the workpiece at an angle. Here the cutting tools with a 0° rake 
angle were indented with a B axis angulation of 35°, while the 
spindle was oriented appropriately as shown in Figure 2 b). As a 
result, the indentation features walls angled over 90° from the 
top face, allowing access for the AFM probe tip.  
The second approach to evaluating the indentations was a 
combination of FIB milling and SEM imaging using the In-Beam 
SE detector. The analysis was done on a Tescan XEIA3. Before 
the FIB milling the area was coated with platinum to reduce 
process-induced damage of the surface as well as the curtaining 
effect. Figure 3 shows the entire sequence of steps where the 
surface is firstly coated with platinum and subsequently the FIB 
cut is made at a specified location. 
 

 
Figure 3. The sequence of the SEM analysis: a) the raw indentation in the 
workpiece, b) coated with platinum, c) a side view of the indentation and 
d) a micrograph of the cutting edge with a view field of 5 μm. Note that 
this analysis method is not limited by the geometry of the indentation. 

3. Results and discussion      

3.1. Direct measurement of MCD 
Using the direct SEM approach has a smaller risk of damaging 

the cutting tool during the analytical process. Apart from 
manipulation, coating and the electron beam, there is no 
interaction with the tool. The results from the direct SEM 
analysis with the tangent approach are displayed in Figure 4. The 
mean RE value measured with this method was 146 nm with 
standard deviation (SD) of 7 nm at a point 30° from the tool 
rotation axis. However, this approach has several drawbacks. 
Precision is crucial in placing the focal plane precisely where the 
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electron beam is tangential to the cutting edge, which is a task 
heavily reliant on the operator's precision and highly susceptible 
to human error. The rotation of the tool along its axis is another 
critical step, greatly dependent on the operator and impactful 
on the results. Furthermore, the section of the cutting edge 
above the focal plane causes blurring due to electron beam 
blockage, diminishing the clarity of the measured feature.  

This method is straightforward in terms of preparatory steps, 
but its precision and repeatability are constrained because the 
correct focal plane setting which affects the results is susceptible 
to operator error. Therefore, all the samples should be analysed 
by the same person with meticulous care to ensure the validity 
of the results. This method is better suited for comparing several 
significantly different tools rather than for precise 
measurements.  

 

 
Figure 4. a) Direct measurement of the RE using the SEM beam tangent 
to the ball mill and b) direct measurement of the RE at a chipped section 
of the cutting edge – tool A. 

SEM imaging of a section of the cutting edge damaged by 
chipping offers a clear visual representation of the cutting edge 
shape (effectively a cross section), and finding the correct focal 
plane is more straightforward with this method. However, it is 
only suitable for the analysis of used and damaged tools. 
Additionally, the section of the cutting edge that is to be 
analysed cannot be freely selected. Any measurement results 
will have to be corrected if the imaged plane is not normal to the 
cutting edge. 

The direct RE measured at the chipped section (see Figure 4 
b)) of a used MCD tool (tool A) was  89 nm with SD of 3 nm. This 
value aligns with the edge reversal method (FIB-SEM) in which 
the same section of the cutting edge was measured, yielding a 
value of 88 nm with SD of 2 nm. In the same setup, this approach 
can be employed for comprehensive wear analysis of tools, as 
wear marks (e.g. VB wear, chipping of the cutting edge) are 
visible and measurable. Larger sections of the cutting edge can 
be evaluated than the single cross section in the FIB-SEM 
reversal method.  

 
3.2. Measurement using the reversal method 
 
3.2.1. Evaluation of RE using AFM 
The combination of the indentation method and AFM 

measurement as demonstrated by Zhang et al. and Chen et al., 
involves a dedicated nanoindentation device with a depth 
setting below 200 nm [9], [10]. One of the disadvantages of 
measuring deep indentations is that AFM probes with a high 
aspect ratio need to be used and that a significant height 
difference between the original surface and the indentation 
might influence the result and cause damage to the probe. 
Therefore, here a shallow section of an indentation left by a 
circular cutting edge is scanned.  

Even with a shallow section the material displaced around the 
indentation and the resultant burrs (see Figure 2) hinder the 
measurement process. The resulting scans do not follow the 
expected shape of the indentation and show a significantly 
higher RE than the other methods (leading to improbable 
values). It was also found that this measurement method is 

sensitive to the meticulous alignment of the sample as well as its 
cleanliness. Future research should focus on resolving the 
deficiencies in the current understanding of RE AFM 
measurement, specifically its process parameters, challenges, 
and optimal settings. Owing to these complexities, further 
exploration of this method was not pursued. 

 
3.2.2. Evaluation of RE using FIB-SEM combination 
Evaluation of the cutting edge radius combining the reversal 

method and FIB with SEM imaging provides a clear image of the 
micro geometry for a given cross-section. The procedure is 
definitive and replicable. This method can be used for any tool 
material and the precision of the edge radius is limited only by 
the SEM resolution. Unlike AFM this measurement is not 
constrained by the geometry of the indentation. For instance, 
tool C underwent indentation with a rake face perpendicular to 
the top surface of the copper workpiece, and the corresponding 
evaluation is depicted in Figure 5 b). 

 

Figure 5. Evaluation of the RE of a) tool A and b) tool C with rake face 
indented perpendicular to the top face of the copper workpiece  

It is worth noting that only a single cross-section of the cutting 
edge can be imaged at a time. This limitation restricts the 
possibility of averaging, a common practice in standard RE 
evaluation with optical methods. In further research a series of 
FIB cuts and SEM measurements could be done to achieve the 
averaging effect and obtain a more comprehensive analysis of a 
cutting edge section. Furthermore, the observation of tool wear 
is not as straightforward as other methods, even though the 
change in the rake angle caused by VB tool wear is still clearly 
noticeable (see Figure 6).  

All three tools are assessed with this method, with tool A 
intentionally evaluated at a spot where a significant portion of 
the cutting edge is chipped away. This spot exhibits the smallest 
RE, allowing for the evaluation of the resolution limit of this 
method. The resulting RE 27 nm with SD of 3 nm for tool A at 
this specific section, can be determined from Figure 5 a). 

 

 
Figure 6. The arrow indicates VB tool wear on the flank face of an MCD 
tool. 
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Tools B and C were measured using the same approach, and 

the resulting RE for tool C was 126 nm with SD of 5 nm. However, 
achieving precise measurements for tool B proved challenging 
due to the excessive curtaining effect near the RE area (see 
Figure 7). This limitation highlights a potential pitfall of the 
measurement method. Curtaining in each sample must be 
assessed, and appropriate FIB milling parameters need to be 
established to minimize the associated effect, along with 
thorough cleaning of the sample before the FIB-SEM process. 

 

 
Figure 7. Analysis of indentation created by tool B, with the arrow 
indicating a feature (wave) resulting from the curtaining effect, which 
hinders effective RE measurement. 

4. Conclusion 

This work presents existing and novel approaches, all of which 
are viable for the measurement of cutting edge geometry and 
RE in ultra-sharp cutting tools. 
Direct SEM – This method consists of direct observation of a tool 
using an SEM. It is a valid option which gives accurate results for 
the assessment of damaged tools that effectively have a physical 
cross section (i.e. chipping) of the cutting edge. In addition, the 
tool wear can be analysed. The application of this technique on 
new tools is constrained due to the tangential approach of the 
electron beam. This approach complicates the identification of 
the correct focal plane and results in blurring in the measured 
area. 
AFM reversal method – The cutting tool is indented into a soft 
ductile workpiece and the reverse artefact is scanned using AFM, 
from which the RE is measured. As demonstrated in prior 
research, this method is viable. Here it was found that it is 
sensitive to material displacement around the indentation and 
requires meticulous sample preparation for successful 
outcomes. A notable gap in the current literature is the lack of 
detailed descriptions of the AFM measurement process, its 
parameters, and potential challenges, which future studies 
should aim to address. 
FIB-SEM combination – This novel method also relies on analysis 
of the reverse artefact of the cutting edge. Using FIB milling a 
cross section of the indentation is revealed with minimum 
process induced damage, and this is subsequently imaged by 
SEM. It can be reliably used for RE measurement of ultra sharp 
cutting tools. Additionally, there is no restriction of the 
indentation geometry. This analysis can be hindered by the 
curtaining effect caused by FIB milling, which needs to be 
monitored. Future work should focus on a reduction of the 
curtaining effect, ensuring accurate and repeatable results. 
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Abstract 
 
For precision drilling, it is important to reduce tool wear. Thus, in this study, we investigated tool wear in drilling conducted by 
supplying a water-soluble cutting fluid diluted with an alkaline aqueous solution. Through-holes with a diameter of 5 mm were drilled 
while supplying a water-soluble cutting fluid diluted with potassium hydroxide (KOH) or sodium hydroxide (NaOH) aqueous solution. 
Workpieces were flat plates made of non-heat-treated tool steel, and drills were made of heat-treated high-speed steel. The drilling 
was conducted at a constant feed rate. The cutting fluid was applied to a machining point at a constant flow rate. After drilling, the 
top of a drill was photographed with a digital microscope. From the obtained photographs, the wear length of the outer corner was 
measured. For comparison, through-holes were also drilled while supplying a water-soluble cutting fluid diluted with tap water. 
Experimental results indicate that the use of an alkaline aqueous solution for dilution is effective for inhibiting the outer corner wear 
of the drill. The wear was inhibited in the drilling of up to at least 150 holes when the initial pH of the cutting fluid was approximately 
12. The length of the outer corner wear when using the KOH aqueous solution was almost the same as that when using the NaOH 
aqueous solution. It was considered that the wear was inhibited by the passive film generated on the tool surface in the alkaline 
aqueous solution, which protected the tool surface. 
 

Keywords: Drilling, Cutting fluid, Alkaline aqueous solutions, Tool wear, Tool steel, Potassium hydroxide, Sodium hydroxide  

 

1. Introduction  

In recent years, some researchers have investigated the tool 
wear reduction caused by using a cutting fluid mixed with strong 
alkaline water produced by electrolysis [1–5]. On the other hand, 
in our present study, we investigated tool wear in a process by 
supplying a water-soluble cutting fluid diluted with an alkaline 
aqueous solution that was not produced by electrolysis. 
Producing strongly alkaline water by electrolysis requires an 
electrolysis apparatus and a long time. In contrast, our method 
only requires the dissolution of granules, making it easy to 
prepare strongly alkaline water. For precision drilling, it is 
important to inhibit tool wear. The inhibition of tool wear also 
allows the increase in productivity because the number of times 
of changing tools is reduced.  

Thus, in the present study, we drilled a steel flat plate while 
supplying a cutting fluid diluted with potassium hydroxide (KOH) 
or sodium hydroxide (NaOH) aqueous solution. The wear of the 
outer edge of the drill was examined. A drill used in this study 
was  made of heat-treated high-speed steel, which was coated 

with (Al, Ti) N. Such drills are widely used in the manufacturing 

industry for drilling holes in steel. Therefore, it is industrially 
valuable to reduce the wear of such tools in a drilling process. 

2. Experimental 

2.1 Experimental apparatus and material      
Figure 1 shows the experimental apparatus, which mainly 

consists of a drilling machine and a circulation system for the 
cutting fluid. The drilling machine has an automatic spindle feed 
function. On the worktable of the drilling machine, the x–y stage 
and the vessel are fixed. A workpiece is set in the vessel. The 
cutting fluid is supplied to a machining point through a tube at a 

constant flow rate. The cutting fluid is allowed to flow from the 
vessel to the fluid reservoir and is then circulated to the 
machining point by the pump.  

A drill was made of heat-treated high-speed steel coated with 
(Al, Ti) N, whose diameter was 5 mm. Workpieces were flat 
plates with a thickness of 7 mm made of non-heat-treated tool 
steel. The hardness of each workpiece was measured to be 333 
HV using a micro Vickers tester. 

 

Figure 1. Experimental apparatus.   

 
2.2 Experimental method 

Through-holes with a diameter of 5 mm were drilled in each 
workpiece using the drilling machine. The number of revolutions 
of the drill was 750 rpm and the feed rate of the drill was 0.07 
mm/rev.  

KOH and NaOH aqueous solutions were prepared by dissolving 
their powder in tap water. The cutting fluid was water-soluble 
and diluted with KOH or NaOH aqueous solution. The cutting 
fluid was applied to a machining point at a flow rate of 
approximately 100 ml/min. The pH of the cutting fluid was 
measured with a glass electrode pH meter. 
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After drilling several holes, the drill was removed from the 
machine, and the drill tip was photographed with a digital 
microscope to evaluate tool wear. In general, flank wear is 
evaluated to determine tool life in normal drilling operations. 
The flank wear is greatest at its outer edge, which dominates the 
drill life. Thus, in this study, we measured the wear length of the 
outer edge from the obtained photographs. Figure 2 shows an 
example of the drill tip. The length of the wear of the outer edge 
was calculated from the change in angle θ on the basis of the 
initial angle θ0 as a reference. 

 

Figure 2. Photograph of the top of drill. 

 

3. Experiment using cutting fluids prepared by diluting the 
concentrate with KOH and NaOH aqueous solutions 

 
By using the water-soluble cutting fluid prepared by diluting a 

concentrate (NEOS Company Limited, CFS-100) with the KOH 
aqueous solution, we drilled through-holes: the pHs of the KOH 
aqueous solution and the resulting cutting fluid were 12.5 and 
11.7, respectively. For comparison, drilling was also conducted 
using the cutting fluid prepared by diluting the concentrate with 
tap water: the pHs of the tap water and resulting cutting fluid 
were 8.3 and 9.5, respectively.  

  Figure 3 shows increase in the length of the tool wear with 
the number of drilled holes. In Fig. 3, the length of the tool wear 
is the average of three replicates. As shown in Fig. 3, the tool 
wear was inhibited by using the KOH aqueous solution. 

Next, by using the water-soluble cutting fluid prepared by 
diluting the concentrate, which is the same concentrate as that 

described above, with NaOH aqueous solution，through-holes 

were drilled: the pHs of the NaOH aqueous solution and the 
resulting cutting fluid were 12.5 and 12.0, respectively.   

Experimental results are also shown in Fig.3, showing  increase 

in the length of the tool wear with the number of drilled holes. 
As shown in Fig. 3, the tool wear was also inhibited by using the 
cutting fluid prepared by diluting the concentrate with the NaOH 
aqueous solution. Moreover, it was found that the tool wear 
when using the NaOH aqueous solution is almost the same as 
that when using the KOH aqueous solution. This result indicates 
that the cutting fluid prepared by diluting the concentrate with 
the alkaline aqueous solution inhibitions tool wear. 

  Figure 4 shows the change in the pH of the cutting fluid 
sampled from the fluid reservoir during with the number of 
holes. As shown in Fig. 4, the pHs of the cutting fluid prepared 
using the KOH and NaOH aqueous solutions after drilling 150 
holes reached 11.0 and 11.1, respectively. Thus, the cutting fluid 
maintains alkalinity during the process.  

  One reason for the inhibition of the wear is the passive film 
generated on the tool surface in the alkaline aqueous solution, 
which protected the tool surface. Generally, passive films can be 
formed on Fe in an alkaline aqueous solution. Therefore, it is 

possible that tool wear is reduced by using other alkaline 
aqueous solutions. 

Figure 3. Increase in length of tool wear when using KOH and NaOH 
aqueous solution with the number of holes. 

 

 

Figure 4. Change in pH of cutting fluids with the number of holes. 

4. Conclusions 

We investigated tool wear in drilling conducted by supplying a 
water-soluble cutting fluid diluted with an alkaline aqueous 
solution, such as KOH or NaOH aqueous solution. As a result, we 
found that tool wear was inhibited by using a cutting fluid 
prepared by diluting a concentrate with an alkaline aqueous 
solution.  

In this study, we used only KOH and NaOH, but there are a 
variety of alkalis. Further cutting experiments using different 
alkaline solutions are required to select an optimum alkali. 
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Abstract 
 
Actuator elements are essential components of micro-mechanical systems with application areas in the automotive industry, medical 
technology or mechanical and plant engineering. Magnetic shape memory alloys (MSMA) based on the alloying elements Ni-Mn-Ga 
offer an industrial alternative to piezo actuators, but are cost-intensive to manufacture. They react sensitively to higher machining 
temperatures and pressures, which makes it difficult to mechanically produce the required final contours. This article shows that, 
under certain conditions, grinding and lapping enable the production of flat surfaces and surface roughnesses of  
Rz ≤ 0.1 µm can be realized.  
 

Keywords:  magnetic shape memory, double face grinding, lapping, mechanical machining    

 

1. Introduction 

Against the background of short switching times ts, high 
energy densities, low wear and without direct electrical contact, 
actuators with magnetic shape memory effect are relevant for a 
variety of applications [1, 2, 3]. One specific magnetic shape 
memory alloy (MSMA) consist of nickel (Ni), manganese (Mn) 
and gallium (Ga). The alloy can be manufactured with a single 
crystalline martensite structure with distinct twin boundaries, 
shown in Figure 1a. When a magnetic field is applied, the lattice 
is displaced and the motion of the twin boundaries results in 
magnetic field-induced strains (MFIS) [4, 5].  

For use as actuators, the MSMA must be processed into small 
rectangular sticks. Due to its physical properties, however, both 
higher temperatures ϑ and pressures p are critical for producing 
the final contours and ensuring high dimensional accuracy. 
Depending on the material composition, higher temperatures ϑ 
during processing can lead to a transformation from martensite 
to austenite. Furthermore, increased pressures p during 
mechanical processing or clamping of the semi-finished 
products lead to the indication of cracks and also an offset of the 
twin boundaries, shown in Figure 1b [6]. Machining processes 
such as milling, grinding or lapping offer an economical series 
production of the sticks if a precise production of functional final 
contours with high plane parallelism and low edge layer damage 
can be achieved. In this paper, different approaches for one-
sided grinding and lapping of the MSMA are presented and 
discussed.  

2. Experimental setup 

For the investigations, sticks of MSMA were prvided by the 
company ETO GRUPPE TECHNOLOGIES GMBH, Stockach, Germany. 
The sticks have a length of l = 15 mm, a width of b = 3 mm and a 
thickness of t = 2 mm. As can be seen in Figure 1a, the sticks 
supplied have no damaged edge zones due to electro-chemical 
pre-treatment, which makes the individual twin boundaries of 
the alloy visible.  

 

 
Figure 1. a) Visible twin boundaries on the top of a Ni-Mn-Ga stick;  
b) Cracks after mechanical processing. 

 
A Saphir 360 E disc grinding machine tool was used for the 

grinding experiments. A speed of n = 150 rpm was specified. 
Furthermore, silicon carbide-based abrasive paper of the types 
P1.200, P2.500 and P4.000 was used. Due to the decreasing 
material removal rate Qw with the grain size ds used in the 
abrasive papers, the processing time t had to be successively 
increased, whereby a processing time of t = 2.0 min was set for 
the use of P1.200, t = 10.0 min for P2.500 and t = 15.0 min for 
P4.000. For the machining process, the sticks were fixed on a 
sample holder and pressed onto the grinding surface with a 
homogeneous contact force of approximately F ≈ 5 N using the 
weight m of the holder. 

Furthermore, a single disc lapping machine tool of the type 
4R40GR from the company WENTZKY, Stuttgart, Germany, was 
used. A speed of n = 60 rpm was specified for the experiments. 
A lapping oil of the type OL 20 PLUS from the company 
FLP MICROFINISH GMBH, Zörbig, Germany, was used. The lapping 
mixture consists of the lapping powder and the lapping oil, 
whereby four different lapping powders with different grain 
size ds were used in accordance with Table 1. The MSMA sticks 
were centred by a guide system on the lapping disc and a surface 
pressure of p = 0.03 N/mm2 was achieved using a defined 
weight m. 

 

Table 1. Abrasive powder for investigation of the lapping process 
Abrasive powder SiC F500 SiC F1.200 

Grain size ds 6 µm ≤ ds ≤ 8 µm 2 µm ≤ ds ≤ 4 µm 

Abrasive powder Tetratbor Boron 
carbide F500 

Tetratbor Boron 
carbide F1.200 

Grain size ds 5 µm ≤ dg ≤ 25 µm 1 µm ≤ dg ≤ 7 µm 

50 µmTwin boundaries 200 µm

ba

Cracks
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The processed Ni-Mn-Ga sticks were analysed tactilely using a 
HOMMEL nanoscan 855 measuring system from JENOPTIK 

INDUSTRIAL METROLOGY GMBH, Jena, Germany, and optically using a 
JCM-5000 NeoScope scanning electron microscope (SEM) from 
the company JEOL LTD, Akishima, Japan. A VHX-5000 digital 
microscope from the company KEYENCE DEUTSCHLAND GMBH, 
Neu-Isenburg, Germany, was also used. 

3. Results and discussion 

Figure 2 and Figure 3 show the results of the roughness 
measurements using the arithmetical mean deviation Ra and 
the mean roughness depth Rz. The two graphics above show the 
results of the single-sided lapping process, while the graphs 
below show the results of the grinding experiments. 

The results of the roughness measurements of the MSMA 
sticks processed by lapping show an increase in the roughness 
values compared to the initial state. In some cases, considerable 
grooves were detected, which had a particularly strong influence 
on the measured values of the mean roughness depth Rz. In 
contrast to grinding, lapping results in non-directional grain 
movement, which has an effect on the grinding pattern of the 
machined surfaces. In combination with the process parameters 
and lapping grains used, it was not possible to produce polished 
surfaces and visualise the twin boundaries. 

 
 

Figure 2. Surface roughness of the machined Ni-Mn-Ga sticks 

 
The roughness measurements after grinding the NiMnGa 

alloys show surface improvements with reduced abrasive grain 
size ds. A high surface quality with a arithmetical mean deviation 
of Ra = 0.08 µm and a mean roughness depth of Rz = 0.62 µm 
was achieved, even when using the coarser grain with P1200 
abrasive paper. With decreasing grain size ds and increased 
processing times t, the surface quality can be further improved, 
whereby the grinding grooves are only very slightly pronounced 
when using the P4.000 abrasive paper and the twin boundaries 
are easily recognisable. This indicates that with a very low 
mechanical load and corresponding process conditions similar to 
polishing, it is possible to reduce mechanically impaired edge 
zones by grinding. At the same time, however, the selection of 
different processing surfaces was observed along the machined 
stick surface, which suggests a geometric change in the sticks 
during the process and thus fluctuating grinding conditions. The 

boundaries between dissent areas were identified as being 
susceptible to cracking and therefore a challenge for 
homogeneous mechanical processing. 
 

 
Figure 3. Images of the surfaces of grinded Ni-Mn-Ga sticks 

4. Conclusion 

Optical analyses and roughness measurements show that high 
surface qualities with roughness values of Rz ≤ 0.1 µm can be 
achieved and mechanical machining is basically possible. On the 
one hand, the results demonstrated the careful mechanical 
processing of the Ni-Mn-Ga alloy, which can be used as a basis 
for future process design. At the same time, however, the 
generation of cracks in the edge zone and the development of 
individual machining areas on the flat surfaces of the sticks  
could also be observed, which significantly compromises the 
stability of the sticks and impairs their function. In future, these 
must be further analysed during mechanical processing and  
avoided when establishing the processes for manufacturing the 
Ni-Mn-Ga sticks. 
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Abstract 
 

To proactively address the occurrence of these issues, the monitoring and prediction methodology of centering process within 
batch production was developed in this study.  The experimental phase encompassed the utilization of 20 quartz lenses for centering 
batch production, with real-time monitoring of material removal employing an acoustic emission (AE) sensor.  Based on the AE signal 
processing, the long short-term memory (LSTM) algorithm was applied to forecast the trajectory of AE signal trends.  Moreover, 
convolutional neural network (CNN) was integrated into LSTM (CNN-LSTM) to enhance the prediction speed. By virtue of this 
predictive capability, an assessment of the future conditions within the centering process was made feasible.  The analysis of more 
than 32,000 data points was derived from batch production.  A highly accurate predictive model was built in this study, as indicated 
by coefficient of determination (R2) 0.9067, root mean square error (RMSE) of 0.0577, and mean absolute error (MAE) of 0.0400.  By 
establishing appropriate thresholds and calculating deviations between real AE signals and predicted values, the defects within the 
centering process can be effectively detected. 

 

Keywords: centering process, optical glass lens, acoustic emission sensor, long short-term memory(LSTM) 

 
 

1. Introduction 

Optical positioning accuracy is critical to the manufacturing of 
nanometer scale semiconductors.  To achieve such feat, high 
performance optical glass lenses with excellent optical quality 
are required.  Glass lenses normally go through a key 
manufacturing process known as centering to optimize optical 
positioning accuracies. 

It is common for glass lenses that came off of surface grinding 
with their optical axis and geometric center axis misaligned.  
Thus, centering is crucial step in correcting optical axis error.  
However, the batch production of centering process is affected 
by the operators fixing the lenses, the original dimensions of 
lenses or the stability in machine working.  These uncertain 
factors would randomly cause unexpected defects such as edge 
cracks.  The further negative effect would be on the lens 
appearance and optical performance. 

Acoustic emission (AE) sensors are proven useful in 
monitoring the status of a manufacturing process.  D. Choi et al. 
created a real time monitoring system that used AE signal during 
cutting to identify tool breakage [1].  It is found that a drop in AE 
signal can be tied to tool breakage.  Z. Wu et al. experimented 
with multi-sensor signals including AE signal to identify features 
related to tool wear [2].  From experiment, AE sensor combined 
with accelerometer sensor provided the best accuracy to tool 
wear prediction.  W. N. Lopes proposed a method to monitor the 
dressing operation of aluminum oxide grinding wheel [3].  T. 
Segreto at al. proposed a method of using AE and other sensors 
to monitor a robot-assisted polishing process for online 
assessment of workpiece surface roughness [4].  This study not 
only used AE sensor to monitor the centering condition of hard-
and-brittle material, but also predict the AE signal to forecast the 
process condition. 

In the research of processing prediction, it can be seen that 
different models will be selected according to different 
situations.  Based on the time series forecasting model of the 
wavelet process neural network, Bitzel Cortez et al. used the long 

short-term memory (LSTM) model and other machine learning 
models to compare the accuracy of emergency event prediction, 
and found that LSTM is more accurate than the machine learning 
model in time series prediction [5].  Combining convolutional 
neural network (CNN) with other algorithms can significantly 
reduce model computation time and improve overall efficiency.  
R. Yan et al. built a multi-time and multi-site prediction model, 
which compared CNN-LSTM with other algorithms [6].  X. Shao 
et al. proposed a novel domain fusion deep model based on 
CNN, LSTM, and discrete wavelet transform (DWT) [7].  M. F. 
Alsharekh et al. developed a residual convolutional neural 
network (R-CNN) structure and combined it with a multi-layer-
LSTM architecture to create an innovative prediction framework 
[8].  In consideration of the strict changes in the short-time AE 
signal, this study tried LSTM to predict the AE signals in centering 
process.  Furthermore, CNN was integrated into LSTM to 
improve the prediction efficiency. 

In this study, LSTM was used with AE sensor to monitor and 
predict the condition of optical glass lens centering process. 

2. Methodology 

   
2.1. Centering process 

Centering process aligns the geometrical axis to the optical 
axis by alignment and edge grinding.  After fixing the glass lens 
between two bell-shaped clamps and aligning the optical axis to 
the rotary axis, the edge of optical glass lens is ground to adjust 
the size and align the geometrical axis, as shown in Figure 1. 
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Figure 1. Mechanism of centering process 
 

Centering is cylindrical grinding process of hard-and-brittle 
material.  The material removal rate (MRR) is derived by the 
following equation: 

𝑀𝑅𝑅 = 𝑑𝑊𝑣𝑤 = 𝑑𝑊𝜔𝑤(𝑟𝑤 +
1

2
𝑓𝑡)                 (1) 

where 𝑑 is the depth of cut that changes over time 𝑡 due to feed 
rate 𝑓, 𝑊 is the width of cut, 𝑣𝑤 is the speed of grinding point 
on the lens, 𝜔𝑤 is the rotation speed of the lens and 𝑟𝑤 is the 
lens radius. 

During centering process, the grinding energy is a key factor 
affecting the quality of a glass lens’s edge.  The specific energy is 
related to the grinding power 𝑃 and can be calculated using the 
following equation [9]: 

𝑢 =
𝑃

𝑀𝑅𝑅
=

𝐹𝑡𝑣𝑠

𝑑𝑊𝜔𝑤(𝑟𝑤+
1

2
𝑓𝑡)

                               (2) 

where  𝑢  is the grinding energy, 𝐹𝑡  is the tangential grinding 
force, 𝑣𝑠 is the grinding wheel speed. 

During centering process, the grinding energy is transmitted 
from the grinding wheel through grinding force to the lens edge, 
resulting in material removal.  Furthermore, while the micro- 
structure of material is broken, the grinding energy dissipates 
into the enviroments as heat and wave.  AE signal is the stress 
wave that mainly transferred from the grinding energy.  It is 
assumed to be related to the amount of grinding energy. 

 
2.2. Acoustic emission (AE) 

AE signal is elastic stress wave which is generated from 
irreversible structural changes.  It is high-frequency signal and 
indicates the condition of a material.   

A hydrophone AE sensor was adopted in this study to monitor 
the grinding point in centering process.  It was installed in the 
outlet of the cutting fluid.  The AE signal was collected through 
cutting fluid instead of mechanical contact.  The vibration of 
working machine was then isolated from the sensor.  On the 
other hand, the flow of cutting fluid influenced the noise of 
signals. 

 
2.3. AE signal process for real-time monitoring 

The frequency band of AE sensor was set 300-350 kHz, which 
was the most sensitive band to centering process.  To process 
and analyze the data in real time, the sampling rate of raw AE 
signal was limited in 20Hz. 

To catch the trend and seanal features of the AE signals more 
efficiently, The data collected without centering processing was 
cut away.  Only the AE signals of centering processing were  fed 
into the following prediction models. 

 
2.4. Long short-term memory (LSTM) 

LSTM is a type of time recurrent neural network suitable for 
processing manufacturing processes with longer prediction time 
intervals.  Data with indefinite time length can be memorized by 
LSTM.  The proposed model comprises three LSTM layers, each 
of which includes 128 hidden units. Moreover, a dense layer 

with hidden units equivalent to the length of the prediction 
horizon is appended as the final layer. 

To reach the required computation speed and accuracy in 
real-time monitoring of real manufacturing process, 
convolutional neural network (CNN) was employed to improve 
the computation efficiency.  CNN is a feedforward neural 
network.  It can effectively read and classify the signal features.  
By integrating CNN into LSTM, the features in AE signals are 
extracted in a short time and treated as references for further 
signal prediction. 

In the hybrid model, CNN consists of two convolutional layers 
with 64 filters and a max-pooling layer with a pool size of 2, as 
shown in Figure 2.  The activation function used is the ReLU 
function, which makes the model computationally simple and 
fast. 

 

 
 

Figure 2. Structure of proposed CNN-LSTM 

 
Each prediction model was trained and verified on sets of 

preprocessed signals. Three metrics—the coefficient of 
determination (R2), RMS error (RMSE), and mean absolute error 
(MAE)—were used to evaluate model accuracy. 

 

3. Experimental setup 

BE-WF-502N horizonal centering machine from Shonan Optics 
was used in this study.  The machine was equipped with a #230 
and 150-mm diameter single-layer electroplated diamond 
grinding wheel.  20 quartz lenses with diameters of 39 mm were 
randomly chosen from a batch of 300 lenses on a production line.  
The industrial computer with CPU 4-core i5-7500, RAM 16GB 
and SSD 256GB was adopted as edge computing to execute AE 
signal collection, data preprocess and prediction.  The 
experimental setup is depicted in Figure 3. 

 

 
 

Figure 3. Experimental setup of centering process 

 
A lens in centering process was ground for totally 75 seconds, 

including 45 seconds of feeding and 30 seconds of spark out. 
During centering process, the feed rate was 0.02 mm/s in 
feeding stage and 0 mm/s in spark out stage.  The grinding wheel 
rotational speed was 3,000 rpm and the lens rotational speed 
was 2 rpm. 

The AE signal collected from the centering process of a glass 
lens is shown in Figure 4.  
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Figure 4. AE signal of a glass lens centering process 
 

4. Results and discussion 

According manual inspection, the lenses corresponding to the 
signals with these features were scraped due to defects.  Signal 
feature 1 was a momentary spike in the signal’s amplitude.  
Correspondingly, an edge crack occurs as the grinding stress 
concentrates on the corner between the edge and surface.  An 
obvious edge crack was on the corresponding lens. Signal 
features 2 and 3 were substantially higher signal amplitudes 
than typical with a clear decrease in gradient as processing 
continued.  The corresponding lenses had poor circularity but no 
edge cracks.  This phenomenon may be caused by the large 
blank sizes of these lenses before processing.  Signal feature 4 
was a momentary decrease in the signal amplitude and 
corresponded to a small edge crack on the lens.  Unlike signal 
feature 1, feature 4 was found to appear when the grinding 
wheel reached an existing crack instead of when it generated a 
new crack. Signal features 5 was momentary spikes in the signal. 
Multiple fine edge cracks were on the corresponding lenses. 
 

 
 
Figure 5. The AE signals from the centering process of 20 quartz lenses 

 
After data process, the overall 30,000 AE signals, collected 

from centering processes of the 20 quartz lenses were used to 
train LSTM and CNN-LSTM prediction models.  The signals were 
normalized and divided into training (20%) and testing (80%) 
sets; after training, the models were evaluated. The results are 
presented in Table 1. 

The prediction accuracy of LSTM was higher, with an R2 of 
0.956660, RMSE of 0.039323, and MAE of 0.022571.  On the 
other hand, the calculation speed of CNN-LSTM was higher than 
did LSTM and an acceptable R2 of 0.906716.  In steady-state 
processing, 20 data points are generated per second.  The LSTM 
model required 300 s per calculation.  This indicates that LSTM 
model predicts the next AE signals of 300 s for 300 s.  The 
objective of applying prediction model can not be realized.  The 
CNN-LSTM model required only 20 s. Hence, CNN-LSTM is more 
suitable for manufacturing processes with short cycle times. 

The training and testing results of CNN-LSTM is presented in 
Figure 2. 
 
 
 
 

Table 1 AE signal prediction results of LSTM and CNN-LSTM 
 

Model 𝑹𝟐 RMSE MAE Time 

LSTM 0.9566 0.0393 0.0226 300 s 

CNN-LSTM 0.9067 0.0577 0.0400 20 s 

 

 
 

Figure 6. Prediction result by CNN-LSTM compared with original signal 

 
Figure 7 is the graphical user interface (GUI) of the monitoring 

and prediction system developed in this research.  The system 
has been applied in the actual production line. 
 

 
 

Figure 7. GUI of monitoring and prediction system 
 

Finally, a batch production was carried out to verify the 
monitoring and prediction system.  50 quartz lenses were 
prepared for the centering processes.  The system kept 
recording with the AE signals collected during batch production.  
The defects of the lenses, including edge cracks and circularity 
errors, were then inspected after processes.  During the process, 
the AE signal features that indicated lens defects were recorded 
to compare with the actual defects.  The prediction result is 
depicted in Figure 8. 
 

 
 

Figure 8. Prediction result of lens defects by monitoring system 

 
According to the results, the defects can be well detected by 

AE signal features in time.  The misidentified defects were 
predicted by the model with AE rms or slopes closed to the 
boundary of detection, as shown in Figure 9.  The edge cracks 
and circularity errors were respectively predicted by the rms and 
slope of the AE signal.  An edge crack with depth over 0.1 mm 
was identified as the AE rms was larger than 20 V, and circularity 
error over 0.1 mm was identified as the AE slope was larger than 
1.5 V/s. 
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Figure 9. Comparison between calculated results and measured results 

 
To verify the effectivity of the system, the method proposed 

by this study and the traditional method were defined and 
conducted.  In the proposed method, the AE signal features were 
recorded, and the features were compared with the lens defects 
after all the centering processes and inspections were done.  In 
the traditional method, inspection is conducted once after 
processing every 5 lenses and takes 10 minutes. 

If a signal feature was marked in the proposed method, or lens 
defects were found once in traditional method, the total 
production time adds 2 minutes that represent an process 
adjustment.  The results of comparison between the proposed 
method and the traditional method were shown in Table 2. 
 
Table 2 Performance evaluation of monitoring system compared with 
traditional method 
 

Method This study Traditional method 

Total marked lenses / 
total scraped lenses 

22 20 

Marking accuracy 72% - 

Yield rate 88% 60% 

Production time 90 mins 

Inspection time - 100 mins 

Process adjusting time 44 mins 20 mins 

Total production time 134 mins 210 mins 

 
Consequently, the proposed monitoring and prediction 

system in this study can effectively improve the yield rate and 
reduce the production time.  Based on the verification results, 
the use of monitoring system enhanced the yield rate from 60% 
to 88% and reduced the total production time by 36.2%.  
Without batch inspection, much time was saved.  Though the 
adjusting time in the proposed method was more than in the 
traditional method, the overall yield rate and production time 
were much better. 

 

5. Conclusion 

This study presented a real-time centering process monitoring 
system by analyzing signal trend and actual manufacturing 
condition.  The real-time monitoring system predicts AE signal 
trends during centering and triggers fault to allow for parameter 
change, grinding wheel change or machine fault.  The early 
warning prevents loss from damage to products, such as crack 
or circularity error, causing scrap.  The algorithms LSTM and 
CNN-LSTM were applied to train an AE signal predicting model, 
whilst comparing the algorithms for their accuracy and 
computational time.  Results show that LSTM has the highest 
accuracy at R2 = 0.95666, but each prediction requires 300 
seconds.  On the other hand, CNN-LSTM only requires 20 
seconds for each prediction while still maintaining an accuracy 
of R2 = 0.906716.  Compared to other algorithms, CNN-LSTM 
possesses the most suitable characteristic for real-time 
centering process monitoring with its short computational time. 

A verification including 50 centering processes of quartz 
lenses was conducted. Based on the results, the proposed 
monitoring system by this study was evaluated and can 
effectively improve the yield rate and reduce the production 
time.  The proposed monitoring and prediction system showed 
an improvement in yield rate from 60% to 88% and reduced the 
total production time by 36.2%. 

This study proves the concept that it is possible to monitor 
and predict the grinding condition of centering process in real-
time.  It’s a major step towards future smart machining in the 
glass lens grinding industry as machines will be able to deduce 
errors autonomously, moving the industry one step forward 
towards Industry 4.0.  Further research on model optimization 
and implementation on CNC machines will be studied in the 
distant future. 
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Abstract 
 
This study focuses on accurately measuring orthogonal cutting experimental values to validate cutting equations. Attempts were 
made to measure these values using a newly developed dedicated orthogonal cutting machine to validate previously proposed 
cutting equations. The experiment involved selecting a workpiece material that would generate continuous chips without forming a 
built-up edge or burr under a range of cutting conditions. This material was then used to conduct orthogonal cutting experiments. 
The experimental values obtained in this study were found to be relatively close to previous experimental values at high cutting 
speeds but deviated significantly at low-speed and micro cutting conditions. The dependency of experimental values on cutting speed 
was noted, highlighting the necessity of considering this factor in establishing accurate cutting equations.    
 

Orthogonal cutting, cutting theory, cutting equation, shear surface theory  

1. Introduction 

When studying cutting phenomena, it is crucial to understand 
the chip formation mechanism. To address this, many studies 
have investigated mechanical solutions using orthogonal cutting 
models, and cutting theories, particularly shear plane models, 
have been developed since the 1930s. The primary purpose of 
shear plane theory is to calculate the shear angle, and numerous 
cutting equations have been proposed to date. Although these 
equations qualitatively display trends similar to experimental 
values, large quantitative errors are often noted [1]. 
Additionally, various issues have been raised concerning the 
experimental values used to validate theory. These include 
inadequate implementation of precise orthogonal cutting, 
deviation of cutting conditions from those used in actual 
machining, and many experiments being conducted several 
decades ago with measurement accuracy problems. Therefore, 
the need to validate the accuracy of experimental values is 
evident. In response, some studies have reported the 
development of a orthogonal cutting machine for use in relevant 
experiments [2]. However, many such experimental devices 
struggle with issues related to cutting speed and device rigidity, 
hindering the achievement of accurate orthogonal cutting under 
general conditions. Hence, this study developed a new 
orthogonal cutting machine to obtain precise experimental 
values. This device was initially used to select a workpiece 
material that would produce continuous chips without forming 
a built-up edge across a broad range of cutting speeds, from 
ultra-low to high, thereby facilitating the validation of shear 
plane theory. Subsequently, experimental values for orthogonal 
cutting were measured using this material and compared with 
previously reported values. Additionally, various cutting 
equations were evaluated against these experimental values to 
ascertain the accuracy of the cutting equations. 

 2. Experimental setup 

In this study, a orthogonal cutting machine (Figure 1: left) was 
built for accurate orthogonal cutting. This device had two linear  

 
motors and was capable of machining and cutting speeds of 
0.001 m/min–180 m/min (±0.5%) with full feedback control 
using a linear scale. The device also had a rigidity that could 
withstand over 1000 N in both the cutting force direction and 
thrust force direction. The tool holder has a drive mechanism 
with planetary gears and a vernier that enables fine adjustment 
of the depth of cut. Cutting force can be measured using a 
dynamometer (Kistler type9601A) built into the tool holder, as 
shown in Figure 1 (right), and temperature can be measured 
with the tool-workpiece thermocouple method using the 
workpiece material and wiring attached to the tool. 
Furthermore, the cutting points can be freed to enable 
observation using a high-speed camera. 

 

    
Figure 1. Orthogonal cutting machine 

3. Selection of workpiece material 

 Selecting a workpiece material that avoids built-up edges or 
burrs during machining and can generate continuous chips 
under a wide range of cutting conditions is crucial for obtaining 
accurate experimental values to validate cutting equations.  
Consequently, cutting experiments were conducted using eight 
types of aluminum alloys listed in Table 1 at cutting speeds 
ranging from 0.01 to 180 m/min. Materials that met the above 
criteria were selected. Figure 2 shows an example of the 
experimental results at a rake angle of 5°. The figure illustrates 
that 5052 (180 m/min), 5083 (10 m/min), and 6063 produce 
built-up cutting edges, shear-type chips, and burrs. Table 2 
summarizes these findings. ANP79 exhibited no built-up edge at 
cutting speeds ranging from low to high and generated 

Tool

High speed 
camera

Workpiece

Light source

Dynamometer
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continuous chips. Based on these results, ANP79 (7075T651) 
was selected as the workpiece material. 
 
Table 1 Cutting conditions 

Work material (AISI) 2017, 2024, 5052, 5083, 6061, 
6063, 7075T651 (ANP79), 7075 

Cutting speed V [m/min] 0.01, 0.1, 1, 10, 180 

Depth of cut[mm] 0.10 

Cutting width[mm] 2 

Rake angle[°] -10, -5, 0, 5, 10 

 

 
Figure 2. View of the near cutting point using a high-speed camera 

4. Validation of experimental values for orthogonal cutting 

 Merchant, Shaw, and Oxley equations are particularly well-
known among the various cutting equations proposed to date, 
and they have all evaluated the accuracy of their equations by 
comparing them with their experimental values [3]. As Figure 3 
illustrates, the results were categorized into two groups: the 
100–200 m/min cutting speed conditions by Merchant et al. and 
the ultra-low speed conditions of 0.01–0.02 m/min by Shaw, 
Cook, and Finnie, as well as by Oxley et al. However, the accuracy 
of these experimental values has been questioned due to 
outdated machine tools and measuring instruments, 
necessitating further validation. Figure 3 also presents the 
results of cutting experiments conducted using the newly 
developed orthogonal cutting machine across ultra-low to high-
speed conditions. The figure shows that, despite a change in 
cutting speed by a factor of 10,000, the measurement results 
were consistently within a close range, aligning with the values 
from Merchant and Lapsley et al. Conversely, the experimental 
results from the present study differed significantly from those 
of Shaw, Cook, and Finnie or Oxley et al. This discrepancy is likely 
attributed more to the cutting environment than the cutting 
speed, given that the experiments were conducted in an SEM 
with micro cutting conditions such as depth of cut. Furthermore, 
it is widely known that the experimental values are distributed  

 
Table 2 Relationship between cutting conditions and chip formation 

 

 
Figure 3. Comparison of experimental values for several orthogonal 
cutting 

around the middle of the Merchant and Lee-Shaffer cutting 
equations. However, focusing on the experimental results of this 
study, as depicted in Figure 4, it is evident that the values were 
categorized into two groups: one with cutting speeds of 100 
m/min or higher, and another with speeds of 10 m/min or less. 
This distinction is attributed to the fact, as illustrated in Figure 5, 
that the temperature remained close to room temperature at 
cutting speeds of 1 m/min or less, while the cutting temperature 
significantly increased at speeds of 100 m/min or higher. 
Mechanical properties such as tensile strength and fracture 
toughness of 7075 have temperature and strain rate 
dependence [4]. This is considered to be the reason why the 
cutting forces showed a speed dependence. This observation 
suggests the need to incorporate a temperature term into the 
cutting equation. Additionally, it was observed that the values 
closely matched the Merchant and Krystof equations at cutting 
speeds of 100 m/min or higher.  

 

 
Figure 4. Relationship between cutting speed and shear angle 

 

 
Figure 5. Cutting speed and cutting temperature 

5. Summary 

 This study aimed to accurately measure orthogonal cutting 
experimental values, necessary for validating cutting equations, 
using a newly developed orthogonal cutting machine. The 
results demonstrated that a material capable of producing 
continuous chips without forming a built-up edge or burrs could 
be selected, even when significantly altering the cutting speed. 
Additionally, when conducting orthogonal cutting experiments 
with this material, it was found that the Merchant experimental 
values were more accurate compared to the various reported 
experimental values. It was also found that the obtained 
experimental values were dependent on the cutting speed, and 
therefore, the temperature dependency should be considered in 
the cutting equation. 
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Abstract 
 
Precision molds of electroless Ni-P plating are required to mold a Walter-type cosmic X-ray telescope to observe unknown 
astronomical phenomena such as supernova explosions and the formation of black holes. Conventional X-ray mirrors were made of 
resin, and they had low strength and low stiffness. In this study, therefore thin mirrors made of CFRP is proposed to overcome those 
problems. The target value of the maximum size is Φ400 mm, that of the form accuracy is less than 1 μm P-V and that of surface 
roughness is less than 10 nm Rz. In the cutting experiments, a mold of electroless Ni-P was turned with a single crystalline diamond 
tool using a vertical type ultraprecision lathe. After cutting, the mirror form accuracy was measured using a capacitive displacement 
sensor on the machine. In the measurement experiments, the effects of the sensor positioning deviation on the measured accuracy 
was simulated and the sensor position was compensated in axial and circumferential directions. In the experiment, an accurate mirror 
could be machined using the developed machining/measurement system.  
 
Precision cutting, electroless Ni-P, X-ray mirror mold, on-machine measurement 

 

1. Introductions 

Large reflecting mirrors of high accuracy are used for X-ray 
telescopes in astronomical spaces to clarify the mechanisms of 
extremely high energy celestial events. X-ray radiations are is 
created in space by extremely high energy celestial events, 
including supernova explosions, the destruction of positrons, 
the creation of black holes, and the decay of radioactive matter. 
A number of large parabolic thin mirrors are installed in the 
Wolter type X-ray telescope where the mirrors are produced by 
a molding process with ultraprecision diamond-turned and 
polished molds made of electroless nickel (Ni-P) [1, 2]. To 
produce high accurate mirrors, it is necessary to measure 
accurate shape to cut the mold with compensations. In this 
study, an on-machine form measurement method was 
developed on the vertical lathe. Form measurement deviations 
due to sensor positioning deviations were simulated and 
corrected for position. 

2. X-ray mirror for space telescope 

High energy rays, such as X-rays, cannot be reflected or 
refracted with conventional mirrors and instead, X-rays can be 
reflected by super-smooth surfaces at very small incidence 
angles. Based on this phenomenon of “grazing incidence,” the 
most practical X-ray telescope was proposed by Wolter, and it 
comprised a number of optical configurations with the use of 
confocal parabolic mirrors to focus X-ray radiations as shown in 
Fig. 1.  

 
 

 
 
 
 
 
 
 
 
 
Figure 1. Optical system of an X-ray telescope 
 
 

The mirrors require a surface roughness of 0.5 nm Ra and a 
form accuracy of 0.1 μm P-V. In the conventional fabrication 
process, X-ray mirrors are fabricated using the molding process 
of the replication method as shown in Fig. 2 (a). The Ni-P layer 
plated on the base material of harden stainless steel or 
aluminium was turned ultra-precisely and polished with fine 
abrasives. Finally, the mirrors of rein were molded with the 
electroless Ni-P mold, and the replica mirrors were separated 
and assembled. However, this conventional mirrors had a form 
deviation based on the high thermal expansion of the mold, and 
the strength and stiffness of the molded replica mirrors were 
low.  

The proposed process is shown in Fig. 2 (b). Invar having a low 
thermal expansion was used as the base mold to reduce the 
form deviation based on the thermal expansion. In addition, 
CFRP will be molded to increase a specific strength, and to 
reduce the total mirrors weight. 
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(a) Conventional molding process 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
(b) Proposed molding process 
Figure 2. Fabrication process of X-ray mirrors 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Schematic of ultra-precision machine 

 

3. Experimental set-up and method 

A large ultraprecision lathe, UTD-600A (Shibaura machine 
Co.Ltd.) was used for the X-ray mirror cutting experiments in this 

study. A schematic illustration of the turning machine is shown 
in Fig. 3 and, its specifications are shown in Table 1. The diamond 
tool was mounted on the ultraprecision machine, and the 
capacitance sensor was mounted 30 mm below the tool as 
shown in Fig. 4(a). The cutting conditions for the X-ray mirrors 
are shown in Table 2. The mold surface was plated with 100 μm 
of Ni-P on the base mold metal of invar. The invar base was used 
to decrease the thermal expansion of the mirror. The depth of 
cut was 2 µm and the feed rate was varied from 1 - 2 mm/min. 

After cutting, the capacitance sensor was equipped onto the 
tool holder near the cutting tool, and the form deviations from 

the designed form were measured by the capacitance sensor on 
the machine, and the form deviation profiles were calculated 
and plotted.  
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) View of cutting 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                     (b) On-the-machine measurement sensor 
Figure 4. Views of cutting machine and on-machine measurement set-
up 

Table 1. Specifications of ultra-precision machine 

Y- axis Stroke 
Driving system 
Positioning resolution 

420 mm 
Linear motor drive 
1 nm 

Z-axis Stroke 
Driving system 

Positioning resolution 

420 mm 
Linear motor drive 

1 nm 

B- axis Maximum rotation  
Stroke 

Bearing system 
Positioning resolution 

500 min-1 

360 deg. 

Air bearing 
1/10000 deg. 
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Table 2. Cutting conditions for X-ray mirror 

Tool material 
 Cutting edge radius 

Natural monocrystalline diamond 
5.0 mm 

Mold metal 
 Plating material 
 Plating thickness 
 Maximum diameter 

Invar 
Electroless Ni-P 
100 μm 
200 mm 

Rotation 
Depth of cut 
Cutting times 
Feed rate 

500 min-1 

2.0 µm 
4 times 
1.0, 2.0 mm/min 

Coolant White kerosene mist 

4. Effects of sensor positioning deviation on the measurement 
form accuracy 

A calculated form deviation of the mold radial direction on the 
thrust position, ΔZ, is expressed as follows; 
 

ΔZ = Z(Y) – Z’(Y)                                                  (1) 
Z’(Y) = (Z(Y)2 – ΔX 2) 0.5                                                 (2) 

 
Where, Y is the thrust (vertical) coordinate of the mold, Z(Y) is 
the radial coordinate on the position of Y, ΔX is a deviation on 
the sensor position of the X-direction, and Z’(Y) is a radial value 
with the deviation of ΔX in the X-direction. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Form deviation curve with the positioning deviation in the X-
direction 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6. The effect of positioning deviation in X-direction on 
measured form accuracy 
 
 
   The mold height was 350 mm in the Y-direction and the 
diameter is was approximately Φ200 mm at the top, and Φ195 
mm at the bottom. When there was a tool positioning deviation 
in the X-direction, the simulated workpiece form deviation curve 
was calculated using eq. (1) as shown in Fig. 5. The deviation 
curve increased with the mold radius. Based on these results, 

the effect of the tool positioning deviation ΔX in the X-direction 
on the machining accuracy is shown in Fig. 6. 

5. Experimental results 

Cutting experiments were performed and the effects of the 
positioning deviation, deviation in the X-direction on the 
measured form accuracy were tested. In the cutting of the 
mirror, ΔX was adjusted to 0, and the mirror of electroless Ni-P 
was turned at a feed rate of 2.0 mm/min. Fig. 7 shows the 
change of the experimental form accuracy with the X-axis 
deviation of the capacitance sensor. The form accuracy became 
minimum at the range of ΔX =0 - 1 mm, and however, the 
experimental deviations were too large compared to the 
calculated ones shown in Fig. 6. 

Finally, the tool position and the sensor position were 
adjusted based on the simulated results in Figs. 5 and 6, and the 
mold of the electroless Ni-P was machined and measured. The 
machined and measured form deviation profiles of the X-ray 
mirror mold were shown in Fig.8. The form deviation of the 
diamond-turned mold was 2 µm P-V and was not enough for the 
X-ray mirror mold. This seems to be based on the tool wear 
because the workpiece size was too large and cutting distance 
was so long. The deviation will be decreased by using much 
higher diamond tool such as nanopolycrystalline diamond (NPD) 
tool and the tool wear prediction.  

The surface roughness of the large mirror could not be 
measured using the white light surface roughness 
interferometer. However, from the cutting experiment of a 
small dummy workpiece of electroless Ni-P, the surface 
roughness of less than 10 nm Rz was obtained.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. Changes of machined form accuracy with X-axis deviation of 
the capacitance sensor 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8. Machined and measured form deviation profile of X-ray mirror 
mold 
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6. Conclusions 

In this study, a vertical turning system for a large mold and an 
on-machine form measurement system using a capacitance 
sensor were developed, and form measurement deviations due 
to sensor positioning deviations were simulated and corrected 
for the position in the experiments. In the experiments, the form 
deviation of the diamond-turned mold was about 2 µm P-V and 
was not enough for the X-ray mirror mold. The deviation will be 
decreased by using much higher diamond tool and the tool wear 
prediction. 
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Abstract 
 
When generating a design for a complex assembly, large amounts of detail are produced in the CAD model. Whilst this level of detail 
is paramount in generating a Bill-Of-Materials (BOM) and visualising mechanical conformance, it can be detrimental to additional 
finite element (FEA) operations. Complex CAD-centric assemblies must be prepared for FEA, such as removing unwanted parts, and 
part geometry defeaturing. Part defeaturing can be considered the most important step in CAD FEA preparation as it can be the 
largest error contributor. However, the removal of certain features has the potential to create artificial stress risers in the part, that 
can result in false positive FEA solutions. Additionally, if bulk material is added/removed by defeaturing, structural and thermal 
properties of the parts can be greatly altered leading to inaccurate solutions. 
Conversely, if these features are left in, they can lead to poor quality mesh that can lead to inaccurate results, non-converging 
solutions, excessive computing time and power requirements. 
From discussions with industry partners, the main barriers to them using FEA effectively are the issue around proper defeaturing to 
ensure accurate results, and the time needed to perform model preparation. The work presented here is aimed at understanding 
and defining the effects that changes in geometry and mesh attributes can have on simulation results. Certain solutions which have 
already been evaluated, such as rapid part removal for assembly preparation, are also included. Additionally, this work highlights 
how current automated defeaturing solutions are not suitable for more complex FEA simulation preparations.  
 

Keywords: CAD, FEA, Mechanical design, defeaturing   

 

1. Introduction   

Finite Element Analysis (FEA) has many uses in mechanical 
engineering. Numerous applications require an in depth 
understanding of a component or assembly’s solid body 
mechanics, stress distribution, natural frequencies etc.  

Because raw material costs are increasing [1,2], and supply 
chains are being stretched, older practices of over engineering 
are become less financially viable than they once were. 
Manufacturers who may have forgone the use of FEA in the past 
are now starting to review its viability within their business 
practices. However, the completed CAD-centric model for 
manufacturing, including a comprehensive bill on materials 
(BOM), is not always suitable for additional FEA simulations.  A 
complete BOM CAD model may consist of thousands of 
individual components, many of which might not be required for 
the simulation at hand.  Leaving such components in the 
simulated assembly model will require additional computing 
power and can take considerably more time to solve [3]. 
Therefore, it is important to remove components that are not 
inherent to the desired solution, in efforts to reduce solver time, 
and remain in budget. Yet here can be seen the contradiction. Is 
time to be spent removing unwanted parts for the assembly, or 
during simulation time?   

In addition to the removal of unwanted parts, individual part 
geometry needs to be considered. FEA generates a 
mathematical representation of the component under scrutiny. 
The model is made up of a series of elements connected by 
nodes that represents the geometry of the component. This 
process takes irregular shapes of the model and breaks them 
down into a series of recognisable volumes called elements [4]. 
The meshing of the components is one of the most important 

steps in FEA, as it can have a great effect on simulation accuracy 
or can lead to false-positive results. An understanding of mesh 
principles and their effects on simulation results is critical to 
performing accurate FEA simulations. It is important to 
understand that the act of meshing a component changes the 
geometry of the model based on size of type of meshing element 
used [5]. If the ratio of component size to element size is low, 
the computational time will be quicker but the resultant mesh 
will be rough and can oversimplify the component’s geometry. 
Conversely, a high ratio will produce a much more accurate 
representation of the component’s geometry due to the small 
element size, but the mesh could consist of thousands if not 
millions of elements, that will take a long time to solve, requiring 
more computing power. Therefore a balance must be struck 
between accuracy, computing requirements, and time when 
selecting an element size. 

In addition to element size, element quantity also is critical to 
ensuing simulation accuracy. Certain CAD features can lead to 
mesh irregularity. Geometric details necessary for manufacture 
such as holes, slots, radii, indents, and sharp corners, can result 
in localised smaller element sizes, leading to mesh transition 
irregularities, and poor mesh quality [6].  Whilst the removal of 
small holes and slots, etc, is necessary to improve mesh 
uniformity, their removal from the FEA-abstracted model will 
change the model geometry increasing uncertainty in the 
estimated simulation. Additionally, the presence of sharp 
corners (from the removal of radii) can lead to the introduction 
of false positive stress rises, or stress singularities [7]. 

Whilst there are numerous defeaturing methods and analysis 
techniques to estimate the effect feature removal will have on 
simulation accuracy [8,9,10], there is no standardised approach 
to this issue.  
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An additional barrier to the use of FEA in industry is the 
standard tools available in typical CAD packages. Most packages 
defeaturing techniques are too aggressive and offer little or no 
control over the automated processes for the abstracted model 
generation. This leaves manual adjustment as the only model 
manipulation option to ensure the most accurate solution. This 
in turn increases the number of man-hours and therefore the 
cost.  

The ultimate aim of this work package is to review the 
defeaturing techniques and disseminate them into a usable CAD 
package add-on that industry can use. One that can offer the 
versatility in defeaturing needed to ensure that FEA simulation 
results are viable, and that error source generation is 
identifiable.  The work presented here highlights some of the 
issues currently faced with using typical CAD automated 
defeaturing techniques, and how the incorporation or exclusion 
of features can affect mesh generation, and result accuracy.   

2. Mesh size effects    

As said above mesh quality and size are two of the most 
important factors when consideration simulation accuracy. 
Figure 1 shows an example CAD-centric design of a machine tool 
structure.     

 
Figure 1. example CAD model of a machine tool structure 

Ignoring all other factors, the following shows how element size 
can affect FEA model geometry, solver time, and solution 
variance. This model has external dimensions of 3400 mm x 3400 
mm x 2740 mm. A modal analysis was performed of this model, 
with results for the first 5 natural frequencies resolved. (All 
simulations were run on an 11th gen Intel i9-11900K with 64GB 
of RAM utilizing 8 cores). Figure 2 shows the element size used, 
and resultant number of elements in the model, and the time it 
took to solve the simulation.   

 
Figure 1. how element size effects element count and solver time. 

As can be seen, adjusting the element size and thus the element 
count can greatly affect the time taken to solve the simulation. 
With regards to the effect that element size has on accuracy  
figure 3 shows the results for the first 5 natural frequencies of 

the model when simulated with element sizes of 0.2m, 0.1m, 
0.05m and 0.025m.  

 

 
Figure 3. Frequency difference due to changing element size. 

As can be seen in figure 3 simply changing the element size does 
influence the model’s natural frequency ranging from 1 or 2 Hz 
to over 25 Hz. The lower element size allows for the inclusion of 
more elements within the model, which in turn increases the 
number of nodal interactions allowing for more degrees of 
freedom. This reduction in constraint reduces the perceived 
natural frequency of the model as the model has more flexibility. 
This is more noticeable at the higher mode numbers which 
generate more dynamic responses. That said the natural 
frequency of the fifth mode is a localised deformation in which 
increasing the nodal count has less of an effect. 
  
2.1. Mesh quality  
Changing the element size also affects the quality of the mesh. 
Ideally the mesh structure needs to be as unform as possible 
throughout the model. A poor structure can affect the model’s 
stiffness characteristics as the element nodes become less 
effective. To combat this, the software might either adjust the 
volume of the models as can be seen in Figure 4 or will 
automatically add in smaller elements to fill gaps where the 
larger element cannot be fitted. This in turn can affect the 
dynamics of the model due to non-uniform loading of the nodes.   

 
Figure 4. effects of geometry due to element size L- 0.15m, R-0.25m 

 

As can be seen in figure 4 using an element size of 0.15 m has 
resulted in the geometry of the part being deformed, as 
compared to the model using 0.025 m element size which has a 
more uniform mesh with no deformity.  

3. Geometric Defeaturing  

As previously stated, to take a CAD-centric model, to an 
abstracted FEA model will require the removal of parts not 
required for the FEA dynamics, and the geometric defeaturing of 
parts to remove undesirable features. 
 
3.1. Part removal  
Part removal is necessary in FEA model preparation as it can 
substantially reduce the number of elements in an FEA model. 
Parts that do not have a role in the desired simulation will simply 
take up computational resource and elongate the solver time. 
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Additionally, items such as fasteners, that are needed for the 
BOM in the CAD model, should also be removed. This is because 
simplified threads in CAD models often cause interference, as 
only the drill size is used in the CAD not the thread size leading 
to an overlap in geometry. When meshed, the interference 
between the bolt and the holes can lead to severe mesh 
irregularities. 
The removal of these parts is generally straightforward but can 
be time consuming in its preparation. The CAE engineer will 
review the CAD-centric model, manually removing the 
unwanted parts. This can result in many hours of work as 
complex assemblies can have thousands of parts that need 
reviewing.  
A solution to this is to tag induvial CAD parts within the assembly 
in which it is being designed. All CAD parts will have part specific 
user defined properties, such as material, finish, supplier, who 
designed it etc. By adding an additional custom variable to the 
part properties that can flag the part for removal, when the 
design is ready to be defeatured a simple macro can be run that 
will group these parts together for suppression. Figure 5 shows 
a completed CAD design for a machine tool base used as an 
example. 

 
Figure 5. Holistic CAD model of a machine tool bed 

 

All the parts in this assembly shown in figure 5 have had a part 
property field added named “remove”. The parts that need 
removing have the remove field checked, and the parts to 
remain have the field unchecked. A macro was written for use in 
Solidworks® that when used will review the status of the remove 
property for all parts in that assembly. If the field is checked, the 
associated parts are grouped together and highlighted as shown 
below in figure 6. 

 
Figure 6. CAD model of a machine tool bed, with parts highlighted for removal.  

 

The macro then generates a new file configuration within the 
CAD assembly. Within this new configuration all the parts 
returned with the remove field checked are suppressed, leaving 
the down selected model, as shown below in figure 7. 

 
Figure 7. resultant down selected CAD model.  

Suppressing the parts in this way allows the user to switch 
between the CAD-centric model and the new down abstracted 
model with-in the same file directory resulting in better 
traceability.  
Providing the designer checked the remove field during the 
design process when individual parts were added to the 
assembly, this method of part removal can result in an 
abstracted model generated in minutes as opposed to the many 
hours it would take to do it manually and retrospectively.  
 
3.2. Geometry defeaturing  
 Geometry defeaturing of CAD parts is the removal of unwanted 
features from individual parts. As previously stated, features 
such as, radii, holes, slots etc, will cause mesh irregularities that 
can alter the FEA model’s dynamics. Whilst defeaturing is 
necessary to ensure the best mesh structure possible, care must 
be taken not to defeature the part to the extent that the part is 
no longer representative. Additionally, the removal of certain 
features will potentially create artificial stress rises, that the 
removed curved feature would have controlled.   
Currently, to ensure optimum part defeaturing, manual 
intervention is almost always required, and the man-hours 
dedicated to part defeaturing can be high, especially if the 
assembly is extensive and consists of many parts.  
Most CAD packages have a part-automated defeature or 
simplification tool, that can speed up this process. Certain CAD 
software can successfully return a comprehensive defeatured 
assembly, that maintains part individuality and retains the part 
relationships. However, the techniques used in most cases can 
be overly aggressive and lack any comprehensive feature-based 
control. For example, a popular CAD software commonly used in 
industry only has two forms of defeaturing large assemblies. The 
first is a silhouette-based result that removes all features and 
returns the assemblies’ outline shape. For the assembly shown 
in figure 1, the result of this process is shown in figure 8. 

 
Figure 8. silhouette of machine tool structure. 

As seen in figure 8 this level of detail is far removed from the 
level of detail in figure 1 and bares very little representation of 
the original CAD model. The second mode of assembly 
defeaturing in this software does allow for feature selection, 
however, this feature-based process does not allow for the 
removal of individual features, but removes all related features. 
For example, the radii of a square hole cannot be removed in 
isolation, the entire hole must be removed. Additionally, to 
perform accurately, selection must be done manually, again 
increasing the input time. When running the process 
automatically, the control of what features to keep or remove is 
rudimentary allowing very little control over the result. An 
example of this is shown in figure 9. 
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Figure 9. partial defeature of machine tool structure. 

As can be seen in figure 9 the defeaturing process has left in 
several features that should have been removed, namely holes 
in the base and the detail inside the column. To further remove 
these features additional process such as extrusions or 
subtractions will be needed to finalize this model for FEA.    

4. Geometry defeaturing effects 

As geometric defeaturing will have an effect on the model’s 
geometry, it is important to understand how this will affect the 
FEA simulation results, especially when using pre-defined 
automated procedures. The models in figures 1 and 6, were 
subjected to a modal and thermal simulation. In the thermal 
simulation heat was applied to the back of the column, with 
results being taken over the column length to show how the 
temperature of the column varied.  
The modal results are shown in figure 10 and the thermal results 
are shown in figure 11. As can be seen there a marked variation 
in the two sets of results. In the thermal result the heat transfer 
is far lower in the nominal model than in the defeatured one. 
This is due to the removal of the air gap in the defeatured model. 
In the model results, the frequencies changes for every mode 
varying from a few hertz to over a hundred. Again, this is due to 
the change in geometry and thus the change in mass and 
dynamics.  

 
Figure 10. frequency response from the nominal and defeatured models 

 

Figure 11. thermal response from the nominal and defeatured models 

Whilst this is an extreme case of variance due to the effects of 
geometry change it highlights the issues that can arise in 
simulation accuracy when automated defeaturing procedures 
are used with no regard for their affect.    

5. Conclusion  

The work presented here highlights how changing FEA variables 
can affect simulation accuracy. As FEA is being applied more 
frequently in industry by companies that have never previously 
used it, it is important for them to understand how small 
changes in mesh, and geometry can have large effects on result 
accuracy. It is also important for them to be aware that greater 
accuracy does come at the price of longevity and man-hours 
involved, which will incur greater cost.    
The ultimate aim of this work package is to generate automated 
adaptive model preparation techniques that can provide FEA 
results efficiently and accurately. This will involve automated 
feature-based defeaturing that can be adaptive to the CAD 
involved. Part of this work has already been highlighted here. By 
simply incorporating a custom property into the part design, 
unwanted parts can simply and quickly be excluded from the 
model, without the need of manually selected them.  
The work for automatic geometric assembly defeating is ongoing 
with the results to be published in due course. 
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Abstract 
 
Single-crystal materials, characterized by their uniform atomic structures and properties, find extensive applications across various 
industrial sectors, including electronics, optics, and displays. While lapping or polishing of single-crystal materials is a widely employed 
technique in industries, mechanical machining for patterning is not commonly applied due to their brittle fracture characteristics. 
Although some previous research has demonstrated the possibility of mechanically machining these materials at ultra-low forces on 
the nano-scale, estimating the critical thrust force at the ductile-to-brittle transition remains challenging. Furthermore, it is unclear 
how much plastic deformation affects ductile machining on the nano-scale, as analysing nano-sized chips is inherently difficult. To 
address these issues, our research focuses on analysing how mechanical properties influence the critical thrust force at the ductile-
to-brittle transition during nano-scale mechanical machining using a few single-crystal materials. We also proposed a quantitative 
method for determining plastic deformation by measuring volume changes in this study. We utilized a nanoscratch tester equipped 
with a diamond machining tool, which closely resembles an ultra-fine machining system, to measure ultra-low thrust forces during 
nano-scale machining. We successfully created V-grooved nano-patterns on silicon, germanium, and gallium arsenide and 
determined the critical thrust force. Our analysis, considering several mechanical properties, revealed that the critical thrust force 
correlates with hardness and elastic modulus, which are key mechanical parameters influencing plastic deformation and material 
fracture. The volume change was measured by AFM(Atomic Force Microscope) after machining, the amount of plastic deformation 
could be successfully calculated without observation of chips.     
 

Ductile-to-brittle transition, Mechanical machining, Nano-scale, Critical thrust force, Plastic deformation 

 

1. Introduction  

Single-crystal materials are commonly perceived as difficult-
to-cut due to their brittle characteristics. However, previous 
studies [1,2] have demonstrated that these materials can be 
mechanically machined with ultra-low forces, exhibiting a 
phenomenon known as 'ductile machining.' This occurs at forces 
lower than the critical thrust force determined in earlier 
research. The ductile machining of single-crystal materials by 
diamond turning was investigated in previous researches, 
however, there was limited research on quantitative analysis of 
thrust force of nano-scale planing. Recent research [3] has 
revealed that the critical thrust force for single-crystal silicon 
varies with the applied force per unit, indicating it is an 
experimental parameter rather than an inherent material 
property. Moreover, distinguishing whether ductile machining is 
based on cutting or plastic deformation remains challenging due 
to the inherent difficulty in analyzing nano-sized chips. 
Therefore, this study investigates the variation in material 
mechanical properties affecting the critical thrust forces for 
selected single-crystal materials and proposes a quantitative 
method for elucidating the mechanism of ductile machining by 
measuring volume changes. 

2. Experimental methods    

We selected three types of single-crystal materials—
silicon(001), GaAs(001), and Ge(001). The critical thrust force for 
each material was determined following the methodology 
proposed in recent research [3]. A nanoscratch tester (Anton 
Paar) equipped with a diamond machining tool with a 90-degree 
shape angle, resembling an ultra-fine machining system, was 
employed as shown in Fig. 1. All scratching experiments were 
performed along [110] crystallographic direction on the three 
single-crystal materials. The critical thrust force, marking the 
ductile-to-brittle transition, was confirmed by SEM (Scanning 
Electron Microscope) observation. Mechanical properties were 
measured using the nanoindentation method [4]. Volume 
changes after ductile machining were measured using an AFM 
(Atomic Force Microscope), calculating changes in the volumes 
of the machined V-groove and pile-ups. 
   

 
Figure 1. A nanoscratch system(left) and a diamond machining 
tool(right) 
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3. Results and discussion   

Figure 2 presents ductile machining and brittle fracture of a 
single-crystal silicon. The ductile machining was observed  at 
much low force as previous researches, and then the ductile-to-
brittle transition was observed. The critical thrust force was 
defined as the force at which the first brittle fracture occurred. 
To ensure the reliability of our findings, we conducted five 
repetitions of the same experiments on a single material, 
demonstrating high repeatability. The critical thrust forces for 
silicon, GaAs, and Ge were approximately 17 mN, 27 mN, and 8 
mN, respectively. The critical forces showed a similar tendency 
to the results of the previous research [5].  Minomura et al. 
found that the ratios of the pressure to make phase transition  
of silicon, GaAs and Ge are about 1:1.25:0.62,respectively. The 
exact pressure values and further crystallographic analysis are 
needed in a future study.   

 

 
Figure 2. Ductile machining and brittle fracture occurred in a single-
crystal silicon 

 
Since ductile and brittle characteristics are clearly related to 

elastic and plasitic properties of a material, we chose elastic 
modulus (E) and hardness (H) as representative mechanical 
properties for studying the ductile-to-brittle transition. Among 
several combitions of E and H, Tsui et al. [6] proposed that H3 
over E2 was a parameter of the critical force of plastic 
deformation in nanoscratch tests. H3 over E2 exhibited a robust 
positive relationship with the critical thrust forces in this study. 
Though the physical meaning of H3 over E2 should be addressed 
in further study, it can be used for predicting the critical thrust 
force of a machined material.  

Figure 3 shows AFM profiles of silicon and GaAs. The profiles 
were measured at five machined V-grooves, and they were 
overlapped much well. We calculated the decresed area of a V-
groove and the increased area of pile-ups around the surface of 
a V-groove. Since we could assume that the V-groove and the 
pile-ups had the same length, the ratio between the two 
calculated area should be same to the ratio of the volumes. If 
the ductile machining is based on plastic deformation, the 
volume change would be zero theoretically, which means the 
decreased volume and the increased volume would be same or 
their ratio would be one. Conversely, if the ductile machining is 
based on cutting, the decreased volume would be significantly 
larger than the increased volume, or the volume of the pile-ups 
would be considerably smaller. Examination of Fig. 3 reveals 
similar volumes for two V-grooves, yet differing volumes for pile-
ups. The volume ratios of pile-ups over V-groove of silicon and 
GaAs were approximately 0.36 and 1.05, respectively. This 
allows us to infer that the ductile machining of silicon is based 
on cutting, while GaAs exhibits characteristics indicative of 
plastic deformation. Hokkirigawa et al. [7]  proposed that the 
parameters which could predict ploughing(plastic deformation) 
and cutting in scratch tests Our calculations using these 
parameters placed GaAs closer to ploughing than silicon, 
corroborating our experimental findings. 

  

 
Figure 3. AFM profiles of V-groove of silicon and GaAs 

4. Conclusions   

We analysed the relationship of material mechanical 
properties and the the critical thrust forces of three single-
crystal materials, and suggested a quantitative parameter for 
determining the mechanism of ductile machining in this study. 
The details are written below. 

1) The critical thrust force  which makes the first brittle 
fracture was largest in GaAs(001)[110], followed by 
silicon(001)[110] and Ge(001)[110]. .  

2) H3 over E2 exhibited a strong positive correlation with 
critical thrust forces (H: Hardness, E: Elastic modulus). 

3) The volume ratio of the V-groove and the pile-ups can be 
used as a parameter for determining the mechanism of ductile 
machining of each single-crystal materials.  
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Abstract 
 
In the grinding and polishing processes for thin substrates such as wafers, a chucking system is essential for a high-precision 
machining. Vacuum porous chucks are generally used for the grinding and polishing of wafers. However, their surfaces easily wear 
and they are difficult to clean inside. Additionally, the thinner the wafer, the more difficult it is to clamp without causing deformation 
above each pore of the porous chuck owing to the vacuum pressure. Therefore, a water-film chuck that does not allow direct contact 
between the wafer and the chuck has been developed. Our previous study showed that a water film with a size below 0.3 µm was 
required to obtain a lateral restraint force applicable to polishing. This paper describes a new chucking system that uses a water-film 
porous chuck without a vacuum. The adoped porous material has considerably smaller grains than those used in a standard porous 
chuck. Porous materials facilitated the formation of ultrathin water films. In addition, an ultrathin and uniform water film was formed 
via control of the atomizer application time. According to the experimental results, this chucking system generated a lateral restraint 
stress greater than 25 kPa, and could be used for polishing at the pressure of 30 kPa. 
 

Keywords: grinding and polishing, porous chuck, water film, lateral restraint stress, sapphire wafer 

 

1. Introduction 

A vacuum porous chuck is a standard devices for clamping of a 
wafer for processing. The vacuum pressure generates a 
sufficient uniform clamping force over the entire wafer. The use 
of vacuum also facilitates the wafer attachment and 
detachment. However, the porous chuck suffers from surface 
wear owing to repeated contact with the wafers and it is difficult 
to clean the dust inside. Therefore, the chuck must be replaced. 
Additionally, the vacuum pressure causes deformation of the 
areas of the wafer located above in each pore of the porous 
chuck, as the wafers are expected to become thinner. Therefore, 
a chucking method without a vacuum is required. 

This study describes a new chucking system using a water-film 
porous chuck, its clamping characteristics, and the results of a 
polishing experiment on a sapphire wafer. 

2. Water-film porous chuck 

To overcome the problems related to the vacuum porous 
chuck, a water-film chuck, which uses the adsorption of an 
ultrathin water film and does not allow a direct contact between 
the wafer and chuck, was developed as a unique clamping 
method without a vacuum. A thinner water film provides larger 
vertical and lateral restraint stresses that are attributed to the 
meniscus force generated by the water film [1–3]. When the 
thickness of the water film is less than 0.3 µm, the lateral 
restraint stress is above 30 kPa. However, thinning of the water 
film and detachment of the wafer are not straightforward 
because the chuck surface is a high-precision flat surface that is 
mirrored. These issues are caused by the difficulty of moving 
water in the water film within the small gap between the wafer 
and chuck, and supplying air between the wafer and chuck for 
detachment of the wafer. Therefore, we propose a water-film 

porous chuck with improved practicality compared to a water-
film chuck.  

 
2.1. Porous material 

The porous material used in this experiment was 
manufactured via sintering 3.5 − 4.5 µm alumina ceramic grains 
and had the porosity of 40%. In addition, the diameter of the 
material was 100 mm with thickness of 5 mm. The material 
surface was mirror-polished to a flatness of 0.7 µm over its 
entire surface and roughness of lower than 10 nm (Ra) on the 
grain surface. Figure 2 shows a magnified image and calculated 
contact area (green area) of the porous material surface. The 
contact ratio was calculated by the height distribution measured 
by a laser scanning confocal microscope assuming that the area 
within 0.4 µm from the top of the grain surface contacts the 
wafer. The minimum size of the pores was 2 µm. This is 
considerably smaller than that of a standard vacuum porous 
chuck. The contact ratio calculated as 35.4%. 

 

              
 

Figure 1. Magnified porous surface and calculated contact area. 

 
2.2. Ultrathin water film formation method 

A small amount of water supply is required for the water film 
formation method. An atomiser that generates mist water 
containing water particles (4 −  11 µm) was used in this 
experiment. Water mist was applied to the surface of the 
rotating wafer. A water film was formed after placing the wafer 
on the porous material and pressing it at the pressure of 7.5 kPa. 
Finally, a thinner water film forms as the water moves into the 
pores of the porous material via capillary action. The thickness 
of the water film could be adjusted based on the application 

Pore 

Grain 

50 µm 
 

Contact 
area 
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time of the mist water. Figure 2 shows the sapphire wafers with 
diameters of 100 mm clamped using a water film under a white-
light-emitting diode (LED). In Figure 2(a), interference fringes are 
observed when the amount of water applied is excessively large. 
As shown in Figure 2(b), no interference fringes were observed 
over the entire wafer surface. The water film thickness in this 
case was smaller than 0.3 µm, as measured by the thin-film 
thickness measuring instrument. This clamping state was 
maintained for at least 2 h without drying out.  

During grinding and polishing, the lateral restraint stress of the 
chucking system must be larger than the friction stress 
generated between the wafer and the grinding wheel or the 
polishing pad. Figure 3 illustrates the measurement instrument 
for the lateral restraint force. In the experiment, an optical flat 
with the thickness of 10 mm was used to avoid cracking, and the 
maximum load was limited to 200 N. This corresponds to 25.5 
kPa for a wafer with a diameter of 100 mm. Figure 4 presents 
the measurement results for the water-film porous chuck and 
vacuum porous chuck. For the water-film porous chuck, the 
lateral restraint force was 197 N, which was almost at the 
measurement limit. The clamping force for a standard thickness 
wafer is expected to be considerably larger because its 
deformation follows the chuck surface profile. In contrast, the 
lateral restraint force of the vacuum porous chuck, whose 
frictional force was determined by the friction coefficient and 
real contact area, was 90 N corresponding to 11.5 kPa. 

 

(a)          (b)  
Figure 2. Interference fringe images of sapphire wafers clamped by the 
water-film porous chuck.  
 

 
 
Figure 3. Measurement apparatus for the lateral restraint force.  

 
Figure 4. Lateral restraint forces generated by the water-film porous 
chuck and vacuum porous chuck. 

3. Polishing experiment 

A polishing experiment using the  porous material mentioned 
above as a water-film porous chuck was conducted under the 

conditions listed in Table 1. The initial roughness of the wafer 
was 0.67 µm (Ra). Figure 5 shows the variation in the horizontal 
load applied to the polishing head over time. The water film 
exhibited sufficient clamping performance against the frictional 
force generated by the polishing. The periodic change in the load 
was caused by the oscillating motion of the polishing head. The 
average horizontal load was 242 N, which was greater than the 
lateral restraint force obtained in the experiment. The 
roughness of the polished wafer was 0.33 µm (Ra). According to 
the observation after polishing, the slurry did not seep between 
the wafer and the chuck. Therefore, the water-film porous chuck 
can polish a wafer without causing wafer detachment under 
standard polishing conditions. 

 
Table 1 Polishing conditions. 
 

 

 
Figure 5. Variation in horizontal load of polishing head during polishing. 

4. Conclusion      

To overcome the problems related to the vacuum porous 
chuck, a water-film porous chuck that clamps a wafer without a  
vacuum was proposed. The main characteristics of the chucking 
system are the usage of the porous material with pores of 2 µm 
minimum and forming method of a thinner water film using the 
mist water. According to the experimental results for the optical 
flat with diameter of 100 mm, the formation of the water film 
with a size below 0.3 µm was achieved, and a lateral restraint 
force of approximately 200 N was obtained. Furthermore, the 
water-film porous chuck can polish a wafer at the pressure of 30 
kPa. Future studies should aim to clarify the grinding and 
polishing characteristics of the thinning process using this 
chucking system. 
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Abstract 
 
In diamond tool turning of semiconductor crystals, the phenomenon of ductility emerges at submicrometric cutting thickness. This is 
attributed to the complex tool-material interaction, where the pressure in the contact region between the cutting edge and the 
material can reach levels comparable to the phase transformation pressure of the machined material. Ductile removal varies with 
the crystallographic orientation and negative rake angle tools, particularly around -37.5°, enhance the ductile response during cutting. 
Cutting forces decrease as the machining direction transitions from the harder [100] to the softer [110]. This study investigates the 
shear stress variation with different rake angles in machining semiconductor crystals (Si) oriented along the (001) plane. Results show 
a clear correlation between increased shear stress and improved material removal efficiency,  providing clear-sightedness on the 
effect of ductility for precision machining in semiconductor manufacturing. 
      
Monocrystalline Silicon; Diamond tool; Transition pressure; Rake angle        

 

1. Introduction 

Transition pressure plays an important role in addressing the 
issue of fragile to ductile behavior in monocrystalline 
semiconductor materials under loading [1]. Indentation is a 
commonly employed technique to illustrate pressure-induced 
phase transformations. It relies on the interaction between the 
indenter and the material, controlling the dynamic displacement 
of the indenter into the surface [2]. In materials such as Si and 
GaAs, specifically on the (100) orientation plane, the [100] 
direction is anticipated to be the hardest, in contrast to the 
softer [110] direction [3]. During indentation, the [100] direction 
exhibits brittle behavior, while the [110] direction demonstrates 
ductile behavior [4]. However, under the influence of loads from 
the cutting process, there is an inversion in the brittle and ductile 
behavior. The [100] direction becomes ductile, while the [110] 
direction becomes brittle [5]. One explanation for this 
phenomenon concerning cutting is related to the compression 
of the tool on the material, which increases the shear stress. This 
increase in shear stress may be responsible for the inversion of 
behavior, changing from brittle and ductile during indentation to 
ductile and brittle during cutting. To clarify this, the specific 
objective of this study was to demonstrate the effect of shear 
stress on monocrystalline Si (100) during ultraprecision turning 
with a diamond tool for different rake angles. 

2. Material and Methods      

We used single crystal silicon in ultra-precision machining with 
a circular tip diamond tool. The specimens (20 × 20 mm) were 
cut from silicon wafers with (100) surface orientation, 
1 – 10 Ω.cm resistivity, P-type (Boron concentrations: 1015 - 1016 
atoms cm−3), 55 mm diameter and 500 μm thick. 

Commercial diamond tools were used for the experiment with 
monocrystalline diamond with a nose radius of 762 µm and 100 

µm, cutting edge radius of 40 nm, clearance angles of 10º and 
rake angles of 0º. 

Single point diamond turning experiments were carried out on 
a commercially available diamond turning machine, the Aspheric 
Surface Generator Rank Pneumo ASG 2500. This is a very rigid 
system with a T-base carriage configuration and carriages 
(hydrostatic bearing, driven with pulse-width-modulated DC 
servomotors, rotary-to-linear motion through 5 mm pitch 
ballscrews and position feedback using laser interferometer) 
that had a 10 nm positioning accuracy. 

We used cutting forces data to determine the value of shear 
stress during machining. An acquisition system was assembled 
to measure the machining forces, consisting of an acquisition 
plate (400 kHz), a multi-channel load amplifier, and a 
piezoelectric dynamometer Kistler, model 9652C2 (0 to 250 N; 
natural frequency of 2 kHz), all commercial. The forces were 
recorded at a sampling frequency of 130 kHz for each force. The 
positioning of the dynamometer was established in such a way 
that the x-axis provided the thrust force (Ft), and the y-axis 
provided the cutting force (Fc). A device with rotating capability 
was designed and manufactured to vary the tool's rake angle 
(Figure 1). This device consisted of an angled base and a tool 
holder. The angular base was attached to the dynamometer, and 
the tool holder was attached to the angular base in the position 
corresponding to the desired rake angle. 

 

 
 

Figure 1. Device for changing rake angle. 
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The shear stress (τ𝑠) was estimated using measured cutting 
forces, as proposed by Merchant [6]. It was determined by the 
decomposition of thrust and cutting forces into the normal and 
friction forces to the tool face (F and N), as well as the friction 
force (𝐹𝑠) in the shear plane. These forces are distributed in the 
shear plane (As), which is related to the shear angle (𝜑)  and 
friction angle (𝛽), expressed by the following equations: 

 
𝐹 = 𝐹𝑐. sin(𝛼) + 𝐹𝑡. cos(𝛼) 

𝑁 = 𝐹𝑐. cos(𝛼) − 𝐹𝑡. sin(𝛼) 

𝐹𝑠 = 𝐹𝑐 . 𝑐𝑜𝑠(𝜑) − 𝐹𝑡 . 𝑠𝑖𝑛(𝜑) 

(1) 

𝜑 = 45 +
𝛾

2
−
𝛽

2
; 𝛽 =  tan−1 (

𝐹

𝑁
) (2) 

τ𝑠 =
𝐹𝑠
A𝑠

 ; A𝑠 =
f. ap

sin|φ|
 (3) 

f: tool feedrate per revolution; ap: depth of cut; α: tool rake angle. 

 
To determine the Vickers Hardness in each direction, we 

employed a durometer with loads ranging from 1 gf to 2 kgf for 
indentation tests on silicon (100). 

3. Results and Discussion 

Figure 1 presented the results of Vickers hardness testing, 
revealing a notable brittleness along the [100] direction, 
characterized by more pronounced fractures and propagation of 
cracks. 
 

 
Figure 2. Vicker Hardness on silicon (100). 

 
Figure 3 shows the shear stress results in turning and the 

influence of tool angle rake, demonstrating an increase in shear 
stress as it becomes more negative, thereby improving ductile 
response.  

 

 

 
 

 
Figure 3. Shear stress in (100) silicon cutting. 

 

However, the peak performance occurs around -37.5; beyond 
this angle, the shear stress diminishes once again. This 
phenomenon was also noted by Lai et al. [7].  

In the context of machining, there is a reversal in the brittle 
and ductile behavior compared to indentation. Unlike in 
indentation, where the [100] direction shows greater fragility, 
machining reveals that the [110] direction exhibits more 
pronounced fractures and crack propagation. This characterizes 
the beneficial effect of the increased shear stress generated 
during machining, particularly when the [100] direction attains 
higher shear stress values, promoting a more ductile behavior. 

This study evaluated the ductile response of single crystal 
silicon, considering the influence of shear stress in ultraprecision 
turning. Contrary to the expected brittleness in the [100] 
direction of silicon (100) under loading, the turning process 
reveals a reversal in behavior as shear stress increases, 
promoting a more ductile behavior of the [100] direction during 
the cutting.  
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Abstract 
 
Aerostatic bearings based on porous restrictors commonly consist of two components: the bearing body and the restrictor. The 
bearing body is usually steel or aluminium, and the restrictor is often graphite or some other porous material. The porous restrictor 
and the body are bonded together with adhesive. Aerostatic bearings are commonly utilized in precision engineering applications 
which require narrow manufacturing tolerances and a highly repeatable manufacturing process. The adhesive application in the 
assembly process of aerostatic bearings is vulnerable to variations, as the adhesive bonding process is sometimes carried out by hand. 
Thus, variances in the operation have effect on the final product’s quality. This study presents a system for mechanized adhesive 
application for manufacturing of aerostatic bearings. The presented system was developed for mechanized adhesive application using 
a standard 50 ml handheld, two-component epoxy cartridge. A six-axis robotic arm was utilized to dispense and direct the bead of 
epoxy in a specified pattern, and a statistical inspection of this method’s repeatability is performed. The study investigates the 
repeatability of this type of automated adhesive application, aiming to minimize the risk of poorly bonded restrictors in future studies. 
 
Aerostatic bearing, adhesion, robot          

 
 
1. Introduction 

 
Aerostatic bearings are categorized according to the air 

feeding structure. Nozzle type bearings are common and widely 
adopted in the industry. Meanwhile, porous material bearings 
are also favoured in several industrial applications. The structure 
of porous material bearings commonly consists of a metal body 
and a porous material restrictor jointed to the body. Illustration 
of a porous aerostatic bearing structure is presented in Figure 1. 
The porous material restrictor not only limits the air 
consumption but also increases the stiffness of the air film 
compared to other type of aerostatic bearings [1]. Synthetic 
graphite is a common material utilized as the porous restrictor; 
however, it can have significant variation in its material 
properties [2]. 

 
Figure 1. Simplified cross-section of circular porous aerostatic thrust 
bearing. Restrictor is adhesively mounted to the body. 
 

In addition to the varying material properties of graphite, the 
adhesive bonding process between the graphite restrictor and 
the bearing body may introduce inconsistencies [3]. An 
excessive amount of adhesive may cover the open pores of the 
graphite or fill the air supply grooves. This can reduce the area 
of the air passages in the bearing body and limit airflow to the 
graphite restrictor. Additionally, an insufficient amount of 
adhesive may cause air leaks or a failure of the adhesive bond. 
Limited, uneven, or obstructed airflow to the restrictor causes 
losses in performance due to the uneven pressure distribution 
in the air gap. 

Repeatable adhesive application process can be achieved with 
volumetric dispenser [4]. Dispensing unit can be mounted to an 
automated multi-axis machine, for example 6-axis robots are 
used in automotive industry [5]. This allows the adhesive to be 
applied in specified patterns and amounts. In cases where small 
series of bearings are manufactured, manual adhesive 
application may be required. Manual adhesive application leads 
to inconsistent dispensed pattern shape and the amount of 
applied adhesive. In attempts to eliminate any human error in 
the adhesive application process, this study introduces a simple, 
automated, and low-cost method of applying the adhesive by 
means of a robotic arm, two component epoxy cartridge, and a 
custom dispensing system. 

The goal of this study is to validate only the repeatability of the 
mass of the adhesive bead applied to the bearing body. The data 
collected in this study demonstrates satisfactory levels of 
repeatability and this system may be suitable for use in future 
aerostatic bearing research endeavours. In future studies the 
adhesive target mass will be defined.  

2. Methods 

 
2.1. Machinery    

The machinery consisted of UniversalRobots UR10 robot and 
a custom epoxy dispensing system. The epoxy dispensing system 
utilized a standard 50 ml handheld, two-component epoxy 
cartridge. The dispensing system is presented in Figure 2. A 
NEMA 17 stepper motor was connected through a 10:1 ratio 
planetary gearbox to a lead screw which actuated the piston 
pressing the adhesive cartridge pistons. The stepper motor was 
controlled to operate with constant rotational speed and thus 
maintained constant volumetric flow of the adhesive. 
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The mixing of the two epoxy components was performed with 
a 151 mm long, 21-element static mixing nozzle with an inner 
diameter of 6.3 mm. The cross section of the nozzle is circular, 
and the mixing elements are attached to each other only from 
the middle in a helical pattern thus reducing the possibility of air 
remaining in the nozzle. Air trapped in the nozzle will be 
compressed during the process, and after dispensing, the 
expanding air will cause undesirable flow from the nozzle. A 0.84 
mm diameter 13 mm long stainless-steel dispensing needle was 
mounted to the tip of the static mixing nozzle. The dispensing 
needle enabled more accurate application of the adhesive bead, 
although the thin needle increases the pressure in the mixing 
nozzle and increases the force required to apply the adhesive 
from the cartridge. 

 

 
Figure 2. Adhesive dispensing system mounted to a robotic arm.  

 
2.2. Test procedure 
    The test procedure consisted of the application of adhesive to 
plastic sheets with a controlled pattern identical to the one used 
in bearing manufacturing. During the measurements, the 
bearing body was replaced with a vacuum unit to hold the plastic 
sheets in place during the dispensing of the adhesive. The mass 
of each plastic sheet was measured before adhesive application. 
After dispensing, the adhesive was allowed to cure completely 
and the sheets with the adhesive were weighted. 
 
2.3. Dispensing procedure 
    The system was initialized by extruding the adhesive to the 
mixing nozzle while the nozzle pointed upwards. Extrusion 
speed during the initialization was extremely slow due to the 
high viscosity of the adhesive. Filling the nozzle upwards with 
slow speed minimizes the amount of trapped air in the mixing 
nozzle. After the nozzle was filled, the first test extrusions were 
performed. According to the test extrusion results, the robot 
and extrusion speeds were adjusted. The final tool speed was 10 
mm/s. All samples were extruded in one batch with a 35 s cycle 
time including the sheet changing time. A sample is presented in 
Figure 3. 

 
Figure 3. Adhesive applied to plastic sheet with the same pattern utilized 
in the aerostatic bearing manufacturing process. 

3. Results 
   The measurement results are presented in Figure 4. During the 
adhesive application, it was visually observed that 
approximately 10 consecutive samples were required before the 
extrusion results became uniform between samples. The same 
conclusion can be made from the data in Figure 4. Therefore, the 
last 30 consecutive samples were selected for analysis. The 
average mass of the adhesive of the selected samples was 
406.15 mg, and the standard deviation was 4.84 mg (1.19 % of 
the average). 

 
Figure 4. Dispensed adhesive mass. Initial gradient was excluded from 
statistical analysis. 
 

4. Discussion 
   The system presented in this study reached an adequate level 
of accuracy and repeatability. The level of repeatability 
compared to commercially available solutions is in the same 
range. The system provided by Techcon reaches ±1 % level of 
accuracy according to the manufacturer [6]. Most of the 
commercial solutions are based on volumetrically adjusted 
dispensing which is a more accurate system by principle. 
   The main effect on the accuracy of the system originates from 
excess adhesive dripping from the needle between dispensing 
events as the pressure is released from the nozzle. To increase 
accuracy of the system, the authors suggest utilization of a 
shorter mixing nozzle and a pneumatically operated dispensing 
valve placed before the dispensing needle. The dispensing valve 
allows for a higher constant pressure applied in the cartridge 
without pressure loss between dispensing events. This stabilizes 
the flow properties and increases repeatability. 
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Abstract 
 
The creation of high-performing and durable seals which can join stainless steel parts together is critical for applications such as 
reforming processes.  While ferritic stainless steel is an exceptionally good choice of material for high temperature processes due to 
its manufacturability, cost effectiveness, and continued resistance to corrosion at high temperatures, it is also difficult to create seals 
which act as electrical insulators.  Many insulators and dielectric materials with suitable high-temperature characteristics, such as 
glass, are unable to form a performant and durable seal due to the large difference in coefficients of thermal expansion (CTE).  The 
discrepancy in expansion and contraction during heating and cooling cycles can lead to delamination from the stainless-steel 
substrate or fractures within the seal itself, either of which would render the equipment containing said seal inoperable and 
potentially causing further damage.  
 
This paper explores methods for sealing stainless steel plates by leveraging technology from the semiconductor industry.  
Development of a multi-layered composite sealing and bonding method will be accomplished using equipment designed for handling 
and processing silicon wafers.  By layering several coatings to form a seal, properties such as resistivity, adhesion, overall CTE, and 
self-healing properties will be able to be finely tuned to suit specific applications.  Beginning with an assessment of spin-on glass, the 
use of fabrication methods originally developed for the semiconductor industry is investigated for the production of these composite 
high-temperature seals.   
 
Reforming, High-Temperature Sealing, Semiconductor Fabrication, Wafer Bonding, Bonding, Composite Seals, Manufacturing   

 

1. Introduction  

In high temperature processes such as reforming operations, 
ferritic stainless steel is an exceptionally good choice of material 
for processing equipment due to its manufacturability, cost 
effectiveness, and resistance to corrosion at high temperatures.  
However, creating seals which can bond ferritic stainless-steel 
parts and act as electrical insulators, crucial for processes where 
generating a voltage differential is necessary, is difficult due to 
the extreme conditions this equipment is exposed to.  Many 
existing insulators and dielectric materials with suitable high 
temperature characteristics are unable to function effectively as 
seals due large differences in coefficients of thermal expansion 
between the seal and the stainless-steel substrate.  To overcome 
these issues, development of a composite seal which can self-
heal during thermal cycling and is able to be tuned for physical 
and electrical properties is necessary.  The development of this 
composite seal leverages fabrication techniques originating in 
the semiconductor industry, where uniform material deposition 
to form thin films is commonplace. 

Previous work on the development of sealing methods for 
stainless-steel interfaces has focused on characterizing the 
mechanical and chemical interfacial mechanics between 
substrate and homogeneous sealing glass[1,2].  Meanwhile, 
work on thin layer deposition to stainless-steel substrates using 
semiconductor fabrication techniques have concentrated on 
thin layer characterization and interfacial characteristics[3–6] 

rather than practical application in the fabrication of high-
temperature seals. 

The research described in this paper utilizes these 
semiconductor fabrication techniques in conjunction with 
interfacial analysis and testing within both mechanical and 
electrical regimes. 

2. Methodology 

To develop a composite sealing method, methods originating 
in the semiconductor manufacturing industry for thin layer 
deposition will be independently assessed for suitability and 
compatibility with stainless-steel substrates.  Evaluation is 
carried out using test samples fabricated from AISI 430 stainless-
steel, chosen as a representative ferritic stainless-steel due to 
cost effectiveness and availability.  Results from electrical and 
mechanical testing of individual thin layer deposition methods 
will be leveraged to determine material and fabrication method 
choices for a composite seal. 
   
2.1. Sample Preparation 

Test samples were fabricated from AISI 430 stainless-steel 
sheet 0.5mm thick purchased from McMaster-Carr (P/N: 
3803T18).  As the material was received in a roll form, it needed 
to be flattened before individual test samples could be cut from 
it.  This was accomplished by cutting the sheet metal into 
rectangular sections approximately 50mm wide and 150mm 
long.  These sections were then flattened by heating them 
between two alumina slabs approximately 200mm square and 

335

http://www.euspen.eu/


  

 

25mm thick which were ground to a flatness of less than 5µm.  
A thermocouple was also placed between the alumina slabs 
adjacent to the stainless-steel sheet to monitor the temperature 
at the centre of the “sandwich”.   

  

 
Figure 1. Alumina Slab “Sandwich” with Thermocouple 

 
The flattening procedure was based on guidelines provided for 

annealing 430 stainless-steel by one of its major 
manufacturers[7].  The furnace used for the flattening process, 
a Vulcan A-550 Box Furnace (Fig. 2) was preheated to 760°C 
before the alumina slab “sandwich” was inserted into the 
furnace.  After the core of the ”sandwich” reached 760°C, this 
temperature was held for 20 minutes before the furnace was 
switched off and its contents were allowed to cool to room 
temperature. 
 

 
Figure 2. Vulcan A-550 Box Furnace Used for Sample Preparation 

 
After the flattening process was completed, individual test 

samples in the form of 20mm diameter discs with two tabs for 
handling (Fig. 3) were cut from the sheet using a fibre laser.  
These samples were then polished on a Struers RotoPol grinding 
machine to a mirror finish, corresponding to an Ra of 
approximately 5µm. 

 

 
Figure 3. Computer Model of 430 Stainless-Steel Test Sample 

 
 

2.2. Fabrication    
Spin-on glass (SOG) has been selected as the initial material for 

consideration.  Applied as a liquid to a substrate on a spinner 
table, SOG offers good planarization and insulation 
characteristics; the thickness of the layer deposited is 
determined by the rotational speed of the spinner table (Fig. 4).  
Following this deposition in liquid form, the SOG is baked to form 
a material with similar properties to SiO2.  Density of the cured 
SOG is determined by the temperature of the bake, allowing 
another degree of tunability.[8]  

The SOG compound used is Desert Silicon NDG-7000R, a non-
doped formulation specified to provide a cured film thickness of 
7000 Å when applied with a spin speed of 4000 RPM.[9]  

 

 
 

Figure 4. Cured Film Thickness vs. Spin Speed for NDG-7000R[9] 
 

The spin-on glass is applied and processed using procedures 
common in the semiconductor industry with the ultimate goal 
of bonding two test samples together for mechanical and 
electrical characterization (Fig.5). 
 
 
 

 
Figure 5. Spin-On Glass Processing 
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2.2.1 SOG Application    
After each sample was cleaned with acetone, they were 

individually placed on a vacuum chuck spinner and 
approximately 0.25mL of Desert Silicon NDG-7000R was 
deposited on the centre of the sample using a micropipette.   
After ensuring that the sample was correctly centred and fully 
constrained by the vacuum chuck, the spinner was run at a 
speed of 1000 RPM for 120 seconds to yield a film thickness of 
approximately 1.5µm.  The test sample was then immediately 
transferred to a hotplate and baked at 225°C for 240 seconds to 
cure the spin-on glass. 
 

2.2.2 Photoresist Processing 
After the test samples cooled, they were transferred to 

another spinner for photoresist application.  Similarly to the 
previous processing step, each test sample was individually 
placed on the spinner and retained using a vacuum chuck.  
Approximately 0.25mL of AZ nLOF 2020, a negative 
photoresist[10], was deposited on the sample.  The spinner was 
then run at a speed of 3000 RPM for 120 seconds to yield a 
thickness of 2µm.  After completion of the spinning, each sample 
was transferred to a 110°C hotplate for a 120 second pre-
exposure bake. 
 

The next step in the photoresist processing was to expose the 
photoresist.  As negative photoresist was used, the section 
which needed to remain behind after development was the 
region of the wafer which was exposed.  This was accomplished 
using a Heidelberg Instruments MLA 150 Advanced Maskless 
aligner.  A 5mm diameter circular region at the centre of each 
test sample was exposed using the recommended parameters 
for nLOF 2020.  Following the exposure, the samples were 
transferred to a 110°C hotplate for a 120 second post-exposure 
bake. 
 

Following the exposure and post-exposure bake, the 
photoresist was developed.  Each sample was immersed in AZ 
726 MIF developer [11] for 60 seconds while being agitated, 
after which they were removed and rinsed in four consecutive 
baths of deionized water. 
 
2.2.3 Etching 

Following photoresist processing, the samples were dry 
etched to remove the spin-on glass surrounding the central area 
where photoresist remained.  Multiple test samples were etched 
simultaneously for 10 minutes with CH4 plasma using a Samco 
RIE-230iP Plasma Etching System.  This etching cycle would be 
expected to etch SiO2 on an Si substrate at a rate of 130nm/min 
for a total material removal of 1.3µm. 
 

2.3. Testing 
 

To verify the concept of using spin-on glass as an insulating 
layer, the resistivity of the 2µm layer of Desert Silicon NDG-
7000R was measured using a Fluke 117 True RMS Multimeter.  
With one probe contacting the bare steel underside of a test 
sample and the other probe contacting the side where spin-on 
glass was deposited, the multimeter read open loop, indicating 
that the glass layer was successfully acting as an insulator. 

3. Results  

Deposition of the Desert Silicon NDG-7000R spin-on glass was 
successful, with an even layer applied across the entire surface 
of the stainless-steel test sample.  While the surface of the glass 
remained planar, inspection under an optical microscope 
revealed that the spin-on glass had fractured into micron-scale 
pieces (Fig. 6).   

 

 
Figure 6. Test Sample Surface After Spin-On Glass Deposition 

 
Apparent adhesion of the spin-on glass to the stainless-steel 

substrate was good, with the surface undamaged after 
measurement with an optical profilometer.  This profilometer 
testing yielded an Ra of approximately 5µm, similar to that of 
the mirror-polished stainless-steel substrate. 
 

Photoresist processing of the samples was also successful.  
After the exposure and development steps, a 5mm diameter 
region of cured photoresist remained at the centre of the test 
sample (Fig. 7)  
 

 
Figure 7. Test Sample After Photoresist Processing 

 
From imaging performed using an optical microscope, it was 

observed that the edge of the cured photoresist region had 
good definition with vertical sides that were not affected by 
any fractures in the spin-on glass surface below it (Fig. 8) 

 

 
Figure 8. Test Sample Surface After Photoresist Processing 
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Following the dry etching process, the samples were again 

imaged using an optical microscope.  Spin-on glass remained in 
the circular region which had been covered by the cured 
photoresist and the surrounding area had the majority of the 
spin-on glass previously present removed (Fig. 9).  The same 
fracture pattern which had appeared when the spin-on glass 
was originally deposited remained, and the edge profile of the 
glass closely followed the shape of the photoresist pattern. 

 

 
Figure 9. Test Sample Surface After Dry Etching 

 
The next step taken was measurement characterization of 

the spin-on glass region using a stylus profilometer.  It became 
apparent at this point that the dry etching process had caused 
the spin-on glass to delaminate from the stainless-steel 
substrate, as the stylus dislodged individual segments of glass 
and made measuring the profile of the spin-on glass 
impossible.  Additionally, further review of the images 
previously taken revealed that the dry etching process had 
removed significantly more material than anticipated, with the 
entire cured photoresist layer removed.  This indicates that the 
etching rate achieved was much higher than that expected for 
the same process carried out on a silicon substrate. 

4. Summary & Conclusions 

So far, this investigation of using semiconductor 
manufacturing methods for fabrication of high-temperature 
seals has determined that spin-on glass has promise as a 
material option due to its high electrical resistivity, ease of 
application, and compatibility with ferritic stainless-steel.  
However, the difficulties encountered during the dry etching 
process indicates that some semiconductor manufacturing 
processes must be adapted for use on a ferritic stainless-steel 
substrate and cannot simply be used as they are with silicon 
wafers.  Once necessary adaptations are made though, these 
manufacturing methods which are already widely used and 
well understood in the semiconductor industry have the 
potential to be used in the fabrication of high-performance 
composite seals.   

5. Future Work 

For continuing development of a composite sealing method, 
tuning of processing methods such as dry etching for use on 
ferritic stainless-steel substrates will be necessary.  Through this 
tuning process, an understanding of why the substrate material 
has such a significant effect on processing results will also be 
established. 

In parallel with this tuning process, spin-on glass will continue 
to be testing, specifically as a bonding layer.  As part of this 

process, test samples will be bonded together, and the bond will 
be mechanically characterized using a tensile testing machine. 

For continuing development of a composite sealing method, 
assessment of additional thin layer materials and bonding 
techniques will be necessary.  Physical vapour deposition (PVD) 
and chemical vapour deposition (CVD) will be investigated for 
suitability in fabrication of high-temperature seals, with Silicon 
nitride and metals such as aluminium and titanium being 
potential options using these methods. 

To more closely simulate the conditions seals would be 
exposed to within a reforming stack or other high temperature 
processing equipment, mechanical and electrical testing at high 
temperatures, as well as temperature and load cycling.  This high 
temperature testing will also be useful for determining whether 
the fracturing behaviour encountered in spin-on glass. 

Following the development of a composite seal using these 
methods, testing in scaled systems which emulate reforming 
stacks will likely be the next step taken. 

 
Acknowledgements 
 

The authors of this paper would like to acknowledge MIT.nano 
for the use of their equipment, facilities, and expertise.  
Additionally, the authors would like to thank Mike Tarkanian and 
the Merton C. Flemings Materials Processing Laboratory for 
access to furnaces and Chris Haynes and the Morningside 
Academy for Design for use of their fibre laser cutter. This 
research was sponsored by Genvia Corp., Béziers, France. 

 
 
References      
 
[1] Haanappel, V. A. C., Shemet, V., Gross, S. M., Koppitz, Th., 

Menzler, N. H., Zahid, M., and Quadakkers, W. J., 2005, 
“Behaviour of Various Glass–Ceramic Sealants with Ferritic Steels 
under Simulated SOFC Stack Conditions,” Journal of Power 
Sources, 150, pp. 86–100. 

[2] Hu, K., Li, S., Fan, Z., Yan, H., Liang, X., Cai, Y., Zhu, Q., and Zhang, 
Y., 2021, “Contributions of Mechanical Bonding and Chemical 
Bonding to High-Temperature Hermeticity of Glass-to-Metal 
Compression Seals,” Materials & Design, 202, p. 109579. 

[3] Jeng, M.-J., Lai, W.-J., Chang, B.-Z., and Hu, S.-C., 2012, 
“Insulation and Diffusion Barrier Characteristics of Spin-on-Glass 
Layer on a Stainless Steel Substrate,” Journal of Renewable and 
Sustainable Energy, 4(1), p. 011603. 

[4] Lampert, F., Jensen, A. H., Din, R. U., Gonzalez-Garcia, Y., and 
Møller, P., 2018, “Properties and Performance of Spin-on-Glass 
Coatings for the Corrosion Protection of Stainless Steels in 
Chloride Media,” Materials and Corrosion, 69(9), pp. 1279–1291. 

[5] Zhang, Y., Wu, W., Han, Y., Wu, X., Cheng, Y., and Liu, L., 2020, 
“Adhesion Analysis of Silicon Nitride Film Deposited on Stainless 
Steel Surface by Adding Transition Layer,” Nanotechnology, 
31(21), p. 215711. 

[6] Suganuma, K., Okamoto, T., Koizumi, M., and Shimada, M., 1985, 
“Effect of Thickness on Direct Bonding of Silicon Nitride to Steel,” 
J American Ceramic Society, 68(12), p. C-334-C–335. 

[7] 1986, “CarTech 430 Stainless Technical Datasheet.” 
[8] Peterson, R. J., 2016, Literature Review of Spin On Glass, LA--UR-

16-21332, 1240802. 
[9] “Spin-on Glass NDG-7000R” [Online]. Available: 

https://desertsilicon.com/wp-content/uploads/Data-Sheet-NDG-
7000R-1.pdf. 

[10] 2021, “AZ nLOF 2000 Series Technical Datasheet.” 
[11] 2021, “AZ Organic Developers Technical Datasheet.” 

 

338



 

          
 

 

euspen’s 24th International Conference & 
Exhibition, Dublin, IE, June 2024 

www.euspen.eu  

Nanopolycrystalline diamond for precision machining of binderless cemented carbide 
 
E. Uhlmann1,2, J. Polte1,2, T. Hocke1, C. Polte1 
  
1Institute for Machine Tools and Factory Management IWF, Technische Universität Berlin, Pascalstr. 8-9, Berlin, 10587, Germany 
2Fraunhofer Institute for Production Systems and Design Technology IPK, Pascalstr. 8-9, Berlin, 10587, Germany  
 
c.polte@tu-berlin.de 

  
Abstract 
 
In a broad range of industrial applications, the technical importance as well as the demand for the hard-brittle material binderless 
cemented carbide is increasing due to special material properties. Due to its high wear resistance, binderless cemented carbide is 
used in industries like tool and mould making, optics as well as for forming and punching dies. However, because of the brittle material 
properties, the machining of this material with geometrically defined cutting edges is limited by the current state of the art due to 
considerable tool wear. An innovative approach for machining of binderless cemented carbide is the use of binderless 
nanopolycrystalline diamond (NPD) as a cutting material for precision turning. As part of these investigations, the use of NPD as 
cutting material was examined in detail by means of extensive turning tests, starting from the basic machining phenomena. Turning 
tests were carried out with cemented carbide samples with a cemented carbide content of CC = 99.5 %, a cobalt content of CCo = 0.5 % 
and a grain size of dg = 0.3 μm. Prior to the basic turning tests, specific spiral cutting tests were carried out to identify the ductile-
brittle transition and the minimum chip thickness as a function of the feed. Within subsequent turning tests the influence of the 
cutting depth, feed, cutting speed and the use of coolant was investigated. Surface topography, roughness characteristics, chip 
formation and process forces were used as process criteria. The potential of the innovative cutting material NPD could be 
demonstrated in the course of the investigations. 
 
Keywords: binderless cemented carbide; nanopolycrystalline diamond; turning    

 
1. Introduction 

Binderless cemented carbide is used in a wide range of 
applications. At state of the art, binderless cemented carbide is 
mainly processed using grinding or electrical discharge 
machining technologies. However, conventional machining 
results in increased tool wear and surface cracks in the 
component surface. Due to the hard-brittle material 
characteristics and the considerable tool wear, the machining of 
binderless cemented carbide using geometrically defined 
cutting edge processes is significantly limited by the current 
state of the art. Due to its hardness H and grain size dg the use 
of binderless nanopolycrystalline diamond (NPD) as a cutting 
material for precision turning represents an innovative approach 
to overcome the current challenges. As part of the present 
investigations, the use of NPD as a cutting material was used to 
analyse fundamental machining phenomena and for extensive 
turning tests. The investigations were carried out with a 
binderless cemented carbide, which is characterised by a 
tungsten carbide content of CC = 99.5 %, a cobalt content of 
CCo = 0.5 % and a grain size of dg = 0.3 µm. As part of the 
investigations into the fundamental cutting mechanisms, 
scratch tests were carried out as a function of the depth of cut ap 
and spiral tests were varied as a fuction of the feed f in order to 
determine the ductile-brittle transistion and the minimum chip 
thickness hmin. 

As part of the subsequent turning tests, the influence of the 
cutting speed vc, the depth of cut ap, the feed f and the cooling 
lubricant were analysed. The surface topography, roughness 
characteristics, the chip formation and process forces Fp were 
analysed in more detail as process criteria. 

2. Experimental Setup 

To overcome the challenges of the state of the art, the 
SUMITOMO ELECTRICAL HARDMETAL CORPORATION, Itami, Japan, 
developed the NPD using a dedicated sintering process and a 
technology with a pressure of p ≥ 15 GPa as well as a 
temperature of ϑ ≥ 2.200 °C to convert graphite directly into 
diamond. The novel NPD cutting material shows a polycrystalline 
structure with a hardness of H = 150 GPa and isotropic 
properties without any binder phase [1]. The macro- and micro 
geometries of the novel NPD were analysed by measurements 
prior to testing.  

The macro-geometry of the cutting edge, which was ground 
and polished, is characterised by a value of rε = 800 µm with a 
rake angle of γ = 0 ° and a clearance angle of α = 15 °. Laser 
machining was employed for customizing the micro-geometry of 
the cutting edge due to the exeptional hardness of the NPD 
material. The micro-geometry of the cutting-edge was examined 
utilising the optical measurement device InfiniteFocus, 
manufactured by ALICONA IMAGING GMBH, Graz, Austria. The 
analysis revealed a cutting-edge radius of 
rβ = 11.13 µm ± 1.54 µm, a K-factor of K = 0.989 and a maximum 
chipping of the cutting edge radius of 
RS,max = 0.164 µm ± 0.023 µm. The surface roughness 
parameters of the machined workpiece surfaces were measured 
in terms of surface roughness Ra and Rz using the white light 
interferometer NewView 5010 from ZYGO CORPORATION, 
Middlefield, USA, with a measuring length of lm = 1.25 mm. 
Figure 1 shows an example of a NPD turning tool used. A 
scanning electron microscope (SEM) from LEICA ELECTRON OPTICS, 
Wetzlar, Germany, was used to take the SEM-images for further 
optical evaluation. 
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Figure 1. NPD turning tool with  

a) overall view and b) view of the rake face Aγ 

3. Cutting results 

Prior to the spiral cutting tests, scratch tests were performed 
to get first insights into minimum chip thickness hmin and the 
transistion point from ductile to brittle material behaviour. 
These tests were carried out by varying the depth of the cut ap 
or the feed f to acquire comprehensive insights into the 
fundamental cutting mechanisms employed in the machining of 
cemented carbide using binderless NPD. To identify the 
fundamental cutting mechanisms, comprehensive turning tests 
of hard-brittle binderless cemented carbide were carried out on 
the Nanotech 350 FG of the company MOORE NANOTECHOLOGY 

SYSTEMS, LLC, Swanzey, USA. Fundamental cutting mechanisms 
could be identified with a minimum chip thickness hmin at a 
depth of cut of ap = 2.4 µm and a feed of f = 2.7 µm. The ductile 
regime was observed in a range of 3 µm ≤ ap ≤ 8 µm and 
3 µm ≤ f ≤ 8 µm, whereas a transition to hard-brittle material 
behaviour is ap ≥ 9.5 µm and f ≥ 8.7 µm. Force measurement 
ranging between 19 N ≤ Fp ≤ 30 N. 

Owing to the prevalent carbide content CCo, cemented carbide 
commonly exhibits brittle characteristics during the cutting 
process, leading to associated elevated tool wear. The 
hydrostatic pressure condition is a requirement during 
machining facilitates ductile cutting of cemented carbide. This 
hydrostatic pressure condition can be generated by utilising an 
effective negative rake angle γ, defined by a ratio of the chip  
thickness to the cutting edge radius (h / rβ) < 1, throughout the 
cutting process. 

In the spiral tests, a great chip formation with a dominant cutting 
mechanism could be observed for a ratio of chip thickness to 
cutting edge radius in a range of 0.269 ≤ h/rβ ≤ 0.718. Figure 2 
shows the chips during the spiral tests in ductile condition 
(Figure 2a) as well as in hard-brittle condition (Figure 2b). 

  
Figure 2. Chips a) finish cut and b) material breakage 

The subsequent cutting experiments were conducted in 
accordance to design of experiments (DoE), utilising an 
experimental plan 24-1 as illustrated in Table 1. 

Table 1 Investigated process parameters for turning 
 

Process parameter Set 1 Set 2 

cutting speed vc 50 m/min 200 m/min 

depth of cut ap 3 µm 8 µm 

feed f 3 µm 8 µm 

cooling lubricant ISOPAR H dry 

Figure 3 shows the main effect of the DoE study concerning the 
surface roughness Ra and Rz. The results show that the feed f 
has major influence on the surface roughness Ra and Rz with 
statistical relevance. By increasing the feed f, a significant 
increase in surface roughness could be demonstrated. The 
cutting speed vc as well as the used cooling lubricant also show 
an influence, especially on the surface roughness Ra. Lowest 
surface roughness values of Ra = 11.0 nm and Rz = 71.7 nm 
could be achieved using a cutting speed of vc = 50 m/min, a 
depth of cut of ap = 3 µm and a feed of f = 3 µm with Isopar H as 
cooling lubricant. 

 
Figure 3. Cutting results, main effects of the DoE study 
 

4. Conclusion 

The results show investigations based on spiral tests and 
subsequent turning tests. With a fully characterised macro- and 
micro-geometry of the used NPD tools, the fundamental cutting 
mechanisms for the machining of binderless cemented carbide 
could be identified by specific spiral tests. With regard to the 
micro-geometry of the cutting edge, an industrially relevant 
range of 3 µm ≤ ap ≤ 8 µm for ductile cutting was observed. 
Fundamental cutting mechanisms were identified by scratch 
tests with a minimum chip thickness hmin at a depth of cut of 
ap = 2.4 µm and a transistion to hard-brittle material behaviour 
for ap ≥ 9.5 µm. From a ratio of chip thickness to cutting edge 
radius of h / rβ ≥ 0.718, surface cracks and brittle material 
behaviour could be observed. Surface roughness Ra and Rz were 
further analysed during subsequent turning tests. Based on the 
results, the feed f showed a major impact on the surface 
roughness Ra.  

The lowest surface roughness of Ra = 11 nm could be 
identified at a cutting speed of vc = 50 m/min, a cutting depth of 
ap = 3 µm and a feed of f = 3 µm. In further investigations,  the 
influential process parameters that affect the machining results 
will be comprehensively researched. Additionally, the wear 
behaviour of the NPD tools will also be investigated in detail in 
future research works. This work was funded by the 
GERMAN REASEARCH FOUNDATION DFG. 
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Abstract 
 
Freeform optics are a lucrative choice for optical designers looking to further enhance high end optical systems and reducing 
commonly known optical aberrations. A rotationally non-symmetric surface poses manufacturing challenges where a multi-axis CNC 
machine is required to produce such a surface. The real challenge, however, lies in polishing the surface from this state. An ultra-fine 
generation tool may still induce 20 – 60 µm of sub-surface damage. The process of removing the full extent of sub-surface damage 
using a sub-aperture tool is time consuming and induces undesirable mid spatial frequencies. Laser assisted single point diamond 
turning of amorphous glass is shown to exhibit merely 3 – 5 µm of sub-surface damage while maintaining accurate form. A custom 
Optical Coherence Tomography (OCT) instrument developed by ZEISS will be used to quantify sub surface damage in diamond turned 
and CNC generated freeform glass optics. This study will illustrate the differences in sub surface damage and resultant form produced 
using different manufacturing processes, including laser assisted diamond turning. 
 

Laser assisted machining, diamond turning, OPTIMUS, sub surface damage, glass freeform, freeform optics, precision polishing, Optical Coherence 
Tomography (OCT) 

 

1. Introduction 

Freeforms optics are defined by rotationally non-symmetric 
surface shapes with little to no axis of symmetry. This makes the 
fabrication of such surfaces challenging because of the 
additional complexity required in manufacturing 
techniques/axis, as well as the specialized metrology equipment 
required to analyze such surfaces. The advent of ultra-precision 
machines (diamond turning machines) has allowed 
manufacturing of freeforms  for several years in materials like 
Aluminum, Brass, Plastics, and even Infrared materials like 
Silicon or Germanium. The primary techniques used in ultra-
precision machining are turning, grinding, and milling. Each 
fabrication technique has its advantages and disadvantages; 
however abrasive subtractive processes such as milling and 
grinding suffer from significant sub-surface damage (SSD) these 
processes impart beneath the surface. It is important to carefully 
control the amount of SSD, and use successive polishing 
strategies to smoothen/polish the freeform within the desired 
optical specification [1]. This paper will focus on examples of 
directly turning optical glass using micro laser assisted 
machining in being able to significantly reduce sub surface 
damage in freeforms. The two examples covered in this paper 
are round mild freeforms described as an Alvarez lens and phase 
plate.  

2. Micro laser assisted machining process 

Micro laser assisted machining was popularized by Ravindra 
et al. for the machining of hard and brittle materials such as 
Silicon [2]. The success seen in machining Silicon was later 
realized in several other diamond turnable materials such as Zinc 
Sulfide, Zinc Selenide and Calcium Fluoride. The laser had 

varying degrees of improvement dependent on material. There 
is an improvement in speed and yield on materials like Silicon 
and Germanium, whereas Zinc Sulfide and Zinc Selenide may see 
improved quality and yield with similar cutting speeds. 

Tungsten carbide is conventionally not diamond turnable, 
however with the invention of micro laser assisted machining, it 
is possible to use an ultra-precision lathe to machine smooth 
optical surfaces for use in precision glass molding. 

A 1064 nm continuous wave laser is delivered through the rear 
face of a diamond cutting tool and aligned such that the zone of 
contact between the workpiece material and diamond cutting 
edge is preferentially heated. This promotes increased ductility. 
In the case of conventional machining, most of the energy 
required in machining comes from a mechanical process. Using 
laser energy offsets mechanical energy required and augments 
this with photon absorption. A schematic of the laser assisted 
process is shown below in Figure 1 with the region of enhanced 
ductility highlighted in red. Lastly, the energy imparted by the 
laser into the workpiece material is immediately removed in the 
forms of chips. Therefore, the bulk material property remains 
unaffected. 
 

 
Figure 1. Micro laser assisted machining process cut away section view 
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Optical glasses such as fused silica and Schott N-BK7 are also 
not conventionally diamond turnable. However with micro laser 
assisted machining, it is possible to shape lenses to desired 
surfaces namely: spherical, aspherical, or even freeform using an 
ultra-precision lathe. The resultant SSD is 3 – 5 µm versus upto 
60 µm with precision grinding. The total SSD induced prior to 
polishing is necessary to be removed by the polishing process. 
For aspherical and freeform polishing, sub aperture polishing 
techniques must be used which induce mid-spatial frequencies. 
A visual representation of the sub surface damage generated 
using grinding versus diamond turning with laser assisted 
machining is shown below in Figures 2 and 3. Figure 3 illustrates 
difference in appearance of ‘gray’ using different grits of 
grinding versus diamond turned. 

 

 
 
Figure 2. Process chain including laser assisted machining for the 
manufacture of freeform optics.  
 

 
 
Figure 3. Visual comparison of ‘grayness’ of generated (D64 & D20) 
versus laser assisted diamond turned sample (right). 

3. Freeform design and metrology 

The design characteristics for the two freeforms presented in 
this paper are outlined in Table 1 below. These designs are 
examples of mild freeforms capable of being machined using 
slow tool servo on an ultra-precision machine. A slow tool servo 
process is where the Z-Axis is traversed in an out of the lens in 
conjunction with the rotary position of the C-Axis while also 
traversing along the lateral axis (X-Axis) [3].  
 
Table 1. Freeform design and description.  

 
 Units Design 1 Design 2 

Material - Schott N-BK7 Fused Silica 

Sag range mm 0.161 0.544 

Diameter mm 28 28 

Edge Slope deg 1.9 7 

Slope Range deg 2 11 

 
3.1 Surface Roughness 

The average surface roughness (Sa) obtained for the precision 
freeforms range from 20 – 80 nm. A comparable surface directly 
from a generator using a D20 wheel would be near 300 nm. 
Figure 4 shows the measured average surface roughness for the 
different regions on the lens. 
 

 
 
Figure 4. Average surface roughness of fused silica Alvarez lens and BK7 
phase plate directly after diamond turning.  (20X Objective, 10th order 
form removed) 

 
3.2 Surface figure 

The Schott N-BK7 phase plate is depicted in Figure 5 with the 
total sag range of 161 µm. 

 
Figure 5. Schott N-BK7 phase plate freeform 3D sag map  
 

As shown in Figures 6 and 7, there is still some deviation of the 
machined form. This is explainable due programming 
differences between the designed and machined part. Future 
efforts will negate this effect, by correcting the tool path 
adjusted to the measurement after the first run. 
 
 

 
Figure 6. N-BK7 CMM measurement. Theoretical surface (blue), 
measured surface (red).  
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Figure 7. N-BK7 form deviation map. PV Irregularity: 17.48 µm. 

 
The Fused Silica Alvarez design is depicted in the map of 

Figure 8 with the total sag range of 544 µm.   

 
Figure 8. Fused silica alvarez freeform 3D sag map 
 

Similar to the BK7 phase plate, there is also some form 
deviation of the fused silica Alvarez plate due to programming 
limitations. The measuerement of this optic is depicted in 
Figures 9 and 10. The first figure shows a comparison 
measurement versus model data and in the second figure the 
deviation map shows just the amount of deviation. 
 
 

 
Figure 9. Fused silica alvarez CMM Measurement. Theoretical surface 
(blue), measured surface (red).  
 

 
Figure 10. Fused silica form deviation map. PV Irregularity: 16.490 µm. 
 

 
3.3 Sub-surface damage  

One of the defining characteristics of glass machining 
processes is the amount and depth of sub-surface damages 
(SSD) the process induces into the machined surface. These are 
unavoidable because of the brittle behaviour of these materials. 
But since these SSDs absorb and scatter light, they reduce the 
quality of the optical element. If these optics are used for high 
energy laser applications, SSDs are able to absorb high amounts 
of energy, which can lead to the destruction of the optical 
element.  

The classic approach for measuring SSDs is to polish a ramp of 
several micrometers into the surface, etch the surface with 
hydrofluoric acid, to open even tiny invisible cracks and then 
evaluate the visible cracks. An example of past plano samples 
that were measured in this way are depicted in Figures 11 and 
12. Figure 11 shows the measurement of the whole surface for 
referencing the depth analysis of the polished ramps. Figure 12  
shows the microscopic image of one of the ramps. This method 
is time consuming and destructive. Nonetheless all initial 
evaluation processes in the past were performed in this way. 

 

 
Figure 11. Surface measurement of a plano test sample with several 
polished ramps for SSD analysis. 
 

 
Figure 12. Microscopic image of a polished ramp with visible cracks 
(SSD). 
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To improve the measurement speed and process, a non-
destructive SSD analysis method was developed, which was 
used for later SSD measurements of the optics introduced in 
this paper. The OCT measurement system was introduced by 
Schwoerer et al. [4]. 

 

 
Figure 13. OCT Measurement, one scanning line of the BK7 optic. All 
SSDs are <4 µm, SSDs are depicted as grey dots below the white surface. 
 

 
Figure 14. OCT Measurement, one scanning line of the fused silica optic. 
All SSDs are <6 µm, SSDs are depicted as grey dots below the white 
surface. 
 

 
Figure 15. OCT Measurement, one scanning line of the fused silica optic 
that was fine ground. All SSDs are <12 µm, SSDs are depicted as grey dots 
below the white surface. 

 
Even though the setup is still in an experimental state, 

comparative measurements show the great potential of this 
system. The intensity plots show a greyscale picture. Two 
examples of measurements of the discussed freeform optics are 
shown in Figures 13 and 14. Most of the intensity comes from 
the surface of the measured optic, so it is represented as a white 
line. Some grey lines or blobs, that go over into the material 
represent the measured SSDs. Via greyscale analysis the amount 
and depth of the SSDs is evaluated. The process presented in this 
paper leaves only SSDs of less than 4 µm in BK7 material and less 
than 6 µm in fused silica material respectively. These are very 
good results compared to grinding and even fine grinding of 
optics of these materials. Figure 16 shows a OCT Measurement  
of a fine ground freeform optic. The amount of SSDs are higher 
and the SSDs are up to 12µm deep. 

 
3.4 Visual aesthetics  

Both freeform designs appear to be transparent/clear to the 
naked eye when machined using laser assisted machining. The 
visual appearance of the freeform surfaces are shown in 
Figure 16. 
 
 

 
Figure 16. Schott N-BK7 (left), Fused Silica (right) 

In Figure 17 there is a comparison of microscopic images of a glass 
surface “cut” by diamond tunrning without laser assistance on the one 
hand and the glass surface of the fused silica freeform on the other hand. 
Without the laser there is no defined cutting process visible. At the 
surface level there are just glass chunks torn out of the surface. The laser 
assisted diamond turned surface is a lot smoother. There are still surface 
damages visible, but they are a lot smaller in size. These are the defects 
that are measured by the OCT. In the OCT measurement in Figures 13 
and 14 there are both little dents in the surface as well as some cracks 
that lead from those dents. 
 

      
Figure 17. Microscopic images of glass surfaces. To the left diamond 
turned surface without laser assistance, to the right laser assisted 
diamond turned surface. 

5. Conclusion and discussion 

Laser assisted machining of optical glass could be an important 
avenue in the fabrication of precision freeforms with the aid of 
an ultra-precision CNC machine. Previous examples in the use of 
laser assisted machining technology for infrared materials as 
well as fabrication of precision glass aspheres have shown 
tremendous promise. This paper has demonstrated the 
capability and need to extend the capability further to 
freeforms. An optimized form irregularity of 16 µm was readily 
obtained without the ability to further correct because of the 
lack of on site 3D freeform form metrology. A future study shall 
be conducted with the ability to measure and correct form 
during diamond turning. We hypothesize the ability to correct 
measured form will result in being able to generate a total form 
deviation <1 µm. This paper also demonstrates the quality of the 
optical surface after laser assisted machining. Surface roughness 
values below 90 nm and SSDs below 6 µm were readily 
produced on two different glass types, which only need limited 
polishing to be finished. Since polishing usually is a process step 
that enhances surface quality but loses form accuracy, reducing 
polishing time produces optical surfaces with higher form 
accuracies.  
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Abstract 
 
In this paper, single-point diamond cutting experiments were conducted on soft-brittle ZnSe crystals, and the residual stress and 
crystal quality of cut surfaces are investigated. The results show that it is possible for negative compressive stress and positive tensile 
stress to coexist in the cut surfaces. The cut surface exhibits residual compressive stress ranging from tens to several hundreds of 
MPa. The residual stress and crystal damages of cut surfaces increase with increasing tool feed rate, while they almost remain 
unchanged with the cutting depth. The interaction effect of cutting parameters on residual stress and crystal quality is minimal. 
Moreover, a response surface model is developed to determine the residual stress with cutting parameters. This study will provide a 
reference for the defect-free ultra-precision machining of ZnSe crystals. 
 
Ultra-precision machining, defect-free diamond cutting, ZnSe crystal, residual stress, crystal quality  

 

1. Introduction 

ZnSe crystal has stable physical and chemical properties, and 
it exhibits good transmission performance within a wavelength 
range from 0.5 μm to 22 μm, which basically cover the visible 
and infrared bands. It can be made into the fundamental 
elements for optical detection devices, nonlinear optical devices, 
and semiconductor lasers, etc [1, 2]. Single-point diamond 
turning enables efficient and mass production of precision 
elements, making it to be the most widely used method for 
processing ZnSe crystals [3, 4]. However, due to the high 
brittleness, low fracture toughness, and grain anisotropy of ZnSe 
crystals, various common damages inevitably arise, including 
fractures, cracks, and pits [5]. These damages greatly limit the 
utilization of the fabricated elements due to increased 
absorption or scattering. How to remove these common damages 

has been a hot research topic [6-8]. However, with the increasing 

demand for better surface quality of ZnSe crystals in the 
semiconductor and high-power laser fields, the research is no 
longer limited to the common damages. Nowadays, the research 
needs to encompass more subtle damages, especially residual 
stress and crystal disorder/damage of ZnSe crystals. 

Few researchers have publicly reported on the residual stress 
and crystal quality of the machined ZnSe crystals. Sotillo et al. [9] 
investigated the residual stress distribution around Vickers 
indentation on the surface of ZnSe crystals. It is found that the 
compressive stress occurred inside the indentation, while the 
tensile stress appeared at the periphery of the indentation. 
Shojaee et al. [10] were the first to study the residual stress and 
crystal quality of ZnSe crystals after diamond turning. They 
identified the tensile stress, and demonstrated that a higher 
tensile stress and more severe lattice damages generally 
occurred with increasing feed rate. In the latest research, Huang 
et al. [11] believed that the stress in ZnSe crystals beneath the 
cutting tool could be decomposed into the hydrostatic stress 

caused by tool compression and the deviatoric stress applied by 
tool friction, with the former being dominant. Obviously, it is still 
unclear when tensile stress or compressive stress appears and 
what the magnitude of compressive stress is. The interaction 
effect of cutting parameters has never been reported. 

In this paper, single-point diamond cutting experiments were 
conducted on ZnSe crystals under different cutting conditions. 
Raman spectroscopy is used to evaluate the residual stress and 
crystal quality of cut surfaces. The main and interaction effects 
of cutting parameters on residual stress and crystal quality are 
analyzed. Moreover, a response surface model is developed to 
determine the residual stress. This study will provide a reference 
for the defect-free machining of ZnSe crystals. 

2. Experimental work 

One ultra-precision polished ZnSe crystal (Φ25 ×1 mm) was 
prepared for the single-point diamond cutting experiments by 
Moore Nanotech 350FG, as shown in Fig. 1(a). The material 
properties of ZnSe crystal are shown in Table 1. As shown in Fig. 
1(b), two groups of surfaces, i.e., Group A above and Group B 
under the horizontal line, were obtained by plunge cutting. 
Within each group, there are sixteen cut surfaces. Among them, 
one half on the left of vertical line was cut by tool 1, and the 
other half on the right of vertical line was cut by tool 2. The size 
of each cut surface was 2 mm × 2 mm, and the interval of 
adjacent cut surfaces was 0.5 mm. The geometrical parameters 
of tool 1 and tool 2 are shown in Table 2. The cutting parameters 
for Group A and Group B were determined using random and 
optimal Latin hypercube designs, respectively, as shown in Table 
3. Group A and Group B were performed at different positions 
of ZnSe crystal. The values or ranges of cutting speed (𝑣), feed 
(𝑓), and cutting depth (𝑎𝑝) were 800 mm/min, 0.5–5.0 μm/rev, 

and 0.5 m –5.0 μm, respectively. A laser micro-Raman 
spectrometer (HR-800) was utilized to measure the residual 

345

http://www.euspen.eu/


  

stress and crystal quality of cut surfaces. Before the 
measurement, all cut surfaces were cleaned with alcohol, 
acetone, and deionized water for at least 5 min in an ultrasonic 
cleaning machine. 

 

 
 

Figure 1. (a) Experimental setup for single-point diamond cutting 
experiments; (b) two groups of cut surfaces by tools 1 and 2, i.e., group 
A above and group B under the horizontal line. 

 
Table 1 Material properties of ZnSe crystal 

 

Young's 
modulus 

(GPa) 

Density 
(g·cm−3) 

Poisson 
ratio 

Vickers 
hardness 

(GPa) 

Fracture 
toughness 
(Mpa·m1/2) 

70.3 5.3 0.3 1.5 0.9 

 
Table 2 Geometry parameters of tool 1 and tool 2 
 

Tool 
No. 

Nose 
radius 
(mm) 

Nominal 
rake angle 

(°) 

Clearance 
angle (°) 

Cutting 
edge radius 

(nm) 

1 1.004 0 12 ≈ 25 

2 0.201 −25 12 ≈ 20 

 
Table 3 Groups A and B of cutting parameters 
 

No. of cut 
surfaces 

Group A Group B 

Tool Feed 
rate 𝑓 

(μm/rev) 

Cutting 
depth 
𝑎𝑝 (μm) 

Tool Feed 
rate 𝑓 

(μm/rev) 

Cutting 
depth 
𝑎𝑝 (μm) 

1 1.1 0.5 3.1 2.4 

2 2.4 1.1 1.1 1.8 

3 5.0 1.8 2.4 0.5 

4 1.8 2.4 0.5 3.7 

5 0.5 3.1 4.4 1.1 

6 4.4 3.7 1.8 5.0 

7 3.7 4.4 3.7 4.4 

8 3.1 5.0 5.0 3.1 

 
 
 

3. Results and discussions 

Fig. 2 shows a typical Raman spectrum of an uncut surface. The 
transverse-optical (TO) and longitudinal-optical (LO) modes are 
centered at 205.6 cm−1 and 252.4 cm−1, respectively. The third 
peak located at 140.3 cm−1 corresponds to the second order 
transversal acoustic (2TA) phonon mode. The Raman spectrum 
is sensitive to strain, and consequently, the residual stress can 
be measured by the shift of Raman peaks. A shift of Raman peaks 
towards a lower wavenumber indicates residual tensile stress, 
whereas the opposite shift indicates residual compressive stress. 
Fig. 2 also displays a Raman spectrum of a cut surface. A slight 
shift of Raman peaks towards a higher wavenumber reveals 
residual compressive stress in the cut surface. Shojaee et al. [10] 
reported that the residual stress in the diamond-turned ZnSe 
surface was tensile. Whether it is compressive or tensile stress 
depends on various factors, especially tool rake angle [12]. 

 

 
 

Figure 2. Raman spectrum of an uncut surface and a randomly selected 
cut surface. 

 
Assuming that the cutting tool can be considered as a conical 

indenter, the indenter’s half-apex angle is related with the tool 
rake angle and undeformed chip thickness. An analytical model 
of elastic stress field has been established for the scratching of 
brittle materials [13, 14]. The maximum principal stress around 
a scratch groove can be determined with the model. Fig. 3(a) and 
Fig. 3(b) show the normalized maximum principal stress around 
a scratch groove on ZnSe surface when the indenters with half-
apex angles of 30° and 60° are used. It can be observed that the 
stress changes from negative to positive as the indenter is 
approached gradually, indicating the coexistence of compressive 
and tensile stresses in ZnSe cut surfaces. It provides a reasonable 
explanation for the possibility of detecting either compressive or 
tensile stresses when different process parameters are used. 

 

 
 

Figure 3. Normalized maximum principal stress around a scratch groove 
on ZnSe surface with indenter’s half-apex angles of (a) 30° and (b) 60°. 
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LO mode is used to evaluate the residual stress and crystal 
quality (crystal disorder/damage) of cut surfaces. The residual 
stress (𝑝) can be expressed as [15]: 
 

 𝑝 =
ωLO−252.6

3.14
 (1) 

 
where ωLO indicates the peak position of LO mode. The crystal 
quality is evaluated based on the peak width of LO mode, which 
can be determined by fitting the peaks to a Gauss-Lorentz type 
curve. An increasing peak width indicates a decrease in crystal 
quality. Five measuring points are selected randomly from each 
cut surface, and their corresponding residual stress and peak 
width are measured by laser micro-Raman spectrometer. Fig. 
4(a) and Fig. 4(b) show the residual stress and peak width for 
each cut surface, respectively. It can be observed that the 
residual stresses range from 0 MPa to 510 MPa, and the peak 
widths range from 7.4 cm−1to 8.6 cm−1. The residual stress and 
peak width for cut surfaces by Tool 2 are generally larger than 
those by Tool 1. Tool 2 has a negative rake angle compared to 
Tool 1. Zhang et al. [12] found that a higher hydrostatic 
compressive stress was generated with a larger negative rake 
angle, and the stress value reduced as the negative rake angle 
decreased. This is consistent with the experimental results. 
 

 
 
Figure 4. (a) Residual stress and (b) peak width of LO mode for cut 
surfaces. 

 
As shown in Fig. 5 and Fig. 6, the effects of cutting parameters 

on residual stress and crystal quality of cut surfaces are 
investigated. The “Levels of factors” in Fig. 5(a) means that the 
cutting parameters are normalized to the range of [1.0, 2.0]. It 
can be found from Fig. 5(a) and Fig. 6(a) that the residual stress 
and peak width increase as the tool feed rate 𝑓 transitions from 
low to high level, while they almost remain unchanged with the 
cutting depth 𝑎𝑝. This indicates higher residual stress and more 

severe crystal damages at higher too feed rate. The cutting 
depth has little effect on the crystal quality. Fig. 5(b) and Fig. 6(b) 
indicate a small interaction effect of cutting parameters on 
residual stress and crystal quality. Furthermore, the residual 

stress of cut surfaces is modelled with cutting parameters. The 
response surface model, known as the fitted second order 
polynomial regression model [16], is built as follows: 
 
 𝑝 = 𝑒0 + 𝑒1𝑓 + 𝑒2𝑎𝑝 + 𝑒11𝑓

2 + 𝑒22𝑎𝑝
2 + 𝑒12𝑓𝑎𝑝 (2) 

 
where all coefficients 𝑒0 , 𝑒1 , …, 𝑒12  are obtained in Table 4 
according to the values of residual stress. The coefficients of 
determination (R-square) are larger than 0.95, revealing that the 
fitting can describe the deviation in residual stress up to an 
extent of 95.0%. 
 

 
 

Figure 5. (a) Main and (b) interaction effects of cutting parameters (𝑓: 
feed; 𝑎𝑝: cutting depth) on the residual stress of cut surfaces. 

 

 
 
Figure 6. (a) Main and (b) interaction effects of cutting parameters (𝑓: 
feed; 𝑎𝑝: cutting depth) on the peak width of LO mode for cut surfaces. 

 
Table 4 Coefficients for the response surface model. 

 

 𝑒0 𝑒1 𝑒2 𝑒11 𝑒22 𝑒12 

Tool 1 −35.8 30.1 13.2 11.0 −2.1 −1.2 

Tool 2 28.6 24.8 11.6 5.2 −9.1 15.1 

4. Conclusions 

This paper presents an experimental investigation of the 
residual stress and crystal quality of diamond cut ZnSe surfaces. 
The conclusions are summarized as follows: 
(i) The cut surface exhibits residual compressive stress ranging 
from tens to several hundreds of MPa;  
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(ii) The residual stress and crystal damages of cut surfaces 
increase the with increasing tool feed rate, while they almost 
remain unchanged with the cutting depth. The interaction effect 
of cutting parameters on residual stress and crystal quality is 
minimal; 
(iii) A response surface model is developed to determine the 
residual stress of cut surfaces with cutting parameters, with an 
R-square value greater than 0.95. 
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Abstract 
 
High-mass fraction silicon-aluminium (Si/Al) alloy (mass fraction of Si is larger than 30wt%), renowned for its excellent thermal 
conductivity and soldering performance, finds extensive application in the encapsulation shells of electronic components. However, 
the main challenges in machining Si/Al alloys stem from their high hardness, brittleness, and heterogeneity, resulting in poor surface 
quality and significant tool wear. In this work, milling-induced damages of 70wt% Si/Al were analyzed. K9 glass was selected as a 
reference group to reveal the damage characteristics caused by the heterogeneous of Si/Al alloy. In addition, the cutting force and 
machined surface roughness were investigated. The results show that brittleness and plasticity coexist in Si/Al alloy. The brittleness 
of silicon particles leads to the formation of pits and cracks on the machined surface, while the high ductility of aluminium contributes 
to the occurrence of burr defects. With the increase of feed rate, machined surface roughness of Si/Al alloy initially decreases and 
then increases. This study provides a technical guidance for the efficient machining of heterogeneous brittle materials. 

Keywords: 70 wt% Si/Al alloy, heterogeneous brittle material, milling-induced damage, cutting force, surface roughness 

 

1. Introduction 

There is an ever increasing demand for electronic packaging 
materials exhibiting high thermal conductivity, low expansion 
coefficient, and excellent soldering characteristics [1]. 70wt% 
Si/Al alloy is well-suited to meet the exacting packaging 
requirements. However, the widespread application of 70wt% 
Si/Al alloy faces considerable impediments due to severe 
damage incurred during machining, primarily attributed to the 
substantial presence of high-hardness and brittleness silicon 
particles within the material. The microstructure of 70wt% Si/Al 
is shown in Fig. 1. 

 
Figure 1. Microstructure of 70wt% Si/Al alloy 

70wt% Si/Al alloy is a perfect example of a heterogeneous 
brittle material prone to diverse forms of machining damage 
under the ultrahigh stress-strain conditions inherent during 
milling processes. Niu et al. [2] involved Hopkinson bar tests, 
demonstrating the material deformation process under one-
dimensional stress conditions and establishing a constitutive 
equation, thereby laying a theoretical foundation for the cutting 
of Si/Al alloy. In addition, Zhao et al. [3] explored the influence 
of cutting edge on the machining damage of the 70wt% Si/Al 
alloy, furnishing valuable technical guidance for tool selection. 

While research on hard particle-reinforced aluminium-based 
materials has garnered significant attention, there remains a 
notable lack of comprehensive investigations into the intricate 
damage mechanisms specific to the high-mass fraction Si/Al 
material. This study adopts a comparative approach, utilizing a 

homogeneous brittle material—glass as a reference group, to 
analyze the influence of feed rates on the cutting forces and 
surface roughness of 70wt% Si/Al alloy. In addition, the milling-
induced damages arising from the inherent heterogeneity of the 
70wt% Si/Al alloy material was investigated. 

2. Experimental configuration     

In this work, 70wt% Si/Al alloy samples of dimensions 40 mm 
× 30 mm × 10 mm were selected as workpieces. K9 glass with 
the same size were set as the reference group. The milling tool 
with cutting-edge radii of 15 μm were homemade double-flute 
polycrystalline diamond (PCD) flat-end mills. The detailed 
parameters of the tool are listed in Table 1.  

 
 

Table 1. Detail parameters of the milling tool 

Diameter 
d (mm) 

Radial rake 

angle γ (°) 

Radial clearance 

angle α (°) 

Helix angle 

h (°) 

6 3 10 0 

The schematic of the experimental setup is shown in Figure . 
Dry milling experiments were carried out on a three-axis high-
precision machining centre (MMP 2522, Kern, Germany), and all 
the experiments were down-milling. In addition, according to 
previous cutting tests, the feed rate plays an important role in 
affecting the quality of the machined surface in milling of 70wt% 
Si/Al. The detailed cutting parameters are listed in Table 2.  

 

Figure 2. Schematic diagram of experimental setup 
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In addition, a dynamometer (9119AA1, Kistler, Switzerland) 
was utilized to measure the cutting force signal, recorded using 
cDAQ system of Nation Instruments. The machined surface 
roughness was measured by a three-dimensional profilometer 
(S neox, Sensofar, Spain). The morphologies of machined surface 
were observed by an optical microscope (Discovery. V20, Zeiss, 
Germany). 

Table 2. Detailed cutting parameters 

Cutting 
speed v 
(m/min) 

Radial depth of 
cut ae (mm) 

Axial depth of 
cut ap (mm) 

Feed per 
tooth fz (mm) 

150 1 1.5 
0.001, 0.003, 

0.01, 0.02, 
0.04, 0.08 

3. Results and discussion 

3.1. Cutting force 
During the cutting of K9 glass and 70wt% Si/Al alloy, the 

average cutting force exhibited different variations. As shown in 
Fig. 3, the changes in cutting forces with varying feed rates are 
depicted. Due to the large amount of Si particles in the 
workpiece, the cutting-edge is subject to high-intensity impacts 
during milling, resulting in significant fluctuations of cutting 
force. In milling of 70wt% Si/Al alloy, the cutting force initially 
decreased and then increased. Specifically, within the feed rate 
range of 0.001 – 0.003 mm/z, the cutting force decreased. This 
phenomenon was attributed to the feed rate being smaller than 
the cutting-edge radius, causing the aluminium in the Si/Al alloy 
to undergo ploughing with the cutting-edge. With an increase in 
feed rate, the ploughing effect diminished, leading to a gradual 
reduction in cutting force. The minimum cutting force of 47.6 N 
was reached at a feed per tooth of 0.003 mm. Beyond a feed per 
tooth of 0.003 mm, the cutting force increased with the feed 
rate. The ploughing effect became insignificant. Since there was 
no ductile material in K9 glass, no ploughing phenomenon 
occurred during its machining [4]. In addition, when milling K9 
glass, abrupt fluctuations in cutting force occurred due to the 
brittle fracture of the material. In the case of Si/Al alloy, the 
minimum cutting force fluctuations appeared in the feed per 
tooth of 0.02 mm. Significant abrupt fluctuations in cutting force 
were observed when the feed per tooth exceeded 0.02 mm, as 
the high ductility of aluminium reduced the occurrence of brittle 
fracture in the material.  

 

Figure 3. Variations of cutting force with feed rates 

3.2. Milling-induced damage characteristics  
As depicted in Fig. 4, the three-dimensional topography of the 

machined surfaces of K9 glass and 70wt% Si/Al alloy are 
illustrated. In comparison with K9 glass, the machining damages 
in Si/Al alloy also included pits and crack defects typical of brittle 
materials. The two kinds of damage were generated by the 
breakage of the high hardness silicon particles. In addition, 

owing to the heterogeneity of Si/Al alloy, the machined surface 
of 70wt% Si/Al alloy exhibited various forms of damages distinct 
from those observed in homogeneous brittle materials, such as 
burrs and scratches. Also, the variations of surface roughness 
with different feed rates are exhibited in Fig. 5. With an increase 
in feed rate, the machined surface roughness of 70wt% Si/Al 
alloy initially decreased and then increased, reaching its 
minimum (1.5 μm) at a feed rate of 0.02 mm/z. At feed rates 
below 0.02 mm/z, severe burrs cause larger surface roughness. 
Above 0.02 mm/z, increased pits and cracks lead to more 
roughness. In contrast, the machined surface roughness of K9 
glass consistently increased with the feed rate, and catastrophic 
edge breakage started appearing in K9 glass beyond a feed per 
tooth of 0.01 mm.  

 

Figure 4. Machined surface topographies of K9 glass (a) and 70wt% Si/Al 
alloy (b) 

 
Figure 5. Variations of machined surface roughness with feed rates 

4. Conclusions 

Milling experiments were conducted to analyze the damage 
characteristics of 70wt% Si/Al alloy. The 70wt% Si/Al alloy 
material exhibits the characteristics of both brittle and ductile 
materials. The milling-induced damage includes pits and cracks 
caused by the breakage of hard silicon particles. There are also 
damages such as burrs and scratches generated by the excessive 
deformation of ductile aluminium. 

Feed rates play an important role on machining damages in 
milling of 70wt% Si/Al alloy. The minimum surface roughness (Sa 
= 1.5 μm) achieved at a feed per tooth of 0.02 mm. When the 
feed rate below it, the plastic characteristics of the material 
dominate. Ploughing occurs during cutting, resulting in the high 
cutting force (51 N) and generation of many burrs and scratches. 
When the feed per tooth is larger than 0.02 mm, the brittle 
characteristics become dominant. The ploughing phenomenon 
diminished, but brittle fracture during machining increased, 
which leads to abrupt fluctuations in cutting force and 
deteriorated machining quality. 
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Abstract 
 
Cemented carbide is extensively used in molding process of miniature components due to its excellent properties. It is difficult to 
obtain high-quality machined surface by micro-milling of cemented carbide, due to its high hardness and brittle property. The self-
fabricated diamond micro mills with extremely sharp edges have been utilized to carry out the micro-milling experments on cemented 
carbide. The cutting force was measured and the roughness Ra of the machined surface was detected. Based on the analyzing of 
impact of cutting parameters on peak-valley value of feed force and surface roughness Ra, the feed rate of 0.06 μm/tooth which is 
the half of cutting edge radius was found to guarantee the occurrence of cutting and shearing instead of ploughing in this condition. 
Meanwhile the minimal peak-valley (P-V) value of feed force and roughness Ra can be obtained using the feed rate of 0.06 μm/z in 
micro-milling of cemented carbide with the self-fabricated diamond micro mills. 
 

Keywords: Cemented carbide, micro-milling, sharp diamond micro mills, size effect 

 

1. Introduction 

Micro mold technology is an important production method of 
numerous miniature components in civil fields. Cemented 
carbide has been widely applied as mold materials as it offers 
excellent desired properties such as high hardness, high 
temperature resistance, and corrosion resistance. More and 
more molds are made of cemented carbide instead of steel to 
fulfill the demands of long mold life and high product quality [1]. 

Micro-milling can produce miniature parts with three-
dimensional features such as narrow grooves, microcavities, and 
aspheric surfaces [2]. Due to the high hardness of cemented 
carbide, only diamond micro mills can meet the requirements of 
machining cemented carbide. Suzuki [3] utilized the homemade 
single crystalline diamond (SCD) micro mills to fabricate the 
aspheric micro molds made of cemented carbide. Zhan [4] 
studied the impact of cutting parameters on the surface quality 
and tool wear in micro-milling of cemented carbide with 
polycrystalline diamond (PCD) micro mills. Wu [5] analyzed 
different material removal mechanisms and obtained ductile 
removal by parameter optimization in micro-milling of 
cemented carbide. 

However, these researches are still on the exploratory stage, 
and the mechanism study is also limited due to the blunt cutting 
edge of dimond tools. In this paper, the self-fabricated 
extremely sharp diamond micro mills (edge radius of 0.12 μm) 
have been used to study the surface formation mechanism by 
changing feed per tooth at nanoscale for obtaining better 
surface quality in micro-milling of cemented carbide. 

2. Experimental details 

The micro end milling experiments were conducted on a 3-axis 
milling machine (MMP 2522, Kern, Germany) which is illustrated 
in Fig. 1(a). It is equipped with three linear axes of X, Y, Z and a 

high-speed spindle. The maximal rotation speed of the spindle is 
40000 r/min and its runout is less than 1 μm. The self-fabricated 
PCD micro mill [6] with single tooth, rake angle of 0º and relief 
angle of 12º (γ1) was utilized in the experiments, as depicted in 
Fig. 1(b) and (c). The diameter of the micro mill is 400 μm and its 
cutting edge radius is measured as 0.12 μm with Atomic Force 
Microscope (AFM). The two edges participating in micro milling 
are the side edge (Es) formed with rake face (Rf) and flank face 
1 (Ff1), and the end edge (Ee) formed with rake face and flank 
face 2 (Ff2). The angle γ2 is the relief angle of end edge which is 
designed as 6º, the angle γ3 is machined to avoid interference. A 
cuboid block of cermented carbide (WC) was employed as 
workpiece, which is composed of 85 wt% WC and 15 wt% Co 
(binder), the average grain size of WC particles was 4-6 μm. 
 

 
 

Figure 1. The experimental devices: a) milling machine, b) and c) self-
fabricated diamond micro mill. 
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For the purpose of studying the impact of cutting parameters 
on the machined surface quality and cutting force, the micro-
milling experiments were designed as shown in Table 1. The 
micro slots were macnined with these parameters to analyze 
their effect on cutting force and machined surface quality. The 
feed rate was mainly focused due to its vital impact on size 
effect, the parameters of feed rate were chosen according to 
different ratios of cutting edge radius (0.25~1 of 0.12 μm). The 
cutting force was measured by a dynamometer (Kistler, 
9119AA1, Switzerland) with the threshold of 2 mN. The force 
signals were recorded with the sampling frequency of 30 kHz 
and processed by second-order high-pass filter with cut-off 
frequency of 1875.38 Hz to remove the noise. The morphology 
of the machined grooves were observed by using a surface 
profilometer (S neox, Sensofar, Spain) and it was also used to 
obtain the roughness value Ra of the machined groove surface. 
 
Table 1 The detailed cutting parameters in the experiments 
 

Depth of cut 
ap(μm) 

Spindle speed 
n (104 r/min) 

Feed rate 
f (μm/tooth) 

2 2 
0.03, 0.04, 0.05, 0.06, 
0.07, 0.08, 0.1, 0.12 

4 2 
0.03, 0.04, 0.05, 0.06, 
0.07, 0.08, 0.1, 0.12 

3. Results and discussion 

In the micro-milling experiments, three dimensional cutting 
force was measured by the dynamometer with different cutting 
parameters. In this study, the impact of feed per tooth on cutting 
force and surface formation mechanism was mainly focused, 
and the feed force and cross-feed force showed the same trend 
with the variation of feed rate. To avoid redundant description, 
only the feed force was analyzed. Moreover, since the feed force 
exists in two exact opposite directions, the positive and negative 
values were both recorded. In order to better describe the 
variation of feed force and to compare its values under different 
cutting parameters, the peak-valley (P-V) value of feed force was 
calculated to do the characterization. The P-V value was reffered 
to the amplitude between the maximal and minimal values 
within a spindle rotation, and in this study, it was averaged over 
200 rotation. 
 

 
 
Figure 2. Impact of feed rate on (a) P-V feed force and (b) machined 
surface roughness Ra. 

 
It can be seen from Fig. 2, both of the two curves have local 

minimal values of P-V feed force with the feed rate of 0.06 μm/z, 
which is the half of the cutting edge radius. The reason is that 
size effect occurs when the feed rate is below 0.06 μm/z, under 
this circumstance, the cutting thickness is too small to guarantee 
the occurrence of cutting behavior. The cutting edge keeps 
ploughing and squeezing the material rather then cutting off the 
material, in this way the material cannot be removed smoothly 
leading to the increment of P-V feed force. As the feed is 
increased the ploughing effect decreases and vanishes until 

0.06 μm/z, at this moment, the real cutting behavior occurs and 
chips are generated, thus the minimum value of P-V feed force 
is formed. Subsequently, the P-V feed force continues to 
increase due to the growth of chip thickness. 

The topology of machined micro grooves was observed and 
the roughness value Ra of these machined surface was also 
detected along the line profile shown in Fig. 3 by the profiler. It 
can be seen from Fig. 3a, convex contours and unremoved 
material formed on the machined surface, indicating that the 
ploughing effect dominated during machining with feed rate of 
0.03 μm/z. Thus the machined surface has a relatively larger Ra. 
When the feed rate increased to 0.06 μm/z which is the half of 
cutting edge radius, the tool path on the machined surface is 
clearly visible as shown in Fig. 3c. The shearing effect replaced 
ploughing effect and the material was removed by cutting off 
under this condition, so the roughness Ra decreased to a local 
minimal value as depicted in Fig. 4. However, as the feed rate 
continued to increase, the surface quality decreased due to the 
enlargement of cutting thickness, meanwhile, the roughness Ra 
also increased. 
 

 
 
Figure 3. The morphology and outline topography of machined surface 
with feed rate of a) 0.03 μm/z, b) 0.05 μm/z, c) 0.06 μm/z and d) 
0.10 μm/z. 

4. Conclusions 

Micro-milling experiments on cemented carbide with 
extremely sharp diamond mills have been conducted and the 
cutting force as well as the machined surface roughness Ra have 
been also measured. By analyzing the variation of P-V feed force 
and roughness Ra along with the cutting parameters, the feed 
rate of 0.06 μm/tooth which is the half of cutting edge radius 
was recommended due to the occurrence of cutting and 
shearing instead of ploughing in this condition. Meanwhile the 
minimal P-V feed force and roughness Ra can be obtained in this 
way. Further research is to study the surface formation 
mechanism in ploughing, shearing and brittle machining of 
cemented carbide. 
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Abstract 
 

Selective laser melting (SLM) is commonly used for Ti6Al4V parts because it allows for more complex shapes.  This study uses micro-
milling of SLM Ti6Al4V to investigate surface characteristics, tool wear, and chip morphology. The results of SLM Ti6Al4V are 
compared with those of wrought Ti6Al4V. SLM titanium alloys achieve surface roughness of 25nm, which is 37.5% lower than 
wrought Ti6Al4V. However, the tool processed with SLM Ti6Al4V showed higher wear than the tool for micro milling wrought Ti6Al4V.  
Surface roughness increased in direct proportion to the depth of cut. The chips produced by SLM Ti6Al4V are long and continuous,  
as opposed to wrought Ti6Al4V, which is discontinuous. This study compared the micro-milling results of SLM Ti6Al4V and wrought 
Ti6Al4V, demonstrating the influences of micro milling on surface features, tool wear, and chip morphology.  
 

Selective laser melting; Additive machining; Titanium alloys; micro-milling; precision machining   

 

1. Introduction   

Selective Laser Melting (SLM) is a cutting-edge technique in 
the field of Additive Manufacturing (AM), known for its precision 
and adaptability in producing intricate metallic components with 
high structural integrity. Machining AM metallic parts presents 
more formidable challenges than wrought alloys, owing to the 
intricate dynamics entailed by interactions between the powder 
bed, molten pool, powder, and laser beam inherent in AM 
processes [1, 2]. These complexities impede a thorough 
understanding of the thermophysical and metallurgical 
phenomena occurring within AM. Subsequent post-processing 
of metallic AM parts becomes extremely complex, especially in 
the context of micromachining. Micromachining must contend 
with factors such as tool-workpiece interactions, machine tool 
vibrations, and the size effect [3, 4]. The unique characteristics 
of SLM technology cause the formation of elongated columnar 
grains oriented in the build-up direction within AMed materials. 
In addition to the inherent challenges of AM parts, 
micromachining processes are influenced by the size effect, 
machine tool vibrations, tool-workpiece interactions, and chip 
formation, all of which have a significant impact on their 
behavior [5, 6]. According to the research findings, SLM Ti6Al4V 
responds differently than conventional Ti6Al4V during micro-
machining. There is very little research available comparing SLM 
Ti6Al4V to wrought Ti6Al4V for micro-milling. The goal of this 
work is to close this gap. This study examines the micro-milling 
of SLM Ti6AL4V in terms of surface roughness and topography. 
Furthermore, tool wear and chip morphology are studied. The 
results are compared to wrought Ti6Al4V.  

2.Methodology 

Experiments were conducted on two types of specimens: 3D 
printed (fabricated using SLM) and wrought titanium alloys. The 
SLM part was generated using powder particles sized between 
15-53μm, with process parameters including a laser power of 
340W, scanning speed of 1250mm/min, hatch spacing of .3mm, 

and layer thickness of 60μm. Experiments were conducted using 
the high-precision five-axis Toshiba UVM-450C(V2) machine, as 
shown in Figure 1. This machine has extremely precise 
movements at increments as fine as 0.01μm along the X, Y, and 
Z axes. To investigate the machinability of SLM Ti6Al4V, a series 
of micro-grooves measuring 10 mm in length and matching the 
tool diameter were machined. Micro-slots were generated at 

varying depth of cut (20m ,35m, 50m) whereas spindle 
speed and feed rate are kept constant i.e., 60k rpm and 

3m/flute respectively.   The experiments were conducted using 
two fluted CBN micro-flat end mill cutters with a cutting 
diameter of 900μm and a length of 1.5mm each.  Each sample 
was treated with a new tool to ensure consistency and precision. 
Prior to the micro-milling experiments, the workpiece was plane 
milled with a standard 2mm diameter, two-fluted end mill cutter 
to ensure precise depth of cut and removal of the oxide layer. 
Lubrication during experimentation was provided by Klubercut 
CO (6-102), a biodegradable vegetable oil. Assessment of surface 
roughness and topography was performed using an optical 
profiling system (Zygo NexviewTM), while a Hitachi tabletop 
microscope (TM3000) was utilized for the analysis of tool wear 
and chip morphology.  

   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  Figure 1. Micro-milling experimental setup 
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2.Results and Discussions 

2.1. Surface Roughness    
Exploring surface roughness in the micro-milling of SLM 

Ti6Al4V provides essential insights crucial for comprehending 
material behavior and machining effectiveness. The 
identification and examination of surface roughness are pivotal 
in evaluating the excellence and accuracy of machined parts [7, 
8]. Micro-milling, particularly on intricate materials such as SLM 
Ti6Al4V, poses distinct challenges influenced by a myriad of 
parameters. Factors like tool geometry, cutting conditions, 
material properties, and machining dynamics intricately 
collaborate to define the ultimate surface finish [9, 10]. Five 
readings of surface roughness (Ra) were taken along the central 
line of machined surface, and the average values are shown in 
figure 2.  For each trail, SLM Ti6Al4V has a lower surface 
roughness than wrought Ti6Al4V. Wrought Ti6Al4V is more 
ductile; during cutting, the heat generated causes more plastic 
flow of material than harder SLM Ti6Al4V, resulting in a rougher 
surface [11].  At a cut depth of 20μm, SLM Ti6Al4V has a 37.5% 
lower surface roughness than wrought material. As the depth of 
cut increased, the surface roughness increased. Surface 
topography is primarily captured from the center of each slot. 
Figures 3a,b, and c show the surface topography for SLM 
Ti6Al4V, whereas the peaks in wrought Ti6Al4V are dense and 
numerous, whereas the surface produced by SLM Ti6Al4V is less 
dense and far fewer in number. Figures 3c&f show dense marks 
and more peaks. It can be said that as the depth of cut increased, 
the surface degraded due to increased heat generation caused 
by excessive material removal. 
 
  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Comparison of surface roughness between SLM Ti6Al4V and 
Wrought Ti6Al4V  
 

2.2. Tool Wear      
The influence of tool wear on the micro-milling process of 

Ti6Al4V represents a pivotal determinant affecting machining 
efficiency and surface integrity. This phenomenon emerges as a 
result of the continuous engagement of the cutting tool with the 
workpiece, gradually experiencing wear under high loading and  
unloading machining conditions. The ramifications of tool wear 
are substantial, notably impacting critical aspects of the 
machining process, including alterations in cutting forces, chip 
formation dynamics, and surface quality. As tool wear 
progresses, discernible changes in tool geometry ensue, leading 
to notable variations in fundamental cutting parameters, 
encompassing cutting forces, surface roughness characteristics, 
and chip morphology [12, 13]. Figure 4 shows the post-
machining condition of the tool  face. SLM Ti6Al4V shows more 
wear having adhesive wear and micro chips welded on cross 

section as compared to  wrought Ti6Al4V, showing no prominent 
adhesive wear, due to a variety of factors. Differential micro-
hardness between the materials plays a significant role, with 
SLM Ti6Al4V having a higher hardness, resulting in increased 
cutting forces and tool wear. The non-uniform microstructure 
amplifies the effects of fatigue loading during micro milling, 
resulting in increased wear. Furthermore, higher ultimate tensile 
strength and yield influence the tool-workpiece interaction, 
resulting in plastic deformation. This accelerates plowing force 
and promotes tool wear in SLM Ti6Al4V when compared to 
wrought Ti6Al4. Sharma and Meena [11] discovered a strong 
correlation between work material microstructure and tool 
degradation during micro-scale machining. Because of its 
laminar grains, SLM Ti6Al4V has a higher hardness and lower 
ductility.  

 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Surface Topography of  SLM Ti6Al4V (a)20m (b) 35m (c) 

50m; and, wrought Ti6Al4V (d)20m (e) 35m (f) 50m  
  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Tool cross section; (a) new tool, (b) tool processed on SLM 
Ti6Al4V, (c) tool processed on wrought Ti6Al4V  
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2.3. Chips Morphology   
  The characteristics of the chips generated during the cutting 
process serve as the foundation for evaluating micro-machining 
performance. Chip morphology reflects surface quality, tool 
wear, and cutting forces. Chip geometry and morphology in 
micromachining is dependent upon a mechanism involved in the 
cutting process i.e., when the uncut chip thickness is lower than 
critical chip thickness, the plowing dominates the shearing and 
vice versa [14]. Figure 5 compares the chips produced during 
micro-groove milling of SLM Ti6Al4V and wrought Ti6Al4V at 
increasing depths of cut. The two materials exhibit distinct 
differences in chip morphology. The micro-milling process 
produces spiral-shaped chips in both materials; however, SLM 
Ti6Al4V chips have a larger radius of curvature than wrought 
Ti6Al4V chips, which have a smaller radius. Furthermore, the 
chips from SLM Ti6Al4V (Figure 5a, b, c) appear longer and 
continuous, whereas those from wrought Ti6Al4V (Figure 5d, e, 
f) appear shorter and discontinuous. The observed figures show 
two distinct sides of the chips: the contact side, which is 
relatively flat and slides over the tool edge, and the free side, 
which has a scaly lamella structure. This morphological 
difference can be attributed to material properties, specifically 
the brittleness of wrought Ti6Al4V versus the greater hardness 
of SLM Ti6Al4V [15, 16]. The scaly pattern results from large 
plastic strain during micro-milling, which causes segment sliding 
and detachment in both Ti6Al4V due to higher material hardness 
[12, 17]. Notably, SLM Ti6Al4V chips are broader, which can be 
attributed to the higher cutting temperature, which causes 
greater plastic deformation and chip softening[11]. As a result, 
the welded fragments shown in Figures 5a and 5b are caused by 
increased heat, which causes chip fragments to adhere to the 
surface. 
 
 
  

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Chip morphology of SLM Ti6Al4V doc(a) 20m,(b) 35m, (c) 

50m; and, wrought Ti6Al4V (d) 20m,(e) 35m, (f) 50m  

3. Conclusion    

This This study is carried out to investigate the micro milling of 
SLM Ti6Al4V and comparison experimentations were made with 
the wrought Ti6Al4V using CBN micro end mills. The following 
conclusions are drawn: 

1. At various cut depths, SLM Ti6Al4V had lower surface 
roughness than wrought Ti6Al4V. A surface roughness of 25nm 
was achieved at 60K rpm spindle speed, 3μm/flute feed rate, 
and 25μm depth of cut, a significant 37.5% reduction compared 
to wrought Ti6Al4V. Surface topography analysis showed fewer 
defects and peaks in SLM Ti6Al4V, especially at deeper cuts. 

2. Machine parameters and material manufacturing methods 
affect tool wear. Tool wear causes welded fragments on tool 
surfaces, affecting machined surface quality and tool lifespan, 
especially when processing softer wrought Ti6Al4V at high 
cutting temperatures.  

3. SLM and wrought Ti6Al4V micro-milled chips show 
differences. SLM Ti6Al4V produced longer, continuous chips 
with wider profiles than wrought chips.  
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Abstract 
 
 This work presents a precision polishing platform inspired by constant force mechanisms, aimed at enhancing precision and stability 
in polishing processes. Traditional platforms often struggle with maintaining consistent force application, leading to variations in 
surface finish and dimensional accuracy. Our solution addresses this challenge by providing a constant reaction force, ensuring 
constant polishing force distribution even amidst external force fluctuations on the workpiece. Notably, the platform's constant force 
region exhibits significant large deformation relative to its own geometric size, amplifying its ability to sustain consistent pressure 
across the polishing surface. Additionally, the platform offers simplicity in structure and ease of manufacture, facilitating cost-
effective production and widespread adoption. Its adaptability enables accommodation of diverse workpiece types under specific 
conditions, adding versatility and flexibility to various polishing applications. Leveraging an energy method based on the smooth 
curvature model, the constant force mechanism ensures reliable and efficient operation. The optimal inclined angle is 58.7550 
degrees with a beam length of 100 mm. The constant force region extends up to 28.8% of the beam's length (28.8 mm). With potential 
applications in optics, semiconductors, and medical devices, this platform provides an alternative solution for industries requiring 
precise surface finishing.   
 
Keywords: Manufacturing, Polishing, Precision           

 

1. Introduction    

Precision polishing platforms hold a pivotal position across 
various industries, particularly in fields like optics and 
semiconductors, where they wield a direct influence on the 
ultimate quality of end products. Previous research has 
emphasized the significance of delving into polishing 
technologies [1-4]. The innovative concept of flexural constant 
force mechanisms emerges as an alternative approach to 
enhance the performance of these precision polishing 
platforms. 

 
Flexural mechanisms offer unique advantages in precision 

engineering due to their ability to transmit precise motion and 
force through the predictable deformation of flexural elements, 
such as beams or flexures [5]. A novel large XY parallel 
manipulator based on flexural beams was proposed in [6], which 
is utilized for high-precision motion stages. The application of 
flexural beams eliminates the need for complex assembly 
mechanisms, reduces lubrication requirements, and minimizes 
wear. By leveraging flexural mechanisms, researchers aim to 
streamline the design and manufacturing process of vibration 
isolators while maintaining or improving performance. Prior 
research has convincingly showcased the successful 
implementation and efficacy of constant force mechanisms 
within precision polishing platforms. A polishing force control 
system is developed in [7] to improve the polishing stability, 
which achieved constant-force polishing through dynamically 
control the load. Besides, a polishing end-effector is proposed in 
[8], which achieves regulating the contact force passively. In 
addition, a parallel polishing machine is proposed in [9], which 
achieves higher polishing precision. Another polishing platform 
based on constant-force mechanism is introduced in [10], which 

addressed the challenge of controlling constant force in 
industrial deburring operations. The previous mentioned 
polishing platforms enable the attainment of precise control 
over the applied force during the polishing process, culminating 
in elevated surface quality and heightened processing accuracy. 
 

The precision polishing platform delineated in this study 
possesses several notable advantages: Firstly, it exhibits a 
considerable deformation range relative to its geometric 
dimensions. Secondly, the consistent application of force to the 
workpiece ensures the maintenance of high precision during the 
polishing process. Thirdly, its structural simplicity facilitates ease 
of manufacture. Lastly, the platform's adaptability and passive 
provision of constant force support obviate the reliance for force 
sensors or closed-loop control systems. 

 
Flexural constant force mechanisms showcase ongoing 

technological advancements and hold potential for optimizing 
precision polishing platforms. As technology evolves, these 
platforms are set to play a more indispensable role, offering new 
opportunities and challenges in related fields. The synergy 
between technological innovation and platform adaptability 
creates a landscape, promising novel opportunities for 
advancement. 

  
The structure of this paper is as follows: In Section 2, the 

design of the constant force polishing platform is presented. 
Section 3 discusses the energy method utilized for modeling 
large deformation flexural beams, along with the optimization 
objective. The final section provides a summary of the content.  
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2. Design of a constant force polishing platform    

Our constant force polishing platform, inspired by constant 
force mechanisms, provides an innovative solution to challenges 
posed by traditional fixed or spring-supported platforms. Unlike 
conventional approaches requiring meticulous force control 
during polishing, our design ensures precision by delivering a 
consistent reaction force within the constant force realm. This 
stability allows our platform to maintain a reliable polishing 
force, even amidst external force fluctuations on the workpiece, 
enhancing polishing effectiveness for consistent and precise 
workpiece processing.  

 
Moreover, the structure of our platform is simple and easy to 

manufacture, allowing for cost-effective production and 
widespread adoption. Its adaptive nature enables it to 
accommodate different types of workpieces under certain 
conditions, providing versatility and flexibility in various 
polishing applications. This adaptability not only enhances the 
platform's usability but also increases its value proposition for 
industries seeking tailored solutions for precise surface 
polishing.  

 
The working principle of proposed precision polishing platform 

can be found in Figure 1. 
 

 

 
 

Figure 1. Working principle of precision polishing platform  
 

  The precision polishing platform can be used to polish the surfaces 
of a variety of materials, including metal, plastic, and glass. The 
proposed precision polishing platform operates by moving the 
polishing belt past the surface of the workpiece. The polishing wheel 
rotates and the polishing belt abrades the surface of the workpiece. 
The constant-force support platform ensures that the workpiece 
remains in constant-force contact with the polishing wheel at all times 
and thus ensures high polishing precision. The polishing platform 
consists of a constant-force support platform and a pressure polishing 
system. 

 
Constant-force support platform: The constant force mechanism is a 

single-degree-of-freedom (DOF) mechanism that moves vertically. This 
mechanism is composed of a pair of cross-axis inclined compliant 
beams. The flexural beam with initial shape and buckling shape can be 
seen in Fig.1. Besides, a linear guide is fixed to the ground to ensure the 
platform moves along vertical direction as a single DOF mechanism.  
The platform is compact due to the cross-axis design based on the 
position-space method. By utilizing this flexural mechanism as the 
support of the polishing platform, the platform can achieve constant-
force support within a specific range of movement. 

 
Pressure polishing system: The pressure polishing system relies on 

removing materials from the surface using abrasives, resulting in a 

smooth, polished surface. A polishing belt is affixed to the polishing 
wheel. As the polishing wheel rotates, the rotational movement is 
converted to linear movement by the polishing belt. Through the 
relative motion between the workpiece's surface and the polishing 
belt, the workpiece is polished as required. 

 

The polishing process primarily relies on pressure polishing, 
where pressure is applied to the polishing surface to enhance 
abrasion and eliminate surface defects. A polishing belt is 
mounted on two rotating wheels, allowing it to glide over the 
polishing surface. By utilizing four flexural beams on the 
moving platform, a constant force is exerted on the workpiece, 
ensuring consistent pressure on the polishing surface. This 
results in a uniform distribution of force within the constant 
force region, maintaining its stability throughout the process.  
 

For the proposed precision polishing platform, any workpiece 
with a thickness smaller than that of the constant force region 
can undergo polishing. This constraint ensures adequate 
contact between the polishing belt and the workpiece. The 
polishing process necessitates no fixture adjustments and can 
passively provide constant force support. Consequently, it is 
also deemed adaptable to workpieces of various heights. 
 

The inspiration for constant force polishing platform stems 
from the need for enhanced precision and stability in polishing 
processes, particularly in industries where surface quality is 
paramount. Traditional polishing methods often struggle to 
maintain consistent force application, leading to variations in 
surface finish and dimensional accuracy. With our platform, we 
aim to overcome these limitations by ensuring a constant 
polishing force throughout the process. This not only improves 
the overall quality of the polished surfaces but also enhances the 
efficiency and reliability of the polishing operation, leading to 
reduced scrap rates and increased productivity. 

 
In addition to its immediate applications in precision polishing, 

our constant force polishing platform holds promise for 
advancements in various fields requiring controlled material 
removal and surface refinement. By providing a stable and 
predictable polishing force, our platform opens doors for new 
possibilities in manufacturing processes, such as optics, 
semiconductors, and medical devices. Furthermore, the 
adaptability of our platform allows for customization to suit 
specific industry requirements, offering a versatile solution for a 
wide range of polishing applications. 

 
3. Flexural constant force mechanism    
 

This section introduces the modelling process of the constant 
force mechanism, highlighting the advantageous features of our 
modelling approach. Our method brings notable benefits, 
particularly in the modelling of large deformation flexural 
beams. It demonstrates a high level of efficacy in accurately 
capturing the intricate nonlinear behaviour of such beams. 
   
3.1. Modelling methodology: SCME method 
 

Our previous work introduces the energy method based on 
the smooth curvature model (SCME method), which aims to 
effectively model the complex nonlinear post-buckling behavior 
of inclined flexural beams. This method is grounded in the 
principle of minimum strain energy, implying that the 
equilibrium configuration corresponds to the minimum total 
strain energy. To accurately capture the bending strain energy 
of large deformation beams, the high-order smooth curvature 
model is adopted. The Lagrange multiplier method is then 
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utilized to determine the minimum strain energy and 
corresponding tip loads simultaneously. Additionally, the SCME 
method allows for determining the deformation shape and 
maximum stress using the smooth curvature model. Notably, 
the proposed SCME method is capable of modelling flexural 
beams with inclined angles ranging from 0 to 90 degrees. The 
accuracy of the SCME method has been validated through finite 
element analysis and experimental tests. In the SCME method, 
the approximated curvature of deflected beam is expressed in 
Eq. (1):  

 

𝜔(𝜶, 𝑠) ≈
1

𝐿
∑ 𝛼𝑛𝜑𝑛(𝑠)                          (1)

𝑁

𝑛=0

 

 
where 𝜶 = (𝛼0, 𝛼1, 𝛼2, ⋯ , 𝛼𝑁 )𝑇  is a vector that contains the 
generalized coefficients an 𝜑𝑛(𝑠)  represent the shifted 
Legendre polynomials. Based on the equation (3.1), the 
expression of bending strain energy can be formulated using Eq. 
(2): 
 

𝑈𝑏 =
1

2
∫ 𝐸𝐼𝜔(𝛼, 𝑠)2

𝐿

0

𝑑𝑠                         (2) 

 
Simultaneously, the beam tip position and orientation can be 

determined through integration from 𝑠 = 0  to 𝑠 = 𝐿 . The 
expressions for the beam tip position and orientation are 
provided in equations (3-5): 

 
𝜑𝑡𝑖𝑝(𝜶) = 𝜑(𝜶, 𝐿) = 𝛼0                           (3) 

 𝑥𝑡𝑖𝑝(𝛼) = ∫ cos(𝜑(𝜶, 𝑠))
𝐿

0

                      (4) 

𝑦𝑡𝑖𝑝(𝛼) = ∫ sin(𝜑(𝜶, 𝑠))                       (5)
𝐿

0

 

 
To determine the minimum bending strain energy, the 

Lagrange multiplier method is applied to minimize the strain 
energy under the equation constraint, as expressed in Eq.(6): 

 
 
 

ℒ(𝜶, 𝝀) = 𝑈𝑏(𝜶) + [𝜆1 𝜆2 𝜆3] [

𝑥g − 𝑥tip

𝑦g − 𝑦tip

𝜑g − 𝜑tip

]        (6) 

 
Where the 𝑥𝑔 , 𝑦𝑔  and 𝜑𝑔  are given trajectory points. By 

utilizing the SCME method, we can derive the corresponding 
force at beam tip as: 

 
𝐹𝑥 = −λ1 cos θ + λ2 sin θ                            (7) 

 
𝐹𝑦 = −λ1 sin θ − λ2 cos θ                            (8) 

 
Where 𝜃 is the inclined angle of complaint beam. In addition, 

the SCME method can also derive the maximum stress during 
the deformation process. The stress evaluation considers the 
axial stress since the axial stress contribute additionally and is 
not negligible. Hence the stress is evaluated as:  

 
𝜎max = 𝜎bending + 𝜎axial                                                      

 

=  
𝐸𝑡𝜔(𝑠)

2
+

√𝐹𝑥
2 + 𝐹𝑦

2 cos (𝜑tip(𝛼) − 𝜑s(𝛼))

𝑊𝑡
  (9) 

 

The above process briefly reviews the modeling process of the 
constant force mechanism, and we intend to incorporate the 
SCME method into the optimization algorithm.  

 
3.2. Optimization strategy 
 

Optimization strategies can be applied to determine the 
constant force mechanism with the longest constant force 
region, denoted as Ω . This could help to optimize the 
performance of the precision polishing platform. This region Ω is 
defined as follows: the forces within Ω fluctuate above and 
below the buckling force by no more than a specific percentage 
ξ of the buckling force. Once the force exceeds the predefined 
constant force range, it marks the end of the constant force 
region. Therefore, all the forces within the constant force region 
can be expressed as:  

 

|𝐹𝑦
Ω − 𝐹𝑏𝑙| ≤  𝜉 ∙ 𝐹𝑏𝑙                           (10) 

 

where 𝐹𝑦
Ω represents the force in the constant force region, 𝐹bl 

is the buckling force, 𝜉  is the tolerance coefficient. The 
optimization objective is:  
 

𝑀𝑎𝑥𝑚𝑖𝑧𝑒:   Ω(θ) 
 

Subject to:  𝜎𝑚𝑎𝑥 ≤ 𝜎𝑦𝑖𝑒𝑙𝑑   

    50° ≤ 𝜃 ≤ 80° 
           

   The optimization process can be implemented in MATLAB. The 
suggested optimization algorithm is the genetic algorithm. 
Genetic algorithms are heuristic global optimization techniques 
inspired by the principles of natural selection and genetics. They 
involve evolving solutions to complex problems over successive 
generations, utilizing techniques such as selection, crossover, 
and mutation to search for optimal or near-optimal solutions. 

3.3. Case study 

  In this section, we will undertake a case study utilizing the 
proposed modeling and optimization method. The case study 
will focus on examining a small-scale constant force mechanism. 
Details regarding the mechanical properties and determined 
geometric dimensions can be referenced in Table 1 and Table 2.    
 
 

Table 1. Mechanical properties of flexural beams. 

Material Tough PLA 

Young’s Modulus 2800 MPa 

Yield Strength 45 MPa 

Poisson Ratio  0.35 

 
Table 2. Determined geometric dimensions. 

Beam length 100 mm 

Beam Thickness 0.5 mm 

 
The optimization process has been conducted. The tolerance 
coefficient 𝜉 is selected to be 2%. The optimal result obtained is: 
 

𝜃 = 58.7550° 

 

                             𝜎max = 44.9470 𝑀𝑃𝑎 ≤  𝜎𝑦𝑖𝑒𝑙𝑑  

 

                                   Ω = [0 , 28.8𝑚𝑚]  

 
According to the optimal outcome, the proposed constant force 
mechanism has a total height of 51.87 mm, with the constant 
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force region measuring 28.8 mm. This optimal constant force 
region occupies 55.5% of the structure's height, highlighting its 
characteristic of being a large constant force region. The force-
displacement relationship based on the optimal result can be 
referred to Figure 2.  
 

 
 

Figure 2. The force-displacement relationship of constant force 
mechanism and  spring. The modeling result is verified using FEA 

simulation, which is conducted in Strand7. 

 
In Figure 2, a comparison is presented between the force-
displacement relationships of a constant force mechanism and a 
conventional spring with a stiffness of 0.2 N/mm. It is evident 
that as the vertical displacement increases, the reaction force 
applied to the workpiece surface increases linearly when a 
spring is utilized as a feed mechanism. Conversely, with the 
implementation of the proposed constant force mechanism, the 
force remains consistently around a specific value. This stability 
enhances the polishing process by mitigating the impact of 
fluctuations in force. 

4. Conclusion 

In conclusion, this study introduces a precision polishing 
platform with a flexural constant force mechanism, ensuring a 
constant polishing force for improved precision. The modelling 
process, utilizing the SCME method, effectively captures the 
nonlinear behaviour of large deformation flexural beams. Future 
research could involve exploring the modelling and analysis of 
shear forces on the platform and conducting experimental 
validations to assess its stability. These efforts would contribute 
to advancing our understanding and optimizing the design of 
precision polishing platforms. 
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Abstract 
 
Fabrication of micro/nanostructures on difficult-to-cut materials is still a challenge and availability of fabrication technologies outside  

cleanroom is limited. The trend for tip-based nanomanufacturing has attracted research interest as a potential method to address  
this challenge. Atomic force microscope (AFM) tip based scratching and nanoindentation are steps in this direction. Electroch emical 
machining (ECM) has the potential to be downscaled as the process is non-contact in nature and dissolution occurs at atomic level. 

By control and localisation of material removal through downscaling of tool and ultrashort voltage pulses, micro/nanomachinin g can 
be realized on difficult-to-cut materials. This work describes the integration of the ECM process on an AFM platform, referred to as 
AFM-ECM. Through a dedicated AFM tip and short pulsed voltage, micro/nano-machining can be realised. This technology will enable 

micro/nano-machining, patterning and characterisation on the same AFM platform. The hardware specifications of a prototype 
desktop AFM-ECM setup and  process details are presented. Test experiments are conducted to demonstrate the feasibility of the 
proposed technology. 

 
Keywords: Electrochemical machining, ECM, micro-ECM, AFM-ECM 

 

1. Introduction   

Surface micro/nano-structuring on difficult-to-cut materials 
with feature size less than 50 μm is still a challenge in the 

micromanufacturing research community driven by the 
introduction of novel materials such as cermets and superalloys. 
Electrochemical micromachining (ECMM) [1] has been widely 

researched as a fast and force-free process to manufacture 
components at smaller scales. Since the process involves 
material removal by anodic dissolution, the surface quality is 
much higher and microstructure as well as material properties 

are preserved. Due to non-contact nature of the process and 
atomic scale dissolution, ECMM process can be further 
downscaled [2]. By control and localisation of material removal 

through downscaling of tool and ultrashort voltage pulses [3] on 
AFM platform, micro/nano electrochemical machining can be 
realized on difficult-to-cut materials. 

This work therefore, focuses on fundamental research on the 
integration of the ECM process on an AFM platform, referred to 
as AFM-ECM, focussing on downscaling of tool-based 

electrochemical micromachining process towards micro/nano 
structuring of difficult-to-cut workpieces e.g. Inconel IN718. 

2. AFM-ECM process 

AFM-ECM process implies electrochemical micro/ 
nanomachining on an AFM platform. This facilitates closed loop 
nanodimensional positioning and accurate interelectrode gap  

setting (Z piezo stage with 0.06 nm resolution and 30 µm stroke). 
Figure 1 depicts a process schematic of AFM-ECM process where 
downscaling of feature dimensions is achieved by using 

nanosecond voltage pulses and a tungsten tip (~50 nm tip 
radius) attached to a tuning fork is used as a tool with cathodic 
polarity. The nanosecond voltage pulses and small 

interelectrode gaps (≤ 1 µm) facilitate process localisation 

through the double layer effect (capacitive behaviour of ionic 
layers near the tool and workpiece). The electrolyte (µL) is 
supplied in the form of a droplet. The setup allows 

electrochemical micro/nano machining as well as AFM surface 
measurement on the same platform with an intermediate 
cleaning step. The surface measurement is performed by using 

tungsten tip with tuning fork (resonance frequency ~ 30.233 kHz 
and quality factor of 988) in self oscillation mode and probe can 
be controlled by phase lock loop (PLL) in constant signal mode. 

The use of tuning fork resonant probe eliminates the problems 
encountered with AFMs using laser based displacement 
measurements as the hydrogen gas bubbles interfere with the 

laser spot on the AFM tip.  

3. AFM-ECM: Experimental setup 

Figure 2 provides an overview of the actual AFM-ECM 3-axis 

experimental setup with major peripherals. The nm resolution 
position control along with required stroke is realized by 
superimposing nanopositoning stages on micropositioning 

Figure 1. Process schematic of AFM-ECM. 

363

http://www.euspen.eu/
mailto:krishna.saxena@kuleuven.be


  

stages. The nanosecond pulses are generated by a function 

generator (Output 10 Vpp at pulse frequency of 25 MHz for a 
load of 50 ohm) and output voltage pulses were acquired by an 
oscilloscope (2 GS/s, 300 MHz, rise time 1.2 ns). The 

interelectrode gap (1 µm) is set by detecting the surface 
(resonance frequency shift due to tip-sample interaction tracked 
by PLL) with the tuning fork tip and retracting the tip by moving 

micropositioner with a resolution of 95 nm. 

4. Experimental tests and results      

Figure 3(a) shows a mirror-finish Inconel IN718 workpiece 
sample polished with diamond paste (Struers®) of different grain 
sizes in a decreasing order from 9 µm to 3 µm to 1 µm, and then 

a final step of polishing with a SiO2 polishing suspension. Figure 

3(b) depicts a 3D roughness profile of the workpiece measured 

using Sensofar® Neox profiler with Sa 4.74 nm and Sq 10.53 nm 
(Measurement parameters: 50x lens, L-filter 25 µm, blue LED 
with 3% light level) and Fig 3(c) shows SE micrograph of the 

polished workpiece used in the experiments. To achieve process 
localisation by exploiting double layer effect, nanosecond 
voltage pulses exemplar output is shown in Fig. 3(d) with an 

amplitude of 10 V, pulse duration of 100 ns and duty cycle of 
50%. To downscale the process and confine the electrochemical 
reactions, a tungsten tip was employed. Figure 3(e) depicts a 

gold coated tungsten tip of 2 mm length and 50 nm tip radius 
(Fig. 3(f)) mounted on the tine of tuning fork which was 
employed as cathode. To achieve electrical insulation between 

the tuning fork circuitry and tip while supplying electric current 
to perform ECM, an intermediate dielectric layer was deposited 
on the tuning fork followed by final layer of gold coating. A 
droplet electrolyte was supplied using a pipette. Figure 4 depicts 

a footprint of AFM-ECM process fabricated by anodic dissolution 
by virtue of Faraday current flowing between the tip and the 
workpiece for 10 s. The image is obtained from AFM along with 

the cross-sectional profile. The experimental parameters used to 
obtain this nanostructure were voltage 10 V, pulse duration 100 
ns and duty cycle 50% (Fig. 3(d)), interelectrode gap 1 µm. A 

droplet of electrolyte (aq. NaNO3) with conductivity of 52.5 
mS/cm was used in a humidity rich (RH 70%) environment. 
 

 
 
 

 
 

 
 
 

 

5. Conclusions 

This work presented an ECM process on an AFM platform, 

referred to as AFM-ECM. Through a dedicated AFM tip and short 
pulsed voltage, micro/nano electrochemical machining of 
difficult-to-cut materials (e.g. Inconel IN718) can be realised. The 

process and hardware specifications of a prototype desktop 
AFM-ECM setup are presented. Proof-of-concept experiments 
are conducted to demonstrate the feasibility of the proposed 

technology. The results indicate that by employing ultrashort 
pulses and downscaled tools on AFM platform, it is possible to 
fabricate micro/nano structures below 50 µm thereby 
surpassing the limits of tool and beam based techniques. This 

technology will enable micro/nano-machining, patterning and 
characterisation on the same AFM platform.  
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Figure 4. AFM image of an ECM footprint (left) and cross-sectional 
profile of this footprint (right). 
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Figure 2. Overview of experimental setup - 1. AFM-ECM platform 2. 
Function generator, 3. Oscilloscope, 4. Controllers (motion and 
PLL), 5. Amplifier, 6, 7. Piezo Nanopositioner stages (Z, X-Y) 

superimposed over micropositioner stages, 8. Probe board, 9. 
Tuning fork with tungsten tip as ECM tool, 10. Workpiece. 
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Figure 3. (a) A mirror polished Inconel IN 718 workpiece (b) 3D 
roughness profile of workpiece (c) SEM image of workpiece (d) 
Voltage pulses of 100 ns duration and 50 % duty cycle (e) Close-up 
view of setup with gold coated tungsten tip used as an ECM tool 

(f) SEM image of tungsten tip used as an ECM tool. 
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Abstract 
 
Powder mixed electrical discharge machining (PMEDM) using silver nano-powder has proven its capability in modifying implant 
surfaces to achieve excellent antibacterial properties along with good biocompatibility. However, the widespread of bacterial 
resistance to silver in clinical has been reported. In addition, for implantable devices, further enhancement of biocompatibility of the 
modified surface is required. Zinc is known as a strong antibacterial agent and a biocompatible element to the human body. 
Consequently, in this study, Ti6Al4V surfaces are modified using the PMEDM milling operation process with zinc powder admixed to 
the hydrocarbon-based dielectric fluid. The powder with nano-sizes from 40 nm to 60 nm and different powder concentrations up to 
15 g/L is utilised. Ti6Al4V sheet tool electrodes with a length of 6 mm and different thicknesses of 0.2 mm and 0.12 mm are used, 
while discharge energy is varied from 10 µJ to 125 µJ. The workpiece is stimulated by an ultrasonic vibration frequency of 22.3 kHz 
and an amplitude of 2.5 µm. Results show that the deposited zinc content is homogeneously distributed over the modified surface. 
Powder concentration, discharge energy, and tool thickness significantly affect the zinc deposition and surface roughness. PMEDM 
using zinc nano-powder shows a promising potential for antibacterial surface modification of the implantable devices. 
 
Keywords: powder mixed EDM, zinc deposition, antibacterial effect, biocompatibility  

 

1. Introduction  

The demand for medical implants has been rapidly increasing. 
The global market was valued at 5.7 billion USD in 2022 and is 
predicted to reach more than 24.8 billion USD in 2031 [1]. 
However, implant-associated infections still pose a major 
challenge for the implantable device industry. For example, the 
incidence of prosthetic joint infection and failure in the 
subsequently prosthesis revision is up to 3 %, as reported in [2].  

PMEDM using silver nano-powders has been studied for 
ablative shaping of medical implants and concurrently forming 
antibacterial layers on the implant surfaces. The surfaces 
integrated with silver exhibited long-term antibacterial 
properties both in vitro and in vivo while optimizing bone 
ingrowth of endoprosthesis [3]. The content of deposited silver 
significantly affects the bacterial colonization on the modified 
surfaces, whereby an increase of the silver content resulted in a 
reduction of the bacterial number [4]. However, in clinical, the 
widespread of bacterial resistance to silver has been reported 
with various kinds of the bacteria, such as Pseudomonas 
aeruginosa, Acinetobacter baumannii, Staphylococcus aureus, 
Klebsiella pneumonia, Escherichia coli, and Enterobacter 
cloacae, etc [5]. The use of high silver contents increases the 
antibacterial effect, nevertheless it leads to toxicity to human 
cells. In addition, it has been found that silver showed a weaker 
antibacterial effect on gram-positive bacteria compared to its 
effect on gram-negative strains [6]. 

Zinc, a vital element for multiple biochemical functions of the 
human body, is a strong antibacterial agent. In contradiction to 
silver, zinc exhibited a higher susceptibility against gram-positive 
bacteria, whereas its antibacterial effect is reduced on gram-
negative bacteria [6]. Additionally, literature showed that, as a 

biodegradable element, zinc has a better biocompatibility than 
silver [7]. And it can be realized that until now there was no 
challenge related to Zn-resistant bacteria in clinical. 

Zinc powders were used in the PMEDM process for modifying 
AZ31 magnesium alloy surfaces. A study using zinc powder 
concentration in the dielectric medium up to 3 g/L to modify 
magnesium alloy showed that the corrosion rate of the PMEDM 
surfaces was significantly lower than the surface modified 
without powder. And the lowest corrostion rate was obtained at 
2 g/L zinc powder concentration [8]. The enhancemences of 
microhardness and cytocompatibility were found when mixing 
zinc powder into the dielectric fluid to modify Ti6Al4V surfaces. 
The formation of zinc oxide was assumed as its reason [9]. 
Effects of the powder material on machining efficiency were also 
investigated, whereby zinc, cobalt and molybdenum powders 
with different concentration were mixed into the hydrocarbon-
based dielectric fluid to machine a nickel-based superalloy. It 
was found that the highest material removal rate was achieved 
by using zinc powder, whereas molybdenum powder provided 
the smoothest surface [10].  

 It can be realized that zinc is a promising potential agent for 
antibacterial surface of the implantable devices. Consequently, 
in this study, PMEDM using zinc nano-powder is investigated for 
antibacterial surface modification of titanium alloy. This study 
focuses on the content and distribution of deposited zinc on the 
modified layer, which is very important for antibacterial 
capability of the implant surface as well as for homogeneous 
antibacterial properties over its entire surface.  

2. Methodology      

In order to provide the homogeneous distribution of 
deposited zinc over the surface, the homogeneous distribution 
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of zinc nano-particles in the spark gap is vital [3,4]. Additionally, 
the narrow spark gap, from approx. 5 µm to approx. 10 µm, 
leads to challenges for transporting the suspended powders 
through the gap. In this study, thin Ti6Al4V sheets were 
therefore used as tool electrodes for modifying the Ti6Al4V 
surfaces.  

To reduce the spattering of materials on the modified surface 
and support the transportation of zinc powder though the 
machining gap, the workpiece was stimulated by a Hielscher 
UIP250 ultrasonic vibration system, which was integrated with a 
PMEDM circulation system as shown in Figure 1.  

 

 
 

Figure 1. Schematic showing the experimental setup. 
 

The vibration frequency and amplitude were measured by a 
Polytec OFV-505 Laser Vibrometer and a Polytec OFV-5000 
controller. The applied experimental conditions are given in 
Table 1. 

 

Table 1 Experimental conditions 

Parameter Value 

Machine Sarix T1T4 μ-EDM machine 

Workpiece Material: Ti6Al4V 

Tool electrodes - Length: 6.0 mm 
- Thickness: 0.2 mm and 0.12 mm 
- Material: Ti6Al4V 

Dielectric fluid HEDMA111 oil 

Discharge energy 10 µJ, 55 µJ and 125 µJ 

Polarity Negative tool electrode 

Zinc powder - Size: 40-60 nm 
- Concentration in dielectric: 5 g/L 

and 15 g/L 

Ultrasonic vibration - Frequency: 22.3 kHz 
- Amplitude (ap-p): 2.5 µm 

 

For each machining condition, three samples were prepared, 
whereby a (5 x 6) mm2 area with a depth of 45 µm was 
machined on each one as shown in Figure 2. After machining, an 
ethanol filled ultrasonic bath was used to clean each sample. The 
elemental composition of the modified surfaces was analysed 
using energy dispersive X-ray spectroscopy (EDS), whereby a 
spectrum of approx. (3 x 3) mm2 was analysed at the center of 
each surface to analyse the average deposited zinc content in 
the modified layer. To evaluate the distribution of zinc contents 
over the modified surface, 10 smaller EDS spectra numbered 
from 1 to 10 were analysed perpendicularly to the tool feed 
direction as represented in Figure 2. Scanning electron 
microscopy (SEM) was used to analyse the surface topography. 
In addition, the modified surfaces were scanned by a Keyence 
VK9700 confocal 3D laser-scanning-microscope, then 
MountainsMap 7.4 scanning topography software was utilised 
to analyse the roughness values.  

 

  
 

Figure 2. Schematic showing the geometry of the modified area and EDS 
spectra for analyses of the zinc content and zinc distribution  

3. Results and discussions      

In this section, the content and distribution of deposited zinc 
as well as roughness of the modified surface will be represented 
and discussed. It focuses on effects of powder concentration, 
discharge energy and tool thickness when applying the PMEDM 
process using sheet tool electrode on the targeted results.  
 

3.1. Averaged content of the deposited zinc  
 

Figure 3 shows the content of deposited zinc dependent on 
the concentration of zinc nano-powders mixed in the dielectric 
fluid and the thickness of tool electrode.  

 

 
 

Figure 3. Effects of powder concentration and thickness of the sheet tool 
electrode on the averaged zinc content (55 µJ discharge energy) 

 

It is clear that an increase of powder concentration increases 
the deposited zinc content. The addition of more powder to 
15 g/L results in a slight improvement of the deposited zinc 
content to approx. 1.8 % from approx. 1.2 % when using 5 g/L 
powder. However, zinc nano-powders seem to still face 
challenges to flow through the spark gap, when applying a 
0.2 mm tool thickness and side flushing with ultrasonic vibration 
assistance. The zinc deposition was also investigated when using 
a 0.2 mm tool thickness, 5 g/L powder and without vibration 
assiatance. EDS results show that the content of deposited zinc 
is reduced to approx. 0.84 ±0.3 %. Therefore, the assistance of 
ultrasonic vibration also significantly increases the amount of 
zinc particles in the gap. However, it can be realised that the 
efficiency of the PMEDM process on transferring zinc to the 
modified layer is still low in comparison to the transfer of silver 
[3]. The reason is not understood well. Nevertheless, low 
melting and boiling points of zinc are assumed to be a main 
reason. 
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The utilisation of a thinner tool electrode with thickness of 
0.12 mm can solve the challenge for powder transportation 
through the machining gap, whereby the content of deposited 
zinc is remarkably increased to approx. 2.7 % with mixing 15 g/L 
powder into the dielectric fluid. However, It can be realised that 
delivering powder particles into the machining gap still faces 
difficulties when utilising side flushing. Therefore, other flushing 
stratergies should be investigated in further studies. 

Influence of discharge energy on the deposited zinc content is 
shown in Figure 4.  

 

 
 

Figure 4. The deposited zinc content on workpiece surfaces for different 
discharge energies (5 g/L powder, 0.2 mm tool thickness) 
 

Results show that the application of a higher discharge energy 
leads to a reduction of the deposited zinc. The increase of 
discharge energy leads to a higher heat, which causes a stronger 
evaporation of zinc. Therefore, it decreases the amount of zinc 
re-solidified into and onto the modified layer. 
3.2. Distribution of the deposited zinc  

 

Since the content of antibacterial agent plays a vital role in the 
antibacterial property, therefore a homogeneous deposition 
over the modified surface is a very important prerequisite for 
the homogeneous antibacterial effect of the surface. Providing 
a uniform distribution of zinc powder over the machining gap, 
which significantly affects the homogeneous deposition of zinc, 
is the aim of using sheet tool electrodes. Results from Figure 5 
indicate that the deposited zinc is quite uniformly distributed 

over the modified surface in all cases. Especially when using a 
0.12 mm tool thickness, the zinc content distributes in a range 
of 2.7 ± 0.17 %. This result shows a potential of applying the sheet 
tool electrode for providing the homogeneous distribution of the 
antibacterial agent over the big surfaces by the PMEDM process.  

 

 
 

Figure 5. Distribution of deposited zinc over the modified surfaces when 
using different powder concentrations (g/L) and tool thicknesses (mm) 
at a discharge energy of 55 µJ  
 

SEM images of the surfaces modified using different 
machining conditions are represent in Figure 6. It can be 
obsvered that the modified surface is formed by overlapping 
craters. The crater size is mainly affected by discharge energy as 
can be seen in Figure 6(a-c). The crater sizes are approx. 10 µm, 
15 µm, and 40 µm with applying 10 µJ, 55 µJ and 125 µJ 
discharge energies, respectively. By visualizing backscattered 
electrons in the SEM analysis, spattered materials containing a 
large amount of zinc are depicted as a bright color on the surface 
due to the strong interaction. The use of a higher energy leads 
to a reduction of the spattered material. This is also one of the 
reasons for decreasing the deposited zinc content when 
applying a high energy. However, micro-cracks can be observed 
with using discharge energy of 55 µJ and especially at 125 µJ.  

The amount of spattered materials is remarkably increased 
with adding more powder into the dielectric fluid as can be seen 
in Figure 6(d-e). This is due to the fact that a higher powder 
concentration facilitates the formation of more molten 

 
 

Figure 6. Backscattered electron images of the surfaces modified by the PMEDM process using: (a-d) 0.2 mm tool thickness with (a) 5 g/L, 10 µJ; 
(b) 5 g/L, 55 µJ; (c) 5 g/L, 125 µJ; (d) 15 g/L, 55 µJ; (e-f) 0.12 mm tool thickness and 15 g/L powder concentration (orrange arrows point on spattered 
material, green arrows point on micro-cracks) 
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materials. Additionally, the zinc powders seem to be 
agglomerated when utilising the 0.2 mm tool electrode 
(Figure 6(d)), whereby big spattered particles can be found on 
the surface. 

 

3.3. Surface quality    
 

Figure 7 displays roughness values of the surfaces modified by 
EDM without powder and with different powder concentration.  

 

  
 

Figure 7. Influence of powder concentration on surface roughness (55 µJ 
discharge energy) 

 

It can be realised that powder concentration plays a very 
important role on surface roughness. The addition of powder 
into the dielectric fluid significantly reduces the roughness of 
modified surface. Simultaneously, an increase of powder 
concentration leads to generate a smoother surface. 
Topography of the surface was also analysed by MountainsMap 
7.4 scanning topography software, as shown in Figure 8. 

 

 
 

Figure 8. Topography of the surfaces modified by EDM (a) without 
powder and (b) with 15 g/L powder (55 µJ discharge energy) 
 

It can be observed that shallower craters are formed by EDM 
with powder addition. An enlargement of the spark gap is 
assumed as a main reason.  

Discharge energy also affects the surface roughness 
remarkably, which is illustrated in Figure 9. This is clear due to the 
significant increase of the crater size as illustrated in Figure 6. 

 

 
 

Figure 9. Roughness values of the surfaces modified by PMEDM with 
5 g/L powder and different discharge energies 

4. Conclusion    

In this study, zinc nano-powder has been mixed into the 
hydrocarbon-based dielectric fluid to modify Ti6Al4V surfaces. 
Sheet tool electrodes were used, while powder concentration, 
discharge energy, and tool thickness are varied. Additionally, 
ultrasonic vibration has been introduced to the Ti6Al4V 
workpiece during the machining process. From the results, the 
following conclusions can be drawn: 

• Powder concentration, discharge energy and tool thickness 
significantly affect the integrity of modified surface. 

• The content of deposited zinc is increased by adding more 
powder into the dielectric fluid, reducing the tool thickness, 
or introducing ultrasonic vibration to the workpiece. 
However, it is decreased by using a higher discharge energy. 

• By utilising the sheet tool, the deposited zinc over the 
surface is homogeneous, especially when applying a 
0.12 mm tool thickness. 

• Mixing zinc nano-powder into the dielectric results in 
smoother surfaces due to the generation of shallower 
craters. 

• PMEDM with zinc nano-powder shows a promising potential 
for antibacterial surface modification of the implantable 
devices. 
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Abstract 
 
This study evaluates the use of in-situ process monitoring feedback as an approach to help reduce print defects such as porosity, 
during the laser powder bed fusion (L-PBF) of Ti-6Al-4V overhang structures. During initial printing trials it was observed in the region 
around the print overhang structure that increased porosity levels were present with a volume fraction of up to 0.08% compared 
with <0.02% in the bulk alloy. It is hypothesized that the increased porosity is associated with the excess heat generated in the 
overhang region due to the decreased thermal conductivity of the unmelted powder beneath the print layers compared with the 
solid alloy. Additionally, excess porosity and inclusions were observed in the regions adjacent to the overhang melt pool and 
attributed to spatter ejection from the overhang melt pool. In-situ process monitoring data obtained from the melt pool infrared 
emissions was correlated with the properties of the printed parts. This in-process data was then used to assist in selecting optimal 
laser processing conditions to prevent the melt pool from overheating at the overhang region. By systematically controlling the laser 
energy while printing the first fifteen layers over the overhang structure, the bulk alloy's porosity level was reduced to <0.02%. There 
was also an associated reduction in the roughness (Ra) of the overhang itself, with its Ra decreasing from 62.4±7.3 to 7.5±1.9 µm. 
 

Laser powder bed fusion, In-situ process monitoring, Titanium, Porosity, Roughness   

 

1. Introduction   

Additive manufacturing (AM) can create complex geometries 
and features that conventional formative and subtractive 
manufacturing cannot readily produce. For this reason, AM has 
seen an increased use in the biomedical [1] and aerospace 
sectors [2]. However, one of the critical limitations of AM is the 
ability to control the level of porosity [3] and the as-built surface 
quality of printed parts [4].  

Examples of porosity defects in Ti-6Al-4V alloy parts fabricated 
using L-PBF include lack of fusion (LOF) and keyhole (KH) [3]. 
Incomplete melting of the powder due to rapid scanning speeds 
or low power can result in small irregularly shaped pores, 
referred to as LOF pores. In contrast, excessive laser power or 
slower scanning speeds can cause KH pore formation, vaporising 
the material in the melt pool. This vapour is trapped in the 
resolidifying alloy, resulting in bubble-like cavities after 
solidification [5]. This over-melting of the powder bed 
significantly affects the incorporation of unmelted powder, 
leading to the formation of voids and porosity. 

Relatively high roughness levels observed at the downskin or 
overhang surfaces of L-PBF parts are another common print 
defect [6, 7]. Several print parameters can affect the formation 
of rough surfaces, including laser power and scanning speed [8, 
9]. Excess heat in the liquid melt pool can cause surface tension 
gradient-driven flow inside the melt pool, known as Marangoni 
convection. This Marangoni convection can lead to instability in 
the melt pool and affect the shape and formation of the 
downskin surfaces. 

Overhang surfaces challenge the capabilities of the L-PBF 
process in terms of heat distribution [10] and control over melt 
pool dynamics [11]. The adverse defects observed in overhang 

structures fabricated using LPBF are thought to be induced by 
the difference in absorbed energy into the melt pool at the 
powder-supported zone versus the solid-supported zone. In-situ 
process monitoring has seen increased use with the L-PBF 
process. It can detect defects, including those associated with 
overhang structures. Optical emission spectroscopy and thermal 
monitoring are among the in-process monitoring techniques 
used to monitor L-PBF printing [12-17]. These in situ techniques 
have also been used by a small number of authors to investigate 
the laser melt pool during the printing of overhang structures 
[11, 14, 18]. For example, Egan et al. [14] used process 
monitoring data obtained from an in situ optical emission 
spectroscopy setup during L-PBF printing (Renishaw RenAM 
500M) to monitor the processing of the first layer printed above 
an internal cavity. Compared to the solid alloy, the poor thermal 
conductivity of the alloy powder resulted in an increased melt 
pool size and temperature. This increased temperature, arising 
from a decrease in thermal conduction away from a melt pool 
generated in an overhang, may have resulted in larger thermal 
gradients, which can, in turn, destabilize the melt pool. 

As detailed above, the challenges of fabricating parts with 
overhangs are well documented in the literature. There have 
been limited studies on optimising processing parameters for 
overhang structure printing. The objective of this study is to 
establish the effects of the overheating that occurs at overhang 
layers compared to the bulk Ti-6Al-4V alloy. This evaluation will 
be based on comparing the changes in porosity and roughness. 
Additionally, the use of in-situ process monitoring to help select 
optimal processing parameters for overhang structures will be 
investigated. The goal is to achieve a higher level of 
homogeneity between the porosity and roughness in the regions 
around the overhang and the bulk Ti-6Al-4V.  
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2. Materials and methods      

2.1. Materials and processing parameters 
Extra-low interstitial Ti-6Al-4V (Grade 23, ELI-0406) powder, 

with particle size in the 10–45 µm range, was sourced from 
Renishaw Plc [19]. This printing study was conducted on a 
Renishaw RenAM 500M system operating under an inert gas 
atmosphere. Additionally, this AM system has an in situ 
processing monitoring (PM) system called InfniAM Spectral [20]. 
The latter system uses several photodiodes to gather data 
relating to the thermal and optical emissions (in the near-
infrared range) from the laser melt pool created during the build 
process and provide feedback on the laser energy output from 
the machine [21].  

As the objective of this study was to evaluate if in-process 
monitoring could be used to select optimised process 
parameters for the printing of overhang structures, the Ti-6Al-
4V test sample was designed to simulate a flat overhang 
structure. Figure 1 shows the design of the test piece used in this 
study, with the overhang region highlighted by dashed lines in 
the plan and side view of the drawing schematic.  

 

 
 

Figure 1. Overhang test piece: left design and dimensions (in mm) and 
right photograph of the printed Ti-6Al-4V alloy part. 

The first overhang layer was deposited directly onto the 
unsolidified powder material below without part supports after 
10 mm (464 layers) of powder material had been deposited and 
melted to form the solid leg structures. The overhang area of the 
test piece was 2 × 10 mm. For non-overhang regions, a laser 
power of 200 W, exposure time of 50 µs and a modulated 10 ms 
delay between exposures was used, as recommended by the 
printer manufacturer for Ti-6Al-4V alloy. For the overhang 
region, these parameters varied, as detailed in the next section. 
The alloy samples were built using a pulse laser mode with a 65 

µm hatch distance using a meander zigzag scan strategy, rotated 
67° degrees between each layer, a spot size of 80 µm, layer 
thickness of 30 µm, and point distance of 75 µm. The delay time 
between each recoating of the powder was approximately 30 s, 
and a gas flow rate (Ar) of roughly 29 m3/h was used during 
printing. 

 

2.2. In-situ process monitoring data analysis 
A series of experiments was proposed to help identify the 

processing conditions which would yield a more homogeneous 
overhang melt pool temperature profile comparable with that 
obtained within the bulk alloy. A Box-Behnken design was used 
to alter three parameters: the laser power and laser exposure 
time in steps of 5.0%, 12.5%, or 20.0% in either one, eight, or 
fifteen layers above the overhang. For example, test condition 6 
involved a laser power reduction of 5% over eight layers. This 
involved printing the first overhang layer with 66% of the laser 
power (133W), which was used to print the bulk alloy. Each 
subsequent layer was then printed with an increase of laser 
power of 5% from the previous layer until the laser power 
reached nominal laser power (200W). The parameter changes 
are only applied to melt tracks printed directly onto the 2×10 
mm overhang region in the centre of the part after layer 464 for 
one, eight, or fifteen layers. The approach resulted in thirteen 
print experiments, with three replicants: in all, thirty-nine 
overhang samples were printed and investigated, as detailed in 
Table 1. Each sample's volumetric energy density (VED) was 
calculated using Eq. 1 [22]. 

 

𝑉𝐸𝐷 =
𝑃𝑒𝑡

ℎ𝑑𝑝𝑑ℎ
[

𝐽

𝑚𝑚3
] 

 
Equation 1: Volumetric energy density formula for parts printed using 
modulated wave laser [22]. 
 

 

Where P (W) is the laser power, et (µs) is the laser exposure 
time, h (µm) is the layer thickness, dp (µm) is the point distance, 
and dh (µm) is the hatching distance. The VED for the non-
overhang regions of the build was calculated as 68.4 J/mm3. 
Table 1 details the average VED for the overhang region over 
fifteen layers above the overhang.  

To evaluate the success of each set of processing conditions, 
the melt pool emissions in the overhang regions were compared 
with those in the non-overhang regions in the same print layer. 
This was done by comparing the in-process monitoring IR 

Table 1: Processing conditions investigated. Detailed are the percentage reductions in laser power and the exposure time reduction, which 
indicates the percentage change between subsequent layers until parameters are returned to nominal levels. Also included are the number of 
layers the laser processing parameters were altered. The average VED column indicates the overall level of laser energy reduction. 

Test Condition 
Power Reduction 

(%) 
Exposure Time 
Reduction (%) 

No. of gradient 
layers 

Average VED for the 
15 layers above 

overhang (J/mm3) 

1 12.5 5 1 67.6 
2 5 12.5 1 67.6 
3 5 20 1 67.3 
4 20 5 1 67.3 
5 20 20 1 66.7 
6 20 20 8 39.8 
7 5 5 8 55.5 
8 12.5 12.5 8 45.0 
9 20 5 15 14.2 

10 12.5 20 15 10.6 
11 5 5 15 33.1 
12 20 12.5 15 10.6 
13 5 20 15 14.2 
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photodiode readings. The pixel intensity associated with each 
part measured using the PM software was obtained by taking 
images of the 2D reconstructions of each layer and analysing 
them using ImageJ software. This analysis of the IR emission data 
allowed for samples that had not experienced overheating at the 
overhang to be identified. The in situ data was then correlated 
with the overhang roughness and porosity data obtained for 
each print sample. 
 
2.3. Porosity and roughness measurements 

Part porosity was evaluated using a GE Phoenix Nanotom M 
microcomputed tomography (µCT) system, operating at 150 kV 
and 200 µm, with a scan time of approximately 10 minutes [23]. 
The resolution of each scan was 12 µm, defined as the smallest 
detectable pore size in the sample. The µCT scans were analysed 
using the porosity/inclusion analysis (PLA) module in VGStudio 
Max version 3.5 [24]. Optical microscopy (OM) was also carried 
out using an Olympus GX51 optical microscope at 10x 
magnification. The size and shape of pores at the overhang 
surface were analysed to determine the type of porosity 
present. Porosity was evaluated in the solidified alloy directly 
above the overhang and in the entire structure to compare the 
effect the overhang had on porosity formation. 

Overhang roughness measurements were obtained based on 
the µCT measurements using an approach previously applied to 
AM-printed porous structures [25]. The roughness of the 
overhanging edge was determined based on the profile lines 
taken from 2D cross-sectional images of the overhang. The 
overhang profile line was extracted using an ImageJ script 
written by the first author. This script analyses the pixels along 
the overhanging edge within a user-selected region of interest. 
It measures the edge roughness in correspondence with ISO 
21920-2:2021. The average roughness (Ra) was determined for 
each test sample using Eq. 2. Five measurements were taken 
from five different cross-sections of each sample. 

 

𝑅𝑎 =
1

𝑙𝑒
∫ [𝑧(𝑥)] 𝑑𝑥

𝑙𝑒

0

 

 
Equation 2: The arithmetic mean of the absolute values of the ordinate 
values [26]. 

3. Results and discussion 

The objective of this study is to identify the laser processing 
conditions that minimized the measured porosity and 
roughness. Assessment of overheating in the overhang region is 
based on photodiode intensity measurements. The Ti-6Al-4V 
overhang samples printed using the processing conditions 
detailed in Table 1 were cross-sectioned, mounted, ground, 
polished, and examined using optical microscopy. LOF porosity 
large irregular pores with sharp corners and edges, was present 
in samples were insufficient fusion of metal powder occurred. 
The presence of LOF pores highlights that simply reducing the 
level of laser energy used to print the overhang can result in 
different defect types, compared with those obtained when 
excess laser energy is used.   

Keyhole pores formed in the layers closer to the powder bed 
in each sample. The poor thermal conductance of the powder 
bed below the overhang and the initial layers deposited onto the 
powder bed to form the overhang would have led to an increase 
in the local melt pool temperature, increasing the chance of 
material vaporization and keyhole formation. Keyhole porosity 
was the most common type of porosity observed in samples 
printed with a higher laser energy. 

Increased porosity was observed in the print layers 
immediately above the overhang, up to 0.08% volume fraction. 

This was substantially higher than the level of porosity observed 
in the bulk alloy regions, which averaged less than 0.02% for all 
samples. Samples printed with lower laser energy density (test 
conditions 6, 9, 10, 12, and 13) exhibited higher levels of 
porosity. This was attributed to pore formation in the area 
laterally of the overhang regions, figure 2, likely due to spatter 
ejection from the unstable melt pool [27]. 

 

 
 

Figure 2. (a) Schematic showing the front view of the overhang test 
piece. The arrows indicate the approximate location of the layer views 
from the µCT scans shown. (b) µCT scan images showing the first 
overhang print layer (layer 464) with an increased level of porosity 
visible (dark patches) in the non-overhang regions of the part. (c) µCT 
scan showing print layer (layer 250) which was located away from the  
overhang and exhibited no visible porosity. 
 

Figure 3 shows the Ra roughness measurement for test 
samples along with the average IR photodiode measurement for 
the overhang melt pools. This demonstrated a broad correlation 
between the intensity of the laser energy used to print the 
sample and the (Ra) roughness measurements obtained from 
the CT scans. This figure also includes the associated photodiode 
measurements . When higher photodiode measurements were 
recorded, associated with higher melt pool energy, there was 
generally an associated increase in roughness. However, this 
correlation was not observed for all overhang samples, e.g. 
sample 11. A reduction in laser power, and therefore melt pool 
temperature, has previously been linked to reduced surface 
roughness [4]. 
 

 
 
Figure 3. Ra roughness of overhang surface graphed with the average IR 
photodiode sensor reading (arb.) for the first overhang layer melt pool.  

4. Conclusions 

Overhang structures in printed alloy structures can create 
difficulties due to variations in the melt pool temperature, due 
to decreased thermal conductivity of the powder immediately 
below the printed overhang layers. In this study a design of 
experiments was carried out and the results were in-formed 
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based on in-process monitoring (photodiode measurements) of 
the melt pool temperature. By tailoring the laser processing 
conditions for the first  15 layers over the overhang localised 
overheating was minimised. the level of porosity was 
significantly reduced. Porosity levels (volume fraction) of up to 
0.08% in the overhang region were reduced to  the <0.02% 
obtained for the bulk alloy. There was an associated reduction 
of up to 88% in the roughness (Ra) of the overhang itself.  
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Abstract 
 
Hard metallic ceramic materials such as silicon carbide (SiC) and Tungsten carbide (WC), have been widely used in many important 
industrial applications attributing to their high hardness and stable material properties. Electrical discharge machining (EDM) is one 
of the effective methods to fabricate the functional structured surfaces on these materials. However, serious electrode wear 
together with a complicated electrode replacement process leads to high fabrication costs and low production efficiency. Hence, 
EDM with a self-assembly electrode was proposed for the fabrication of the functional structured array surface on metallic ceramic 
materials. Based on the discrete design concept, we designed a magnetic field-assisted self-assembly electrode (MASAE). The 
MASAE is made up of an array of ferromagnetic metallic balls attracted together under the guidance of the magnetic field 
generated by a permanent magnet. By adjusting the position, number, and size of the metallic balls, different MASAEs can be 
prepared. After the EDM process, different structured surface arrays on the metallic ceramic materials can be fabricated. The shape 
evolution and surface quality of the EDMed structure arrays were measured and analysed by ContourGT-X 3D optical profile and 
scanning electron microscope (SEM). The composition and phase changes of the EDMed surface were characterized by energy-
dispersive X-ray spectroscopy (EDS) and Raman. Compared with the traditional integral electrodes made by milling or turning, the 
MASAE has a great advantage in preparation time, cost-effectiveness, and replaceability. The proposed manufacturing strategy 
provides an effective way for the design and manufacturing of functional structured surfaces on metallic ceramic materials.  
 
Metallic ceramic materials; structured array surface; electrical discharge machining; self-assembly electrode   

 

1. Introduction   

Hard ceramic materials, such as binderless tungsten carbide 
(WC) and silicon carbide (SiC), are widely used in applications 
requiring high endurance and high temperature, such as 
semiconductor electronics devices, car parts, cutting tools, and 
moulds [1-3]. The effective machining of superhard ceramic 
materials is one of the research highlights for industry and 
academia. At present, energy-assisted precision cutting and 
grinding are two major traditional methods to fabricate 
functional structured array surfaces on metallic ceramic 
materials [4]. However, tool wear during the machining process 
strongly affects the manufacturing accuracy and surface 
integrity of the machined workpiece. Compared to traditional 
machining technology, electrical discharge machining (EDM) is 
one of the non-contact and non-traditional methods and has 
great advantages in machining hard and brittle materials [5-7].  

In the EDM process, the design and development of the 
electrode is a crucial technique to improve manufacturing 
efficiency and fabricate a functional structured array surface. 
Xu et al. [8] used a micro-double-staged laminated object 
manufacturing method to prepare 3D micro-electrodes for 
micro-EDM. Yan et al. used a wheel-shaped rotary cupronickel 
electrode to complete the fabrication of a microstructure array 
on the polycrystalline diamond. Lei et al. [9] fabricated the 
deep-narrow blind microgroove array by EDM with a long-
laminated electrode. Takino et al. [10] machined the spherical 

lens array by EDM with a ball-type electrode. Gu et al. [11] 
proposed a bundled die-sinking electrode to improve the 
machining efficiency of Ti6Al4V alloys. By designing and 
optimizing the electrodes during the EDM process, high-
effeciency fabrication of functional structured array surfaces 
can be completed.  

In this study, a novel MASAE is proposed for manufacturing 
of functional structured array surface on metallic ceramic 
materials. This MASAE is created by using a magnet to adsorb 
discrete balls. By adjusting the size of the magnet and balls, 
electrodes of different scales can be prepared. This flexibility in 
size customization allows for the fabrication of electrodes 
tailored to specific applications or machining requirements. 
Larger magnets and balls may be used to create electrodes 
suitable for machining larger workpieces or producing features 
on a macro scale. Conversely, smaller magnets and balls can be 
employed to fabricate electrodes for micro or nano-scale 
machining tasks. Furthermore, the shape evolution, removal 
rate, and surface quality of the WC and SiC surface after EDM 
with a MASAE are investigated. The composition and shape 
evolution of the EDMed surface are characterized.  Finally, 
functional structured array surfaces with different shapes and 
sizes are fabricated.  
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2. Methods 

2.1. Design and manufacture route  
Based on the discrete design concept, we proposed a MASAE, 

as shown in Fig. 1(a). A self-assembly ball electrode is made up 
of magnet spheres with the help of the magnetic force of the 
permanent magnet. By tuning the arrangement and size of the 
balls, different self-assembly electrodes can be prepared. Fig. 
1(b) shows the optical images of the SiC and WC structure array 
surface. By adjusting the position and number of magnetic 
balls, different ball array electrodes can be prepared. After the 
EDM process, different structured surface arrays on the 
superhard ceramic materials can be fabricated. Fig. 1(c) shows 
the SEM image and surface morphology of the EDMed 
structured surface. 

 

   
 

Figure 1. (a) The design principal of EDM with magnetic field-assisted 
self-assembly electrode, (b) The optical images of the SiC and WC 
structure array surface, (c) The measurement results of surface 
morphology.  

 
2.2. Experimental section   

Experiments were conducted on a Sodick electrical discharge 
machine (model AP1L) with three axes. Tungsten carbide (100 
wt% WC, 0 wt% Co) and single-crystal 4H-SiC are chosen for the 
workpiece. By applying pulse energy between the electrodes 
and the workpiece, the surface structures of the self-assembly 
electrodes are transferred to the machined workpiece. The 
EDM conditions and properties of the electrodes are 
summarized in Table 1.  

 
Table 1 EDM conditions 

 

Conditions  Value  

Processing 
parameters  

Input current (A) 1 

Pulse width (µs) 1/5/10 

Pulse interval (µs) 10 

Open voltage (V) 105 

Dielectric fluid  Discharge oil 

Tool electrodes Tool diamater (mm) 1/2.4/3.2 

Resistivity (Ω.m) 2x10-7 

Magnet (T) 1.1 

 
 
 

2.3. Measurement and characterization    
The surface roughness and shape evolution of the structured 

surface were measured by ContourGT-X 3D optical profiler 
(Bruker, Germany). The surface evolution of the structured 
array was observed using a scanning electron microscope (SEM, 
FEI, QUANTA FEG 450). The composition and phase changes of 
the EDMed surface were characterized by energy dispersive X-
ray spectroscopy (EDS, FEI, QUANTA FEG 450) and Renishaw 
micro-Raman spectroscopy system (50 ×objective, laser beam 
size <10μm).  

3. Results and discussions  

3.1. Shape evolution and surface quality  
Fig. 2 shows the surface morphology of the structured array 

made by EDM with a self-assembly ball electrode. The diameter 
and depth of the WC microlens array after EDM are about 450 
µm and 47 um, respectively, as shown in Fig. 2(a). Fig. 2(b) 
shows the surface morphology of the SiC microlens array made 
by EDM with a self-assembly ball electrode. The diameter and 
depth of the SiC microlens array are about 425 µm and 50 µm, 
respectively. The difference in geometry size is due to the 
machining difficulty of different raw materials. The boiling 
points of WC and SiC are about 6000 ℃ and 2830 ℃, 
respectively. During the discharge process, the ablation local 
temperature can reach as high as 10000 K, significantly higher 
than the vaporization point of WC and SiC. Compared to the 
WC, the melting temperature of SiC is low, which affects the 
material removal rate during the EDM process. 

 

 
Figure 2. (a) The surface morphology of the EDMed WC surface,  (b) 
The surface morphology of the EDMed SiC surface.  
 

Fig. 3 shows the material removal rate (MRR), and tool wear 
ratio (TWR) during the EDM process. The MRR and TWR at 
different pulse widths when machining the WC substrate are 
shown in Fig. 3(a). When pulse widths are 1, 5, and 10 µs, the 
MRR are about 0.022 mm3/min, 0.037 mm3/min, and 0.052 
mm3/min under a constant pulse current of 1 A and pulse 
interval of 10 µs. In certain cases, the MRR and TWR increase as 
the pulse width increases. Fig. 3(b) shows the MRR and TWR at 
different pulse widths when machining the SiC substrate. It can 
be found that the rule of MRR in the machining process of SiC is 
similar to that of WC. However, the TWR in machining the SiC is 
less than that of WC. The maximum TWR when machining SiC 
substrate is less than 0.002 mm3/min. The difference in TWR is 
also due to the differences in machining difficulty of different 
metallic ceramic materials. 

 
 

Figure 3. The MRR and TWR during EDM process (a) WC,  (b) SiC. 
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Fig. 4 shows the SEM images  of the EDMed surfaces. During 
discharge process, the interface between the workpiece and 
electrode forms a plasma channel and produces ultra-high 
instantaneous temperature, resulting in the melting and 
vaporization of the workpiece. After the EDM process, lots of 
ablation craters were formed in the EDMEd surfaces, as shown 
in Fig. 4(a). The micro-craters forming on the SiC surface affect 
the surface quality of the EDMed workpiece. Fig. 4(b) shows 
the SEM images of the WC structured array surface made by 
EDM with a self-assembly electrode. But unlike the SiC surface, 
lots of discharge micro-craters and microcracks can be 
observed on the EDMed WC surface. The tensile stress that 
occurs during rapid cooling is present in the resolidified layer of 
the WC surface, leading to the formation of microcracks.  

 

 

 
Figure 4. (a) The SEM images of the EDMed SiC surface, (b) The SEM 
images of the EDMed WC surface. 
 

Fig. 5(a) shows the surface morphology of the EDMed SiC 
surface before and after curvature tilt. The surface arithmetic 
roughness (Sa) of the EDMed surface at different conditions is 
shown in Fig. 5(b) and (c). As the pulse width increases, larger 
micro-craters form on the fabricated surfaces, resulting in 
increased surface roughness. When the pulse width, interval, 
and current are 10 µs, 10 µs, and 1 A respectively, the Sa value 
of the EDMed WC surface approximates to 1.05 µm. Compared 
to the EDMed WC, the Sa of the EDMed SiC surface is larger. 
The maximum Sa of the EDMed SiC surface is about 1.23 µm. It 
is observed that the size of the discharge-induced craters on 
the SiC surface is larger than those on the WC surface, given 
the same discharge parameters. This explains why the surface 
roughness of the EDMed SiC surface is larger.  

 

 
 

Figure 5. The surface quality after the EDM process (a) The surface 
morphology of the EDMed SiC surface,  (b) The surface roughness of 
the EDMed WC at different pulse widths, (c) The surface roughness of 
the EDMed SiC at different pulse widths.   

 

3.2. Composition and phase changes  
Fig. 6 shows the SEM image and element distribution 

mapping of the EDMed SiC surface.  It can be found that the C 
intensity of the C atom in the EDM region is stronger than that 
of the heat-affected region. The atom percentage of C is about 
62%.  After EDM, a small amount of O element can be 
observed. The atom percentage of O is about 2.7%. The 
formation of oxides during the EDM process is due to the high-
temperature ablation effect. The oxides and carbonaceous are 
also found in the WC machining process [12]. During the 
vaporization-condensation process of SiC/WC, SiC/WC 
decomposes into Si/W and C and re-coagulates as separate 
elements.  

 

 
 

Figure 6. The composition and element changes of the EDMed SiC 
surface 
 

Fig. 7 shows the Raman spectra in the 200-3200 cm-1 range 
obtained from the surfaces of WC and SiC before and after 
EDM. The D-band peaks at 1350 cm-1, G-band peaks at 1587 
cm-1 peaks and 2D-band peaks at 2700 cm-1 are detected after 
materials experience high-temperature discharge ablation. The 
D and G peaks are related to vibrations of carbon in the sp2 and 
sp3 bonds. The G-band is attributed to the stretching vibration 
of sp2 atoms in rings and chains, while the D-band is associated 
with the breathing mode of sp2 atoms in rings, and indicates 
the presence of disorder and defects in the hexagonal sp2 
structure. In Fig. 7(a), the D- and G-bands have not been found 
in the initial WC substrate. After EDM, very strong D- and G-
band peaks are very apparent at the EDMed surface. Besides, 
graphene structure can also be detected, as shown in the insert 
image 2 of Fig. 7(a). The formation of carbon is due to the 
decomposition of WC.  

Fig. 7(b) shows the Raman spectra and optical images of SiC 
surface before and after EDM. Before EDM, the SiC presents 
distinctive Raman peaks at 778 cm-1 and 971 cm-1. After EDM, 
Raman peaks at 778 cm-1 and 971 cm-1 disappear, and a new 
peak at 521 cm-1 occurs, indicating the formation of crystalline 
SiC. Besides, very strong D- and G-band peaks can be found 
after EDM. The presence of Si and C implies the decomposition 
of SiC into Si and C. The intensity of the D-, G-, and 2D-bands 
serves as a measure to evaluate the degree of disorder in the 
graphitic structure. The EDMed SiC surface is a mixture of 
crystalline/amorphous Si, amorphous carbon and 
graphite/graphene. It can be concluded that due to the ultra-
high temperature that occurred in the EDM process, SiC 
decomposes into Si and C, and re-coagulates as separate 
substances. The phase of carbon in the EDMed surface has 
graphite and amorphous structures. The phenomenon is similar 
to the structural changes of WC, but there are a few small 
changes.  
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Figure 7. (a) The Raman spectrum and optical images of WC surface 
before and after EDM, (b) The Raman spectrum and optical images of 
SiC surface before and after EDM.  
 

3.3. Different geometries of the structured array surfaces  
Different depths and shapes of structured array surfaces on 

metallic ceramic materials can be fabricated by arranging the 
spherical balls in different arrays and controlling the discharge 
conditions. Fig. 8 (a) shows the different depths and diameters 
of structured array surfaces machined by self-assembly ball 
electrodes. The diameters of the structured array surfaces are 
about 0.3 mm, 1.2 mm, and 1.3 mm, respectively. Different 
diameters and depths of structured arrays on the WC and SiC 
are easily manufactured by adjusting the size of spherical balls 
and discharge parameters. Thus, self-assembly ball electrodes 
can be used to fabricate different kinds of freeform surface 
arrays.  

Fig. 8(b) shows the structured array surfaces machined by 
self-assembly sheet electrodes. By adjusting the thickness and 
distance of the strip sheet, microstructure arrays with different 
sizes and shapes can be flexibly fabricated. In sum, the 
proposed EDM method is very convenient for the replacement 
of the electrode tool, which is cost-effective for the fabrication 
of structured array surfaces.   
 

 
 

Figure 8. Functional structured array surface on metallic ceramic 
materials made by EDM with magnetic field-assisted self-assembly 
ball/sheet electrodes, (a) self-assembly ball electrodes, (b) self-
assembly sheet electrodes.  

4. Conclusions    

In this paper, a novel MASAE for EDM of the structured array 
surfaces on metallic ceramic materials is presented. Compared 

with the traditional integral electrode made by milling or 
turning, MASAEs have a great advantage in fabricating the 
structured array surface on the SiC/WC substrates. Higher 
pulse energy can improve the machining efficiency and MRR 
during the EDM process, but it would induce the formation of 
larger craters, leading to increased surface roughness. Besides, 
SiC and WC decompose into Si/W and C, and then re-coagulate 
as separate substances due to the ultra-high temperatures 
generated during the EDM process. The EDMed surface is a 
mixture of carbon, oxides, and amorphous/crystalline 
substances, which changes the surface energy of initial 
materials. In conclusion, the work paves a new path for the 
design and fabrication of functional structured array surfaces 
on hard metallic ceramic materials.   
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Abstract 
 
The shapes of the cutting edges of cutting tool inserts (CTI) have an essential influence on the machining results and economic 
aspects. Well-defined rounding and slight chipping of the cutting edges are aspired to achieve high surface qualities and to assure 
long tool life. Until now, cutting edge preparation is usually realized by mechanical grinding or by laser ablation processes. Both 
processes require precise alignment of the CTI against the grinding tool or the laser treatment zone, respectively. Moreover, the 
respective mechanical or thermal impacts might lead to negative influences through an increase in brittleness of the CTI material. 
Using a plasma-electrolytic process offers the possibility for rounding cutting edges without mechanical impact and low thermal 
influence by immersion into an electrolyte basin. Previous analyses in plasma-electrolytic rounding (PeR) of a CTI made of WC-TiC-
TaC-Co indicated that an aqueous electrolyte based on sodium carbonate and voltages between 240 V and 400 V represent applicable 
parameters for successful process initiation.  
In this study, influences of the PeR process on the chemical material composition and the roughness of the CTI surfaces are analyzed. 
In addition, different orientations of the relevant cutting edges are investigated with respect to the resulting radii after the rounding 
experiments. The results of energy dispersive X-ray analyses indicate an increase in oxygen content due to anodic oxidation effects. 
A preferred removal of tungsten is detected, while cobalt is hardly dissolved in the alkaline solution. A certain increase in surface 
roughness was detected due to the inhomogeneous elemental dissolution. However, the cutting edge radii with initial values 
between 18 µm and 26 µm were increased, which represents very promising results regarding the aspired maximum target radius of 
30 µm. 
 
Keywords: cutting edge preparation, cemented carbide tools, plasma-electrolytic rounding 

 

1. Introduction 

The cutting edges of cutting tool inserts influence in a high 
degree the surface properties resulting from cutting processes. 
Precise preparation with high accuracy is a prerequisite to 
realize high surface qualities [1]. In addition, tool life, which is 
influenced by thermal and mechanical impacts during cutting, 
can be increased by cutting edges with slight chipping, which can 
help save costs [2].  

Currently, cutting edge preparation is mainly carried out by 
grinding or laser-ablative processes. On the one hand, precise 
alignment of the cutting edges is necessary for both processes. 
And on the other hand, thermal or mechanical impacts need to 
be considered. Thermal impacts of the laser process might 
negatively influence the mechanical characteristics of the 
surficial edge zones. This can be avoided by ultra-shortly pulsed 
laser ablation, but results in significant increase in processing 
time. The mechanical impact from conventional grinding might 
lead to deviations especially on very sharp edge radii and cause 
micro cracks that can reduce tool life. 

Plasma-electrolytic rounding (PeR) is an innovative ablation 
process that offers removal with negligible mechanical forces at 
electrolyte temperatures below their boiling point of 
approximately 100°C. In addition, there is no need for precise 
alignment. The setup is comparable to electrochemical polishing 
with the specifications of plasma-electrolytic polishing (PeP). 
I.e., the basic principle is an electrochemical cell with initial 

electrolyte temperatures of (70…90) °C and maximum DC-
voltages of 400 V. Usually, environmentally friendly electrolytes 
with low salt concentration and only low-acidic or low-alkaline 
pH are applied [3].  

On the one hand, sufficient power needs to be provided by 
sufficiently high voltage in combination with a heated 
electrolyte temperature to create boiling effects and the 
formation of a plasma-gas layer that covers the workpiece by 
means of a closed envelope. This is realized by transfer of 
electric energy [4] and results in significantly lower electric 
current density compared to electrochemical machining. But on 
the other hand, too high voltages need to be avoided, since 
increasing numbers of electrical discharges result in negative 
influences of the part’s surfaces. Hence, thorough investigation 
of applicable process parameter combinations is essential to 
assure reliable initiation and retention of a plasma-electrolytic 
process with the individual electrolyte composition in 
combination with the present workpiece material. 

Characteristic correlations of the average electric process 
current as function of the applied voltage are a useful method 
to investigate applicable voltages for successful initiation of the 
PeP process [5]. According to [4] it can be assumed that 
comparable voltages are applicable for PeR to round edges of 
cutting tool inserts. Hence, a similar strategy was successfully 
carried out in a previous investigation indicating that PeR is 
feasible with the analyzed voltages and electrolyte composition 
[6]. A cutting tool inserts (CTI) made of WC-TiC-TaC-Co was 
machined with an aqueous electrolyte based on sodium 
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carbonate at voltages between 240 V and 400 V, which 
represents applicable PeR parameters.  

2. Experimental 

Indexable insert types of MI-MPMW090308 UTi20T from 
Mitsubishi Materials Corp. were chosen as demonstrative CTI. 
They provide a sufficiently simple setup for basic analyses, since 
they are not equipped with specific chip guiding shapes nor any 
coatings that could influence the PeR process or reduce 
electrical conductivity. Laser markings were applied by means of 
one and two circular spots to be able to retrace the orientation 
the symmetric CTI after PeR as shown in Figure 1. 

 

 
Figure 1. Top view image of a CTI with laser markings, black lines at 
positions R1…R4 indicate roughness measurements and C11…C22 
cutting edge radii measurements (left), microscope image with green-
colored measuring lines for cutting edge detection with a lateral distance 
of 10 µm (right) 

 
Optical measurements were carried out with a Keyence VK-

9700 confocal laser scanning microscope with an objective 
magnification of 50. The roughness values were investigated 
using MountainsMap7.2 analysis software. The linear roughness 
values Ra and Rz were analyzed before and after PeR for 
comparison at the four measuring positions R1…R4 to 
investigate influences of the CTI orientation in the electrolyte 
bath. Two measuring lines were arranged at each position and 
the average values were determined.  

The measuring positions C11 and C12 indicate the positions for 
measuring the cutting edge radii on the side marked by one laser 
spot, while C21 and C22 refer to the side marked by two laser 
spots, respectively. The cutting edge radii were measured using 
a Bruker alicona μCMM optical coordinate measuring machine, 
as shown by the green-colored measuring lines in the exemplary 
microscope image. For the evaluation of each radius, 50 
individual measurements in Y-direction with a distance of 10 µm 
in X-direction were arranged orthogonally to the cutting edge 
and their average value was determined. 

The chemical composition of the CTI was detected before and 
after PeR for comparison via energy dispersive X-ray (EDX) 
analyses using a scanning electron microscope (SEM) Zeiss EVO 
25. SEM images were captured with the same setup to examine 
the micro-structure of the initial state of the CTI as shown in 
Figure 2. 

 

 
Figure 2. SEM images of grain structure from cross-sectional cut sample, 
top view (left) and detailed view (right) of the cutting edge 

 
The indexable inserts were cleaned with acetone in an 

ultrasonic bath and then rinsed with deionized water. Before the 

experiments, the initial weight of the indexable inserts was 
determined using a Sartorius ME36S precision microbalance. 

The laboratory setup for experimental analyses on PeR is 
shown in Figure 3. 

 

 
Figure 3. Photograph of the laboratory setup with electrical contacts and 
a CTI with downward orientation of the cutting edge before immersion 
into a 2000 ml electrolyte reservoir pre-heated in a beaker glass 

 
The mechanical fixture and electrical contact were realized via 

the CTI’s bore using a bunch plug. To assure chemical resistance, 
a gold-coated bunch plug was selected. No material removal of 
the gold-coating was detected after the experiments, which 
proves its applicability. A linear stage was used for full 
immersion of the CTI into the electrolyte, approximately 10 mm 
below the 2000 ml calibration mark. The electrolytes were 
heated to a temperature of 70 °C and the CTI were immersed for 
ten seconds before starting the experiments for pre-heating. 
After the immersion procedure, the voltage was switched on 
and the current transients were detected via a NI USB-6215 
multi-functional device used as a digital multimeter in this case 
with a sampling rate of 3 Hz. The electric power was provided by 
a Keysight N8762A energy source. 

3. Process parameter investigations 

Initial investigations were carried out to analyze applicable 
electrolyte compositions in combination with useful voltages 
from the characteristics of the average process current over the 
whole PeR process [6]. The results showed that aqueous 
electrolytes of sodium carbonate (Na2CO3) with weight 
concentrations of 5 % and 10 % of the conducting salt is 
applicable with a processing voltage of 300 V. Experiments were 
carried out with fully submerged CTI and a processing time of 
20 s based on own preliminary experiments, where edge 
rounding with only negligible influences on the remaining shape 
of the parts were realized. 

 
3.1. Influence of cutting edge orientation  

Figure 4 shows the electric current transients recorded during 
the PeR experiments with an electrolyte of 10 % of Na2CO3. 

 

 
Figure 4. Current transients for cutting edge orientation downward 
(black line) and upward (red line) during PeR in a 10% Na2CO3 electrolyte 

 
The current peak at process initiation with a duration of a few 

milliseconds is not displayed here since the focus was on 
investigations of the current development over the whole PeR 
process with a low sampling rate of 3 Hz. Average processing 
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currents were between 1.3 A and 2.0 A during the PeR 
processes. Approximately (10...20) % higher current values were 
measured when the cutting edge was oriented upward 
compared to the downward orientation. As a reason, it is 
expected that the larger horizontal surface oriented downward 
in the latter case leads to accumulation of more gas bubbles, 
while for the upward orientation, a larger amount of gas bubbles 
is released, which results in a lower electric resistance. 
Influences of the differing current transients on the machining 
results are discussed in the following sections. 

 
3.2. Electric charge efficiency 

The electric charge exchange was integrated from the electric 
current values over time using trapezoidal calculation. The 
average current density was calculated from the average electric 
current over the whole process divided by the surficial area of 
the CTI, which was 0.603 cm² constantly. The dissolved material 
weight was measured by differential weighing. The results are 
shown in Table 1. 

 
Table 1 Dissolved material weight, exchanged electric charge and 
average current density of PeR experiments with different orientation of 
the cutting edge (OCE: U...upward / D...downward) and electrolyte 
concentration 

OCE Concen-
tration 
[%] 

Dissolved 
material 
weight [mg]  

Exchanged 
electric 
charge [C]  

Current 
density 
[A/cm²]  

U 5 4.31 ± 0.1 13.56 ± 1.74 1.1 ± 0.3 

D 5 4.41 ± 0.5 8.29 ± 2.65 1.7 ± 0.2 

U 10 3.91 ± 0.1 10.34 ± 0.86 0.9 ± 0.1 

D 10 3.74 ± 0.5 6.98 ± 0.58 1.3 ± 0.2 

 
Both electrolyte concentrations 5 % and 10 % of Na2CO3 were 

investigated. The initial CTI weight was 2957.148 mg measured 
before PeR as an average of 30 samples. The dissolved material 
weight is almost comparable for upward orientation and 
downward orientation of the cutting edge in each single 
electrolyte. But less material weight was dissolved in the higher 
concentrated solution. The reason is that significantly lower 
electric charge was exchanged in the higher concentrated 
electrolyte, which is also cognizable from the lower average 
current density values. In both electrolytes, downward 
orientation of the cutting edge results in significantly lower 
current density and charge exchange.  

The charge effectivity was calculated from the dissolved 
weight divided by the electric charge exchanged. The highest 
charge effectivity of 0.54 mg/C was determined with 10% 
Na2CO3 and downward oriented cutting edge, which should be 
preferred with respect to prospective economic applications 
focusing on high energy efficiency and short processing times. 
Hence, this electrolyte was chosen for further investigations. 
The comparative result for the same electrolyte with 10% 
concentration and upward orientation is 0.38 mg/C. For the 
lower concentrated electrolyte of 5%, 0.53 mg/C was measured 
in downward orientation and 0.32 mg/C in upward orientation. 
In summary, downward orientation with both the 10% and 5 % 
electrolyte solutions show the highest charge efficiency with 
comparable values, which appears useful in an economic point 
of view but might result from unwanted removals in regions 
outside from the desired rounding regions. 

4. Machining results 

The surfaces of the machined CTI were analyzed and 
compared to the initial surfaces, which are characterized by 
typical grinding marks from mechanical pretreatment as shown 
in the microscope image of Figure 5 (a).  

 
Figure 5. Top view photograph of two CTI, one before (initial) and one 
after PeR in a 10% Na2CO3 electrolyte (b), detailed microscope images of 
the surface before (a) and after PeR (c) 

 
The grinding marks were smoothened by the PeR process as 

cognizable from the comparative microscope image in 
Figure 5 (c). After PeR, the surfaces of the CTI appeared 
uniformly darker than before as visible in Figure 5 (b). Surficial 
pores with estimated diameters of ≤ 3 µm already cognizable on 
the initial surface were exposed by the PeR process. 

 
4.1. Chemical composition 

The change of the chemical composition as a result from the 
PeR process was investigated by EDX analysis. The result is 
shown in Table 2. 

 
Table 2 Chemical composition of a CTI surface before PeR (bP) and after 
PeR (aP) in a 10% Na2CO3 electrolyte, values in percentage of atoms 

 C O Ti Co Nb W Na Ca 

bP 9.9 2.0 7.9 5.3 7.5 67.5 - - 

aP 8.3 9.9 12.3 25.4 9.4 33.9 0.6 0.2 

 
The CTI with WC-Co as basic material composition mainly 

consist of tungsten (W) and carbon (C) as well as other alloying 
elements such as niobium (Nb) and titanium (Ti) in addition to 
the metallic cobalt (Co) binder, which corresponds to the 
manufacturer's information. The comparative analysis show 
that mainly the mass fraction of tungsten was decreased, which 
indicates that tungsten carbide was dissolved preferably, which 
is also cognizable from the slight carbon reduction. It should 
noted that the carbon reduction is less significant, since it is 
overlayed by an accumulation of carbon from the electrolyte. 
Similar effect is cognizable for small residues of sodium (Na). 
And negligible residues of calcium (Ca) are cognizable that result 
from the final flushing process with water. 

All the remaining elemental contents were increased. While 
the oxygen content raised as expected due to anodic oxidation, 
especially the significant increase of the cobalt content indicates 
a certain homogeneity in the dissolution of the basic material. 

 
4.2. Surface roughness 

The bar charts in Figure 6 show the results of the 
comparatively measured linear roughness values Ra and Rz 
before (light gray, dark gray) and after PeR (green, yellow). The 
exemplary results of two CTI represent cutting edges oriented 
upward and downward, which were measured before and after 
machining with a 5% Na2CO3 aqueous electrolyte.  

As can be seen, all roughness values were increased. The initial 
values of Ra of (0.1…0.2) µm were increased to (0.3…0.4) µm 
and the initial Rz values of (0.7…1.3) µm were increased to 
(3.0…4.0) µm after PeR. The reason is the preferred dissolution 
of tungsten carbide as discussed before, while the dissolution 
rate of cobalt was significantly lower, which led to a more 
uneven surface topography.  

The results of the four measuring positions show comparable 
values after PeR, which indicates an even distribution of the 
process. In upward orientation, the relative roughness increases 
are slightly stronger than in downward orientation due to easier 
gas bubble release. Also, at positions R1 and R3 slightly stronger 
increases were detected, which results from a slight inclination 
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of the immersed sample in relation to the electrolyte surface 
and stronger impacts on these regions. The results achieved with 
lower concentrated electrolyte revealed comparable changes of 
the surface roughness. 

 

 
Figure 6. Linear roughness values Ra (light gray / green) and Rz (dark gray 
/ yellow) detected at the measuring positions R1…R4 of two exemplary 
CTI with different cutting edge orientations before (gray) and after PeR 
(green, yellow) with an electrolyte of 10% of Na2CO3 

 
4.3. Cutting edge radius 

Analyses results of 30 CTI before PeR led to an average initial 
cutting edge radius of (24.1 ± 2.9) µm. A comparison of the single 
initial cutting edge radii (gray) and the radii after PeR (orange) is 
shown exemplarily in Figure 7. 

 
Figure 7. Radii of the cutting edges at positions C11 and C12 of a CTI, 
initial values (gray) and values after PeR (orange) in aqueous solutions 
with concentrations of 5% (a) and 10% of sodium carbonate (b) 

 
As cognizable from the results, most of the radii were 

increased. CTI 2 and CTI 4 machined with the 5% electrolyte 
solution and upward orientation, which is shown by the two 
right-handed results of Figure 7 (a), indicate the most significant 
increase in cutting edge radius between 5 µm and 10 µm. 
Consequently, the targeted cutting edge radius of 30 µm was 
realized on initial values of approximately 20 µm at positions 
C11 on both samples, and only slightly missed at positions and 
C12.  

Also, with upward orientation on sample CTI 8, which was 
machined in the higher concentrated electrolyte, the target 
radius was realized. However, the remaining samples show only 
slight rounding, especially in downward orientation. On the two 
samples CTI 1 and CTI 3, even a slight radius reduction of 
approximately 2 µm was detected, which can be attributed to 
measuring errors. Consequently, upward orientation of the 
cutting edges appears to be most applicable to realize sufficient 
rounding.  

5. Conclusion and Prospects 

The results show that PeR with a voltage of 300 V in 
electrolytes of Na2CO3 at weight concentrations of 5 % and 10 % 
of the conductive salt was successful. The lower concentrated 
electrolyte should be preferred in further investigations since it 
offers the highest charge efficiency and the best rounding 
results.  

However, inhomogeneous dissolution of the single elements 
of the basic work piece material was detected, which led to 
significant increase of the surface roughness, regardless of the 
measuring position and the electrolyte concentration. Hence, 
the process parameter combination of electrolyte composition 
and voltage should be analyzed more in detail in future 
investigations. 

For the targeted cutting edge radius of 30 µm, the orientation 
of the CTI during PeR should be upward, to assure sufficient 
release of gas bubbles and avoid too strong gas bubble 
accumulation in the near of cutting edges, which reduces 
rounding effects. 

External longitudinal turning experiments are planned to 
prove the applicability of the rounded CTI and to assess their tool 
life in comparison with CTI not treated with PeR. 
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Abstract 
 
Ultrashort-Pulse (USP) lasers are the state-of-the-art tools for the precise processing of sensitive, even coated workpieces. In this 
study, laser cutting, and laser micro-structuring processes are presented as steps in the manufacturing chain for gold coated 
aluminium-nitride (AlN) chips. The results of processing with a laser with a pulse width of 20 ns and a wavelength of 355 nm (UV) 
are compared with the results with a USP laser system with wavelengths of 1030 nm (IR), 515 nm (VIS) and 343 nm (UV). The choice 
of the laser source and of the process parameters affect the quality of the edges, the amount and mechanism for creating 
aluminium on processed surfaces and the existence and treatment of melted material and thus the entire manufacturing chain. It is 
shown that the use of USP exhibits several advantages and thus minimizes the complexity of the manufacturing chain. 

 
Development, Laser beam machining, Manufacturing, Processing       

 

1. Introduction 

Optical clocks are operated using trapped ions. A single ion is 
trapped in ultrahigh vacuum in an oscillating electric field and 
laser cooled to near zero temperature. External influences are 
suppressed, and atomic transition frequencies are essentially 
unperturbed, thus facilitating atomic clocks with relative 
uncertainties in the range of 10-18.  

 

 
Figure 1. Electrically and thermally connected and assembled ion trap 
on AlN carrier-frame (Photo: PTB) 
 

At that level of accuracy optical clocks can serve as quantum 
sensors to measure gravitational potentials with a height 
resolution in the cm range above the geoid. Fundamental 
theories such as Einstein´s general relativity theory can be tested 
in this range [1]. 

 
An optical clock for this study is realized by means of a stack of 

four gold coated and structured aluminium nitride (AlN) chips, 
which are bonded in a certain distance to each other with 
spacers at the edges. The AlN chips have a thickness in the range 
from 120 µm up to 1 mm. 

 
1 Source: https://refractiveindex.info/?shelf=main&book=Au&page=Johnson 

 
Table 1 Material properties 
 

 AlN Au 

Heat conductivity  175 W/mK 320 W/mK 

Thermal expansion 4.6 × 10-6K-1 14.2× 10-6K-1 

Extinction coefficient 
@ 1030 nm / 515 nm / 
343 nm, Absorption 
depth 

Absorption 
depths 10 nm / 
30 nm / 15 nm  

6.7038 / 
2.0225 / 
1.87081 

Melting point / 
decomposition 
temperature 

2.200 °C [4[– 
2300 °C [3] 

1064.18°C 

 
The gold coating to be structured is applied onto the AlN chips 

on both sides by means of physical vapour deposition (PVD) and 
has a thickness of approx. 5 µm. An assembled and connected 
device in an additional laser-processed AlN frame structure can 
be seen in Figure 1. The size of the chips is approx. 50 mm × 

50 mm. 
 
Laser machining is an appropriate method for structuring a 

gold plating and for cutting an AlN substrate. The ablation 
mechanisms of the laser depend on the laser’s wavelength, the 
optical features of laser beam, and the pulse width regime as 
well as the optical, thermal, and mechanical properties of the 
substrate and additional factors (see Figure 2).  

Processing aluminium nitride with lasers is unique in that 
aluminium can potentially form on the surface as a result of 
thermal decomposition (see table 1). This conductive layer is not 
intended for the design of the ion traps and must be removed or 
its formation prevented. This task has been the subject of 
research for more than 30 years, as this ceramic is used in the 
manufacture of printed circuit boards. 
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Figure 2. Sketch of influencing variables of laser processing materials 

 
Many theoretical descriptions have been developed to 

generalize the very complex stages of laser processing. This 
study cannot claim to analyse all reasonable parameter sets for 
processing AlN and gold, neither in theory nor in the experiment.  

 
Thus, as a simple and broad approach, in this feasibility study 

different examples machined with four different beam 
characteristics are presented and compared. 

2. Methods 

The thermal conductivity of sintered AlN is about ten times 
that of alumina, which is the primary reason for its selection 
here. This high thermal conductivity makes it difficult to machine 
with a laser because the material can absorb considerable 
incident energy without melting or vaporizing. Furthermore its 
transmission is high for the UV wavelength. Process settings that 
produce good results with alumina, for example, are not suitable 
for AlN. It is therefore necessary to identify different and 
appropriate parameters for aluminium nitride.  

 
Processing the gold coating used in some optical clock designs 
is challenging. A large amount of the gold coated surface must 
be masked and/or gold must partially be removed after 
sputtering (see Figure 1). In the uncoated areas, care must be 
taken to ensure complete electrical insulation over the entire 
surface in order to avoid electrically undefined charges on 
metallized islands. For this reason, the surface laser ablation 
process must also tolerate fluctuations in the thickness of the 
gold coating sufficiently. 
 

A purpose-built ns laser setup [2] is used in this study to serve 
as a comparison. The specifications of the Coherent company 
laser source are shown in table 2, column a. The laser processes 
are very stable and repeatable. For beam actuation, a 
galvanometer scanner with F-theta lenses is used. The process 
chain has remained unchanged over the production of several 
batches of chips for different generations of ion traps. 

Due to the 20 ns pulse length of the AVIA source, thermal 
influences and debris cannot be avoided during the 

manufacturing processes. A protective coating is thus used [2] 
to prevent adhesion of melted material and debris. 
Furthermore, the coating protects the functional surfaces during 
the etching process which must be carried out to remove the 
aluminium surface and oxide layers after laser processing.  

 
Table 2 Laser specifications 
 

 a b 

Laser  Coherent 
company: 

AVIA 355-10-20  

Light Conversion 
company: 

Pharos  

Source 3 Nd:YVO4 Yb:KGW 

Wavelength 355 nm 1030 nm / 515 nm 
/ 343 nm 

Pulse length 20 ns 290 fs 

Pulse energy Max. 300 µJ Max. 400 µJ 

Repetition 
rate  

10 Hz – 
100 kHz 

1 kHz – 1 MHz 

Beam quality M2  1,3 @ 
TEM00 

M2  1,2 @ TEM00 

 
Aluminium is a product of laser processing AlN [3-6]. Besides 

the oxides of AlN, aluminium is observed on the surface due to 
the nanosecond laser induced thermal decomposition of the 
polycrystalline sintered material at high temperatures [6] in air. 
The decomposition temperature is approx. 2200°C [4] to 2300°C 
[3]:  

 

AlN(solid) + h → Al(solid) + N(gas) 
 
The aluminium layer and the oxides need to be removed here 

after the chip and coating have been ablated with the ns UV-
laser in air. A standard aluminium etchant for use on silicon 
devices and other microelectronic applications is used here. This 
appropriate etching procedure is part of the complex and 
sensitive manufacturing chain as shown in Figure 3.  

 

 
 

Figure 3. Sketch of the complex process chain with etching processes 

 
Figure 3 does not list the necessary control steps in the process 

chain. However, the manual operations involved are time 
consuming. And as the number of necessary processes and 
control steps increases, the likelihood of damage to the chips 
and therefore the occurence of rejects – also increases. 
Therefore, reducing the number of process steps not only saves 
time in the overall process time per chip and trap, but also 
valuable working and machining time. This, in turn, decreases 
the number of semi-finished parts and rejects.  
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To overcome the nanosecond laser-induced thermal 
decomposition of the AlN chip, a multi-wavelength USP laser 
system is applied. The GL.evo laser machining centre of the GFH 
GmbH company has five axes of motion and is equipped with a 
Pharos laser system of the Light Conversion company. The 
specifications of the laser system are shown in table 2 b. The use 
of USP can reduce the thermal effects in the workpiece. 

 
As stated above, this study cannot claim to be exhaustive as it 

was not possible to analyse all of the reasonable parameter sets 
for AlN and gold processing. However, in the context of this 
feasibility study, meaningful parameter combinations are 
selected based on experience of working with the laser systems 
and on approaches that can be found in the literature [5,6]. The 
burst mode with repetition rates up to the MHz range is not used 
in this study.  

 
Not all components of the optical path for laser processing are 

suitable for all wavelength ranges in the GL.evo machine. For 
this reason, processing with UV is carried out with a fixed optic. 
In doing so, the possible speed of the beam on the workpiece is 
reduced, as the mechanical linear axes are used for the relative 
movement between the two. 

 
The position of the focal plane is a crucial parameter for the 

quality and efficiency of laser ablation [10]. In this study, the 
focal plane is selected in such a way that the topography of the 
cut edge is as homogeneous as possible with the inclined cut 
surface having a small taper angle. This angle must not be zero 
due to the constraints of the coating process. 

3. Results  

Figure 4 shows typical results of processing coated chips with 
the 20 ns UV laser. Typical aluminium films can be seen on the 
cut surfaces in the first photo (A). The irregular taper and burr 
can be seen in photo B. Finally, the burr of the gold can be clearly 
recognized in the third photo (C). Figure 5 shows a micrograph 
of a shading on the gold film for marking the chips. No melted 
edges are visible, even at higher resolution, and due to the very 
reproducible ablation process, it is possible to partially ablate 
the 5 µm thick gold film. This avoids isolated islands that could 
lead to electrostatic charges in the experiment. The lettering is 
easily recognizable to the naked eye in daylight at any angle of 
incidence and the numbers are clearly legible. 

 

 
Figure 5. Photo of shading on gold film for marking. The 5 µm thick 
gold layer is not completely ablated. 

 
With the results of the study, a downsized process chain can 

be proposed as shown in Figure 6. 
 

 
Figure 6. Sketch of novel process chain with reduced number of steps 

 
Wet chemical cleaning steps are no longer necessary, and no 

etching processes are required. This drastically reduces the 
number of critical manual operations and the working time per 
piece. 

Figure 7 shows scanning electron microscopy (SEM) images of 
chips after processing with the USP laser at different 
wavelengths. The improvements can be clearly seen. No melting 
of the edges is visible. This means that the thermal effect of the 
laser radiation is very low. 

 

            
  A    B      C 
Figure 4. Experimental results of laser processing with 355 nm wavelength and 20 ns pulse length 
A: Photo of aluminium layers on AlN surfaces, width of cut on top surface approx. 200 µm; B: Scanning electron microscopy (SEM) image top view 
of typical cut edge with burr and wavy flanks; C: Photo of typical micro-burr of gold film after simple structuring, gap width of structuring approx. 
100 µm  
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4. Discussion and Outlook  

This feasibility study reports on the laser processing of gold 
coated AlN chips. The results of processing with light pulses in 
the UV, VIS, and IR wavelength ranges with a duration of 290 fs 
at frequencies of 30 kHz to 100 kHz for ablating the gold layer 
and cutting the ceramic are presented. The results are compared 
with the results of a laser source with a wavelength of 355 nm 
and a pulse duration of 20 ns and a repetition rate of 20 kHz. It 
can be shown that the thermal effects on the gold and the AlN 
can be significantly reduced when processing with ultrashort 
pulses. First, the melted edge of the gold layer is missing after 
ablation with the USP laser. Secondly, no aluminium is visible in 
the cut of the AlN chips. This indicates that the temperature of 
approx. 2300°C, which is required for decomposition of 
aluminium nitride, is not reached during laser cutting. 

The decreased influence of thermal effects alone makes it 
possible to drastically reduce the number of process steps and 
thus the processing time required to produce of chips for use in 
optical clocks (see Figure 3 and Figure 6 for comparison). 

 
In a next step, the parameter field will be extended to optimise 

the process further and shorten the process time. Known 
engineering optimization techniques may be considered here [8] 
as well as the use of support through artificial intelligence [9]. 

 
Finally, the importance of the binder phase in the sintered AlN 

during laser processing requires further investigation, especially 
concerning the high transparency of AlN for the UV wavelength.  

 

References 
 

[1] Herschbach N, Pyka K, Keller J and Mehlstäubler T E 2012 Appl. 

Phys. B 107 891–906 
[2] Meeß R, Löffler F and Hagedorn D 2010 Laser cutting of thin gold 

foils, in: H. Spaan (Ed.), Proceedings of the 10th International 
Conference of the European Society for Precision Engineering and 
Nanotechnology, Bd. 2, Bedford: Euspen, 33-36. 

[3] Zheng H Y, Phillips H M, Tan J L and Lim G C 1999 Laser-induced 
conductivity in aluminum nitride Proc. SPIE 3898, Photonic Systems 
and Applications in Defense and Manufacturing,  

[4] Kozioł P E, Antończak A J, Szymczyk P, Stępak B and Abramski K M 
2013 Conductive aluminum line formation on aluminum nitride 
surface by infrared nanosecond laser  Applied Surface Science, 287, 
165-171, ISSN 0169-4332,  

[5] Kim S H, Sohn I B and Jeong S 2009 Ablation characteristics of 
aluminum oxide and nitride ceramics during femtosecond laser 
micromachining, Applied Surface Science, 255(24)  9717-9720, ISSN 
0169-4332.  

[6] Hirayama Y, Yabe H and Obara M 2001 Selective ablation of AlN 
ceramic using femtosecond, nanosecond, and microsecond pulsed 
laser. J. Appl. Phys. 1 89(5): 2943–2949.  

[7] Loebich O 1972 The optical properties of gold. Gold Bull 5, 2–10  
[8] Gadallah M H and Abdu H M 2015 Modeling and optimization of 

laser cutting operations. Manufacturing Rev. 2(20) 
[9] Bakhtiyari A N, Wang Z, Wang L and Zheng H 2021 A review on 

applications of artificial intelligence in modeling and optimization of 
laser beam machining, Optics & Laser Technology 135 106721 

[10] D. Sola et al 2011Laser ablation of advanced ceramics and glass-
ceramic materials: Reference position dependence Applied Surface 
Science 257 5413–5419 

 
Figure 7. SEM scans of experimental results of USP laser processing at different wavelengths; A: 1030 nm, B: 515 nm and C: 343 nm. 
Cut surfaces marked with arrows. AlN (green, AlN top surfaces left) and structured gold coating (yellow, Au coating on upper surfaces) 
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Abstract 
 
In gas tungsten arc welding (GTAW)-based additive manufacturing (AM), directional dependence of the deposition process may lead 
to a shift in the deposition position, and non-uniform bead shapes. In this study, the deposition accuracy in GTAW-based AM was 
investigated by simulation using a particle method and experiment. In the particle method simulation, heat input due to the arc, 
phase  change,  heat  conduction,  and  surface  tension  were  considered.  As  the  simulation  result,  in  the  side-feed  condition,  the 
deposition position shifted compared with other feed conditions. In addition, under the back-feed condition, when the wire was fed 
to a position slightly off the torch center, the molten pool that interfered with the wire flowed in a direction that avoided the wire, 
resulting in a bead position deviation. These tendencies were also observed in the experiments, and the results suggest that particle 
method simulation is useful for predicting deposition accuracy and examining appropriate deposition conditions. 
 
Keywords: Gas tungsten arc welding (GTAW), Additive manufacturing (AM), Particle method, Moving particle simulation (MPS) method  

 

1. Introduction 

Wire and arc additive manufacturing (WAAM), in which 
welding wires are melted and stacked by arc discharge, has 
attracted widespread attention because of the advantages of 
relatively high deposition efficiency and low equipment and 
material costs. Especially in WAAM using gas tungsten arc 
welding (GTAW), an arc discharge is generated between a 
tungsten electrode and an object, and a wire supplied from the 
side is melted and deposited for three-dimensional fabrication. 
Therefore, the heat input and material input can be controlled 
independently, allowing high flexibility in deposition conditions. 
However, because the wire is fed from a fixed lateral direction 
relative to the central arc heat source, the wire feed conditions 
will change, such as front-feed, back-feed, and side-feed, 
relative to the torch travel direction. Although accurate 
fabrication of 3D shapes is required in AM, this directional 
dependence of the deposition process may lead to a shift in the 
deposition position, and non-uniform bead shapes.  

Previous studies showed experimentally that GTAW causes a 
deviation of bead position depending on the wire feed direction 
[1]. Wang et al. [2] proposed a simplified model to simulate the 
wire melting position and showed that the deposition conditions 
could be optimized based on it. In contrast, to simulate the 
welding process more accurately, numerical methods are 
needed, such as calculating the molten pool flow. However, few 
studies have examined in detail the issues and mechanisms of 
deposition accuracy in GTAW using numerical simulation. 
Therefore, in this study, the deposition accuracy in GTAW-based 
AM was investigated by numerical simulation using a particle 
method and experiment. 

2. Numerical and experimental method      

In this study, a moving particle simulation (MPS) method [3] 
was used and heat input and pressure due to the arc, phase 
change, heat conduction, and surface tension were considered 

to simulate the deposition process. The fluid flow is calculated 
according to the following Navier-Stokes equations (1). 

𝑑𝒖

𝑑𝑡
= −

1

𝜌
𝛻𝑃 + 𝜇𝛻2𝒖+ 𝑔 +

1

𝜌
𝐹𝑠 (1) 

where 𝒖 is the velocity, 𝜌 is the density, 𝑃 is the pressure, 𝑔 is 
the gravity acceleration, 𝜇 is the dynamic viscosity, and 𝐹𝑠 is the 
surface tension. The gradient and Laplacian operators are 
discretized by the general particle interaction model of the MPS 
method, and the particle motion is computed. In addition, the 
surface tension was calculated by the following equation (2). 

𝐹𝑠 = −𝜎𝜅𝛿𝒏 +
𝑑𝜎

𝑑𝑇
𝛿(∇𝑇 − (∇𝑇 ∙ 𝒏)𝒏) (2) 

where 𝜎 is the surface tension coefficient, 𝜅 is the curvature, 𝒏 
is the normal vector of the interface, 𝑇 is the temperature, and 
𝛿 is a delta function considering that the surface tension was 
only applied to the interface particles.  

As the deposition process to be investigated, three different 
wire feed conditions: front-feed, back-feed, and side-feed were 
set up. In addition, the back-feed condition is considered to 
decrease deposition accuracy due to interference between the 
wire and the molten pool. To confirm this wire interference 
effect, a condition in which the wire feed position was shifted in 
the back feed was also investigated. 

In the experiments and simulations, SUS304 was used as the 
base plate and wire material. Table 1 shows the physical 
properties of SUS304 used in the simulation. Figure 1 shows a 
simulated deposition process under the front wire feed 
condition as an example. The size of the base plate was 40 × 15 
 
Table 1 Physical properties of SUS304 

Density kg/m3 7930 

Kinematic viscosity m2/s 5.04×10-7 

Specific heat J/(kgK) 590 

Thermal conductivity w/(mK) 0.0148T+10.271 

Latent heat J/kg 2.67×105 

Melting point Tm K 1727 

Surface tension at Tm N/m 1.872 

Surface tension gradient N/(mK) -4.3×10-4 
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× 5 mm, and 30 mm bead-on-plate deposition was performed. 
The particle size was set to 0.3 mm basically, and only the 
particle size at the bottom of the base plate was set to 0.5 mm 
to reduce calculation time. The time step of the simulation was 
set to 0.1 ms. As deposition conditions, the wire diameter was 
1.2 mm, the wire feed speed was 2.5 m/min, and the torch travel 
speed was 200 mm/min. In the experiment, the current value 
was set to 150 A. In the simulation, the arc heat input was 
assumed to follow a Gaussian distribution, with a total heat 
input of 1400 W and a heat input radius of 3 mm. 
 

 
Figure 1. Bead deposition in particle method simulation 

3. Results and discussion      

3.1. Wire feed conditions and deposition accuracy 
Figure 2 shows the deposition state and bead cross-section 

under each wire feed condition. The red line in the figure shows 
the center position of the torch (arc heat source). In front-feed 
and back-feed conditions, the wire was fed to the torch center, 
and the beads were deposited without deviating from the torch 
center. In contrast, under the side-feed condition, the position 
at which the wire was completely melted shifted from the torch 
center in the wire-feeding direction, and as a result, the bead 
position also deviated in the same direction. Figure 3 shows the 
deposition state and the bead cross-section under the side-feed 
condition in the experiment. The torch center position in the 
bead cross-section was calculated based on a reference bead 
previously welded by scanning only the arc without wire 
material. Figure 3(a) shows that the wire melt position was 
shifted from the torch center in the experiment as well. In 
addition, Fig. 3(b) shows that the bead position deviated about 
0.3 mm in the wire feeding direction. Therefore, the numerical 
model using the particle method was able to simulate the same  
 

 
Figure 2. Deposition state and bead cross-section under each wire feed 
condition: (a) front-feed, (b) back-feed, and (c) side-feed 
 

 
Figure 3. Experimental results under the wire side-feed condition: (a) 
deposition state and (b) bead cross-section 

tendency and the same degree of bead position deviation as in 
the experiment. 
 
3.2. Effect of interference between wire and molten pool 

Figure 4(a) shows the simulation results when the wire feed 
position was offset from the torch center by 0.6 mm under the 
back-feed condition. The offset of the wire feed position caused 
the molten pool to flow in a direction that avoided the wire, and 
as a result, the bead position was deviated. Figures 4(b) and (c) 
show experimental results with offset and correct wire feed 
positions. When the wire feed position was offset, the bead was 
deposited in a displaced position in the direction to avoid the 
wire, similar to the simulation results. In this study, the wire feed 
position was intentionally offset, but in WAAM, the wire aiming 
position sometimes shifts due to the curvature of the wire. From 
these results, it can be assumed that the accuracy of GTAW-
based AM could be decreased due to such wire curvature, 
especially under the back-feed condition. Moreover, AM needs 
to be able to accurately fabricate not only straight paths but also 
curved paths such as circular arcs. In the case of such a curved 
path, even if the wire feed position is not misaligned, 
interference between the molten pool and the wire could cause 
the bead deviation from the desired position. In contrast, the 
problem of deposition accuracy due to wire interference seems 
to be suppressed by changing the wire feed angle and the heat 
input. In the future, it is necessary to consider deposition 
accuracy in curved paths and appropriate deposition conditions. 
 

 
Figure 4. Relationship between wire feed and bead position under the 
back-feed condition: (a) simulation result with offset wire feed position 
and experimental result with (b) offset wire feed position and (c) correct 
wire feed position 

4. Conclusion      

In this study, the deposition accuracy in GTAW-based AM was 
investigated by particle method simulation and experiment. As 
a result, experiments and simulations showed that the bead 
position deviated under the side wire feed condition and the 
back-feed condition with offset wire feed position. The 
numerical model could simulate the experimental results well, 
which suggests that particle method simulation is useful for 
predicting deposition accuracy and examining appropriate 
deposition conditions. 
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Abstract 

This paper presents the design of a low-cost, high-precision rolling nanoelectrode lithography (RNEL) machine, addressing the 
growing demand for cost-effective and high-precision nanomanufacturing processes for next-generation nanoproducts. Unlike plate-
to-plate methods, the rolling stamp ensures uniform contact pressure across the entire surface of the 8-inch substrates, simplifying 
the separation process. However, achieving precise positioning between the rolling stamp and substrate during RNEL operations is 
essential, as even slight deviations can lead to significant defects in fabricated nanostructures. This poses a considerable challenge in 
developing an affordable, high-precision RNEL machine that meets the requirements for high-yield production, especially for SMEs. 
The final design adopts a four-axis fixed-gantry configuration where the X- and Y-axes are mounted separately, chosen from four 
candidates for the superior overall performance. The machine employs a step-and-repeat mechanism using three low-cost ball-
bearing linear slides. Additionally, a flexure-based passive tilting stage with nanometre resolution is integrated into the roller unit, 
promoting high alignment accuracy and uniform contact. In simulations, a 5 N load at the rolling stamp's edge causes a rotation of 
about 0.00022 radians with only a tiny lateral deformation of 4.9 nm. While the current design achieves an RSS error of approximately 
10 μm, attaining the desired sub-micron positioning accuracy requires further developments, particularly in compensating for 
geometric and thermal errors. Addressing these issues is the next step in our research, aiming to fulfil the precision demands of RNEL 
operations. 
 
Keywords: Rolling nanoelectrode; Lithography machine; Flexure tilting stage 

      

1. Introduction 

The demand for next-generation nanoscale products, such as 
photonic integrated circuits and heat-assisted magnetic 
recording disks, is rapidly increasing. These products require 
high-precision nanostructures with diverse functionalities to 
meet varied user needs. Consequently, there is a growing need 
for low-cost, high-precision nanomanufacturing processes and 
machines, especially for rapid prototyping to reduce time-to-
market. 

Rolling Nanoelectrode Lithography (RNEL), a recent innovation 
from the University of Strathclyde, offers a promising solution in 
nanofabrication [1]. This technique leverages anodic oxidation 
confined spatially between a conductive rolling stamp and the 
substrate surface to create nanostructures (see Figure 1). RNEL 
offers high production efficiency and great flexibility in 
manufacturing various nanostructures by controlling processing 
parameters, such as applied voltage, rolling speed, and 
humidity, without changing stamps [2]. 

In this context, this paper aims to design a low-cost, high-
precision RNEL machine. This design incorporates a rolling 
stamp, ensuring uniform contact pressure across the substrate, 
which simplifies the separation process. Even minor 
misalignments can lead to significant defects in the resulting 
nanostructures, presenting considerable challenges in 
developing an affordable, high-precision RNEL machine suitable 
for high-yield production at costs feasible for SMEs. These issues 
will be considered in the design process, which is the focus of 
this paper. 

 
Figure 1. Working principle of RNEL 

In this paper, Section 2 introduces the selection process for the 
RNEL machine's configuration, including analyses of the error 
budget, static and dynamic characteristics to assess maximum 
geometric errors, thermal sensitivity and vibrational modes. 
Section 3 presents the design of a flexure-based passive tilting 
stage, aiming to enable precise alignment and uniform contact 
distribution between the rolling stamp and substrate. 

2. Machine configuration and performance analysis 

The materials of the substrate are silicon or silicon carbide; 
the maximum size of the workpiece is 8 inches (approximately 
200 mm) in diameter. Table 1 displays the specifications of the 
RNEL machine, which are designed based on the substrate 
specifications. A four-axis configuration was chosen, utilising 
three low-cost ball-bearing slides as the X-, Y-, and Z-axes to 
move the rolling stamp toward the substrate. The rolling 
stamp's effective length was designed to be 90 mm, which is 
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nearly half the diameter of the 8-inch substrate, reducing 
manufacturing difficulties and costs associated with the rolling 
stamps. The proposed RNEL machine performs the step-and-
repeat action to generate nanostructures on the 8-inch wafers.  

To achieve nanometer-level motion accuracy, a novel air-
bearing rolling stamp unit was designed to hold and rotate the 
rolling stamp.

Table 1. Specifications of the RNEL machine 

Four roll-to-plate machine configurations were proposed 
during the conceptual design stage, as shown in Figure 2. 

 
Figure 2. Four candidate configurations of the RNEL machine: (a) Type 

1; (b) Type 2; (c) Type 3; (d) Type 4 

The error budget estimates potential errors within a machine 
axis, resulting in deviations from the intended motion. It is 
utilised as a method for evaluating the capacity of a proposed 
machine configuration to fulfil the desired specifications [3]. It is 
an effective tool for predicting the geometric error of a machine 
system. Figure 3 and Figure 4 illustrate the error budget of Type 
1 and Type 4 machine configurations, respectively. 

 

 
 

Figure 3. Error budget of Type 1 machine configuration 

 
 

Figure 4. Error budget of Type 4 machine configuration 

Following the same fashion, the root sum square (RSS) error of 
Type 2 and Type 3 configurations is obtained and presented in 
Table 2. 

 

Table 2. RSS error of Type 2 and 3 configurations 

Configuration RSS error (X) RSS error (Y) RSS error (Z) 

Type 2 9.52 11.31 11.73 
Type 3 9.35 11.21 11.52 

 

Figure 3 reveals that the RSS error of Type 1 configuration in 
each direction is approximately 10 μm. This suggests that 
geometric error compensation is necessary for 
nanomanufacturing manipulation, a task that will be addressed 
in future work by the authors. 

It's worth mentioning that the first three configurations 
exhibit minimal error differences due to the similarity in 
specifications and the dimensions of the components. Type 4 
configuration has the largest RSS error because of the low-
stiffness nature of the moving gantry. 

The modal analysis is conducted to assess the dynamic 
performance of the proposed configurations, and the results are 
presented in Figure 4. Spring-damper elements were employed 
to model the dynamic behaviour of the ball bearings. 

Axis number Type Stroke Drive system Motion accuracy Resolution 

X-axis Ball-bearing 250 mm Linear motor <2 μm 5 nm 
Y-axis Ball-bearing 200 mm Linear motor <2 μm 5 nm 

Z-axis Ball-bearing 60 mm Linear motor <0.5 μm 1 nm 

B-axis Air-bearing 360° Direct drive torque motor <2 arcsec 0.02 arcsec 
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Figure 5. Dynamic performance analysis 

The simulation results indicate that the pyramid type exhibits 
the worst dynamic performance at 135 Hz, whereas the fixed 
gantry with an X- and Y-axis split design (Type 1) demonstrates 
the best dynamic performance at 225 Hz. 

Since the roller unit operates at extremely low rotation 
speeds, a large amount of heat is generated during its operation. 
Therefore, thermal performance analysis is essential to enhance 
the machine's efficiency, durability, and overall reliability for 
every candidate configuration. The thermal sensitivity of each 
configuration is assessed The performance indicator is the 
deformation between the rolling stamp and the substrate as the 
ambient air temperature increases from 20 to 21 °C. The results 
are illustrated in Figure 6. 

 

 
 

Figure 6. Dynamic performance analysis 

 
It can be concluded that the moving-gantry type is the most 

vulnerable configuration to temperature fluctuation, with 
thermal deformation reaching up to 2 μm. In contrast, the fixed 
gantry type is less sensitive to thermal variation, exhibiting a 
deformation of only 0.6 μm. 

Ultimately, when summarising the results of all performance 
analyses, it is determined that Type 1 is the best machine 
configuration, so it was adopted as the configuration for the 
proposed machine. 

3. Flexure-based passive tilting stage 

The seamless and uniform contact between the rolling stamp 
and substrate is a prerequisite for manufacturing consistent 
nanostructures with high resolution. For instance, there may be 
an angular misalignment α (see Figure 7) between the template 
and substrate when they are not parallel. 

 
 

Figure 7. Angular misalignment between stamp and substrate 

 
An excessive misalignment will prevent the electrochemical 

reaction from occurring uniformly across the entire touched 
area, leading to pattern loss. An angle compensation remains far 
from the success of high-accuracy nanopatterning. This is 
because when the rotation axis of the tilting motion is not on the 
surface of the stamp, the coupled lateral displacement will 
increase the overlay error [4, 5]. A four-bar flexure-based tilting 
stage with semi-circular notches will be introduced to hold the 
rolling stamp with an angle compensation mechanism to 
address the above issues. Also, the centre of rotation was 
designed to coincide with the centre of the rolling stamp's outer 
edge to control its lateral displacement and prevent slippage 
between the stamp and substrate. 

The semi-circular notches were designed so that when a 5 N 
load is applied to the edge of the rolling stamp, the roller rotates 
about 0.00025 radians. After sufficient calculations, the key 
dimensional parameters of the semi-circular notches, denoted 
as R and t (as illustrated in Figure 8), were confirmed as 3.7 mm 
and 0.4 mm, respectively. The material chosen for 
manufacturing the notches is 7075 aluminium alloy. 

 

 
 

Figure 8. Semi-circular notches 

The static analysis was then conducted to evaluate the tilting 
performance, and the results are shown in Figure 9. A 
deformation in the Z-direction of about 10 μm can be observed 
on both sides of the rolling stamp, indicating a rotation angle of 
0.00022 radians. Most importantly, as illustrated in Figure 9(b), 
the rolling stamp moves laterally by only 4.9 nm, demonstrating 
excellent alignment accuracy. 
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Figure 9. (a) Simulated tilting deformation under an external force of 5 
N; (b) simulated lateral deformation. 

4. Conclusion 

This study presents the design of a low-cost, high-precision 
rolling nanoelectrode lithography (RNEL) machine. After 
thoroughly evaluating four machine configuration candidates, 
the selected configuration emerged as remarkable, excelling in 
dynamic and thermal performance while minimising geometric 
errors. A key feature of our design is the incorporation of a 
flexure-based passive tilting stage within the roller unit, 
achieving high alignment accuracy and ensuring consistent 
contact between the rolling stamp and substrate. Simulation 
results demonstrate that under a 5 N load applied at the edge of 
the rolling stamp, the roller rotates about 0.00022 radians with 
a minimal lateral deformation of 4.9 nm. However, the 
integration of cost-effective ball-bearing linear stages resulted in 
an RSS error of approximately 10 μm in each direction. This 
deviation is significant for RNEL operations. The next phase of 
our research will involve the development and implementation 
of advanced geometric and thermal error compensation 
techniques to bridge the gap between the current capabilities 
and the desired sub-micron positioning accuracy. 
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Abstract 

 
Modern automotive industry employs a variety of complex shaped glass components, from touchscreen displays, dashboard screens, 
weather resistant windshields to tinted sunroofs. Currently around 50% of these components are functionalised by adding 
microstructures in a process based on etching or replication processes with structured forming tools, which are neither 
environmentally nor economically friendly. We present a new approach to functionalise such surfaces by direct laser structuring of 
glass substrates, thereby reducing costs and energy consumption by up to 60% and avoiding harmful chemicals compared to 
conventional processes. Current developments in high-power laser-beam sources and laser system technology enable low cycle time 
direct structuring of glass substrates. Laser-based direct structuring can generate a large portfolio of functional structures of different 
sizes which we showcase in haptic, hydrophobic and anti-glare structures. The downstream forming of structured glass interferes 
with high demands of the automotive industry due to shape distortions and positional distortions of the structure. Therefore, we 
developed a FEM-based predistortion method to adjust the laser trajectory, compensating for the influence of 2D glass moulded into 
a 3D shaped product. The compensation method was validated by conducting hot forming experiments with different laser-induced 
geometries on one-dimensional curved forming tools. We were able to reduce the distortion error by more than 90%. 
 

Hot forming, thin glass, laser structuring, green production 

 

1. Introduction 

Glass is an indispensable material for numerous components in 
electronics, the semiconductor industry and sensor technology. 
The potential of the material lies in its properties: It is light, 
scratch-resistant, temperature-resistant and very stable. With a 
thickness of only a few millimitres, such thin glass is the 
preferred material for high-quality automotive interiors, such as 
centre consoles, rear-view mirrors, door elements and 
speedometer units. In more than 50 percent of all thin-glass 
components, the glass surfaces are functionalised by 
introducing micro- and nanostructures. These modifications are 
various: from improved haptics to anti-fogging surfaces to anti-
glare and anti-reflection properties [1,2]. 
Industrially established methods for functionalising such thin 
glass are either chemical etching or replicative moulding. These 
methods are inefficient in terms of their carbon footprint, raw 
material consumption, energy consumption and manufacturing 
costs. In the context of green transformation of industry it is 
necessary to develop new approaches for the production of 
functionalised glass [3,4]. 
We propose a new process chain that can process functionalised 
thin glass ecologically and economically. This is achieved by 
combining laser material processing of the semi-finished glass 
and the subsequent nonisothermal hot forming. Current 
industrial ultra-short pulsed laser beam sources provide 
sufficient energy to process semi-finished glass economically for 
mass production [5]. In addition, nonisothermal glass forming 

offers a number of advantages over competing moulding 
processes thanks to its long tool life and low cycle times [6]. 
To implement the proposed process chain, several challenges 
need to be addressed. Firstly, laser structures must be 
developed and the high-speed laser processing of glass 
investigated [7]. Furthermore, the forming of a planar semi-
finished product into a 3D part results in geometric distortions 
of the induced laser texture. 
These shape and positional distortions of the structure interfere 
with high demands of the automotive industry. Therefore, we 
developed a finite element method (FEM)-based predistortion 
procedure to adjust the laser trajectory and compensate for the 
influence of 2D glass moulded into a 3D shaped product. 

2. Methodology 

In order to implement the proposed process chain, laser 
trajectories for the respective functionalisations must be 
generated on the basis of the final 3D glass geometries and then 
adapted for processing on 2D glass. 
To allow this adaption, the forming process needs to be 
predicted using FEM simulations. On this basis, a deformation 
field linking positions on the 2D to the 3D glass can be generated. 
Using the 3D position information of the laser structure and the 
deformation field, the generated laser trajectories can be 
compensated for the processing of the 2D glass. In order to 
validate the proposed method, equidistant circular ring 
segments are simulated on a 2.5D (bending around one axis) 
deformed glass, and corresponding compensated laser 
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trajectories are textured into the 2D glass before hot forming 
(see Fig. 1). The distances between the ring segments on the 2D 
glass should therefore no longer be equidistant. 
Following the hot forming process the distances between each 
circular ring are measured and validated against simulations. 

 
Figure 1. a) Expected 2.5D formed glass with equidistant circular rings. 
Based on this model the proposed distortion method generates 2D 
laser trajectories based on FEM simulations with b) deformed ring 
geometries on the initial 2D glass, which is then hot-formed. 

2.1 FEM Simulation of nonisothermal hot forming process 
Fraunhofer IPT uses FEM simulations to describe the behaviour 
of the glass during forming in order to optimise the forming 
process. This is achieved with material models developed in-
house that describe the highly non-linear, visco-elastic 
behaviour of glass. The model is composed of a mechanical and 
a thermal model [8]. In particular, the models take glass flow and 
the thermally induced shrinkage into consideration. Based on 
this data, an optimised tool design can be derived, thus 
improving the final shape accuracy. In addition, FEM simulations 
can be used to predict the macro- and micro-scale distortions 
caused by the forming process due to compression and tension 
of the laser structures applied to the glass [9]. These distortions 
are described by distortion vectors used for the suggested 
predistortion method. Therefore, a nonisothermal gravity 
slumping process with a 2.5D deformation (bending around one 
axis) was simulated using the generalised Maxwell model with 
156 meshed elements for the glass and 96 elements for the 
mould. The forming tool with a bending radius of 100 mm had 
an initial temperature of 450 °C and the glass (B270i, soda-lime 
glass) was heated up to 700 °C (see Fig. 2). By simulating 
viscosity induced deformations over time the resulting shape 
accuracy of the formed glass and the shape deviation can be 
predicted [10]. Subsequently, a 30 minutes cooling phase was 
simulated in order to cool the glass to room temperature (25°C). 
The result (see Fig. 2) indicates a spring-back phenomenon at the 
glass edges. Eventually this effect leads to glass shrinkage. This 
process-specific challenge is known in nonisothermal hot 
forming and can be reduced by adjusting the process 
parameters, especially in the cooling phase [11]. The influence 
of shrinkage is not considered for the described feasibility study. 

 
Figure 2. Initial undeformed glass of the simulation at time t=0 (left) and 
fully deformed glass after forming process at time t=end (right). The 
deformed glass shows shrinkage in the edge area which leads to 
deviations from the target geometry. 

The overall accuracy of the simulation depends on many factors. 
For example, to obtain sufficiently accurate information about 
the macro- and microscopic distortion of the structures, 
temperature-dependent and glass-specific properties such as 

stress and structural relaxation values are required. In addition, 
material heat transfer coefficients are crucial for the accuracy of 
the simulations. [8] Those values were determined at 
Fraunhofer IPT for B270i soda-lime glass. 
 
2.2. Predistortion method 
The results of the FEM simulation can be used not only for 
predicting the shape of glass after hot forming but also for 
generating geometries of pre-deformed structures that later 
could be hot formed into the designed shape. Intrinsically, FEM 
simulation results have no temporal nature. Therefore, if 
structures, geometries and their respective positions are known 
for the 3D part, inverting the simulation can be a tool to derive 
positions and distortions for a 2D surface. The idea of applying 
inverse transformation relies on mapping points on the initial 
un-deformed (2D) and deformed (3D) surface. Basically, the 
position of each point marked on the flat glass can be paired 
with a spatial position of this marker on the deformed glass, 
since modelling of the deformed geometries in FEM-based 
simulations is performed in a discrete piecewise manner. Figure 
3 illustrates the case of forming a quarter hemisphere. Orange 
points on the 2D surface (before forming) are connected with 
blue points after forming. The points are distributed mostly 
evenly in a rectangular grid. The positional data was acquired 
from FEM simulation results. The set of points represent a 
displacement field that is used to derive a deformation field. 
The arrangement of structures on the glass is designed with 3D 
curves on top of CAD surfaces of the formed glass. To map 3D 
curves onto the displacement field, deformation vectors at 
arbitrary 3D curve-points need to be interpolated. This is 
achieved by barycentric coefficients within grid points found in 
the vicinity of 3D curvature points. Based on the analysis of the 
deformation field, it is possible to derive a local deformation 
(elongation, stretching, shear). This information is used to adjust 
pre-planned 3D laser trajectories onto a 2D surface. 

 

Figure 3. Deformation field between a 2D surface and a 3D quarter 
hemisphere. The position of a polyline before and after deformation is 
shown 

3. Glass processing 
Due to availability Panda-MN228 float glass was used for laser 
ablation and subsequent hot forming instead of B270i soda-lime 
glass. Equidistant ring geometries with a spacing of 2 mm (see 
Fig. 1) were compensated using the described approach in 

                ss             ss

    

Inital geometry

target geometry
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Chapter 2. The resulting deviation for each circular ring radius 
used for the compensation of laser trajectories is shown in 
Figure 4. Using the compensated laser trajectories, the 2D glass 
was textured with ring segments. The laser-treated 2D glass was 
then nonisothermally hot formed into a 2.5D shape with a 
bending radius of 100 mm. 

 
Figure 4. Simulated deviation of the 3D equidistant circular spacing on 
2D glass per mm. 

3.1 Laser ablation 
An ultrashort pulsed Trumpf (model Tru Micro 2230) laser 
source provides collimated pulsed laser radiation (350 fs) with a 
maximum power of 10 W and pulse energies up to 25 µJ at a 
central emission wavelength of 532 nm with a Gaussian intensity 
distribution. The raw beam (3.8 mm) passes through a liquid 
crystal polariser into an optical z-axis (varioScan20i_de) with a 
beam expansion factor of 2.5. Using the optical z-axis, the laser 
beam can be focused in 3D from the working plane by +-6 mm 
in the z-direction. A galvanometer scanner (excelliScan14) was 
used for lateral beam deflection with high precision repeatability 
(< 1 µm) followed by a telecentric f-theta lens with f = 100 mm 
focussing the laser onto the glass with a spotdiameter of 
ds = 8.5 µm.  
A clamping system designed and manufactured at Fraunhofer 
IPT was used to prevent laser reflections into the glass by 
clamping the glass only at the edges and thus transmitting the 
laser beam into air after passing through the glass (see Fig.5).  

 
Figure 5. Laser ablation of 100x100 mm floatglass. Using the clamping 
system for processing laser radiation is transmitted through glass to 
prevent back-reflections into the glass. 

For this system, suitable process parameters were determined 
to introduce required textures or markings into the glass. Thus, 
the following process parameters were varied in a full factorial 
experimental study: (i) laser power, (ii) laser frequency (iii) pulse 
overlap, (iv) laser bursts and (v) hatching. Results indicate 
parameter sets for high throughput laser ablation with ablation 

rates up to 0.06 mm2/min and corresponding roughness of 
Sa =0.15 µm. 
Using the predistortion method (see Fig 3), laser trajectories 
were generated with varying spacing (see Fig 1b) and 
subsequently textured onto the 2D glass for downstream hot 
forming. 

 
3.2 Hot forming 
A nonisothermal thin glass forming machine (NI-TG Forming 
Machine) (see Fig 6) from the manufacturer Vitrum 
Technologies was used for the hot forming experiments. 

 

Figure 6. Vitrum Technologies´ non-isothermal thin glass forming 
machine (NI-TG Forming Machine) with a loading station (a) and several 
oven chambers (b). 

The machine is equipped with several oven chambers offering a 
temperature range limit of up to 1300 °C and several high-
precision movement axis with a position repeatability of < 1 µm. 
All actuators (axis, valves, heating systems) can be controlled via 
an intuitive human machine interface (HMI). As a result, the 
machine is well suited for the development of new glass hot 
forming processes. All sensor data, actuator positions, 
movements and energy consumption of the machine are 
provided with marker signals and time stamps. All data is written 
into a database every 15 ms using an internal clock signal. This 
provides the prerequisites for a digital twin model and alignment 
with the FEM simulations of Fraunhofer IPT.  
The machine features four types of thin glass forming processes 
(i) gravity slumping, (ii) vacuum-assisted slumping, (iii) press 
bending and (iv) deep drawing. 
This publication focuses on gravity slumping with no additional 
forces applied during the forming process. Without external 
forces applied, any kind of temperature phenomenon has a 
major impact on the hot forming result. For this reason the 
furnace system was calibrated to achieve highest temperature 
accuracy of < 1 K. 
The laser structured glass is loaded onto the mould system by a 
robot handling system and then transported into the furnace 
unit. The temperature of the glass and the mould are both 
monitored during the process. The machine operator is able to 
observe the process through a view port. 
Once the glass has completely fallen into the mould cavity, the 
mould and glass are transported automatically to the loading 
area to be unloaded.  
During the process development, parameters were optimised 
systematically based on three fundamental methods: (a) based 
on experience, the operator chooses sensitive parameter and 
ranges, (b) temperature and process time prediction based on 
FEM simulations, (c) using trained machine learning tools to 
solve non-linear optimisation problems in glass hot forming. A 
combined approach of the methods (a) and (b) was sufficient to 
determine the process parameters of these experiments. 
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4. Results 

The ring segments of 
four formed glass 
components were 
measured up to a 
radius of r = 48 mm 
using confocal 
micros-copy. The 
respective radius of 
each circular ring 
was determined. 
The measurements 
were conducted in 
the bending 

direction (x - direction) and along the y-direction.  
Each measured radius was compared with the expected target 
radius and plotted (see Fig. 8). No distortions in the y-direction 
were identified due to a 2.5D bending radius in the x-direction. 
However, deviations from the expected position were measured 
for compensated ring segments in the direction of curvature (x-
direction). The deviation within the radius interval from 1 mm to 
14 mm is smaller than 10 µm. The data then shows a significant 
deviation of up to 140 µm in the radius interval of 14 mm to 
22 mm. The deviation then decreases again for a radius of 22 
mm before linearly increasing for larger radii. 

 

Figure 8. Deviation of compensated circular ring segments with regard 
to the targeted ring position 

The significant increase in positional deviation of ring segments 
can be explained by comparing the simulated glass bending 
radius with the actual glass bending radius. Based on the 
confocal 3D data, the bending radius of the glass was 
determined to be 93 mm. This deviates by 7 mm from the 
simulated bending radius (100 mm). This could indicate a 
possible deformation of the sheet mould during the forming 
process. Therefore, compensated laser trajectories are based on 
a differing simulated bending radius. 
According to the simulation (see Fig. 4), a zero crossing of the 
deviation is expected at 21 mm. This means that laser 
trajectories for this ring radius were not compensated. 
For the measured actual bending radius of 93 mm, the zero 
crossing shifts to a radius of 18 millimetres. This results in a 
faulty deviation compensation for radii of 16 to 22 mm leading 
to a subsequent deviation compensation error for larger radii. 
Nevertheless, compared to an uncompensated ring geometry on 
a formed glass, the accuracy for the areas outside the specified 
error range (16 mm to 22 mm) could be increased by 
75% to 99% (see Fig.9). 

 
Figure 9. Percentage reduction of formed uncompensated circular rings 
compared to compensated rings 

5. Conclusion and outlook 
 
When 2D glass is formed into a 3D shape, there are positional 
deviations and shape distortions of a texture introduced 
beforehand. We validated a new approach to reduce these 
distortions by up to 90%. The method and results indicate a 
significant advancement towards an economical series 
production of functionalized glass, addressing e.g. automotive 
industry. To even reduce current distortions further we will 
introduce forming tools made of high-alloy, temperature-
resistant stainless steel in the future leading to constant bending 
radii in the glass. 
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Abstract 
Waste sludges from electro discharge machining were collected from the bottom of the machining basin. These contain eroded 
metallic particles, which are suitable for processes in additive manufacturing regarding their size ranges, shape and bulk powder 
properties. After cleaning and classifying, these particles with high carbon contents were used to clad beads and layers via laser beam 
direct energy deposition, where defect free structeres could be obtained. These  were analyzed regarding their dilution ratio, 
microstructure and hardness. Microstructures featuring pearlite, austenite, martensite and cementite due to mixtures of high carbon 
particles and low carbon substrate were observed. The beads and layers show overall high hardness of 700 HV10 to 960 HV10. 
 
Keywords: Additive Manufacturing, Laser Beam Direct Energy Deposition, Recycled Particles, Microstructure, Hardness, Electro Discharge Machining 

 
1. Introduction 

The production of metal powders for additive manufacturing 
(AM) by gas atomization is an energy- and cost-intensive 
process. Therefore, it is indispensable to focus on alternatives 
for providing powders. One possibility seems to be waste sludge 
from electro discharge machining (EDM), which is accumulating 
at the bottom in machining basins and can be collected. In die-
sink EDM, the material gets molten and vaporized by conversion 
of electrical into thermal energy. Removed material solidifies in 
the surrounding dielectric fluid (oil). The resulting particles 
achieve key size, shape and flowability parameters similar to AM 
powders [1]. 

A common AM-technique is laser beam directed energy 
deposition of metal powders (DED-LB/M). This process uses a 
laser to weld gas guided powder streams layer by layer to a 
substrate material. Narrow distributed and spherical particles 
with good flowability are necessary for successfully deposited 
beads [2]. Influenced by several operational settings and 
materials, different microstructures and mechanical properties 
can be achieved. In this study, recycled EDM particles are 
processed via DED-LB/M to show a use case for recycling EDM 
sludges. Investigations regarding microstructure and hardness 
of deposited structures are presented. 

2. Materials and Methods 

2.1. EDM Particles 
Waste sludge was collected from a mold production company, 

where commercial H11 alloy was EDM-machined with a graphite 
electrode in a synthetic hydrocarbon-based dielectric with 
unkown settings. The oily phase was dissolved in acetone and 
metallic particles dried overnight. Fractions were obtaind by 
sieving. Particles of the size range 20 µm to 63 µm were used for 
DED-LB/M. Particle sizes and shapes were investigated via laser 
diffraction and dynamic image analysis. Chemical compostion 
was measured via ICP-OES and C-S-O analyzer. Hausner ratio was 
determined by measuring bulk and tap densities. 

 

2.2. Specimen Prodution in DED-LB/M 
Deposited beads (B1-B3) and layers (L1+L2) were created of 

pure EDM particles in a DED-LB/M device LV Midi (Laservorm 
GmbH, Germany) with a fibre laser source of maximum 1.5 kW. 
Used parameters are a laser power P of 1.4 kW, laser scan 
speeds ν between 5 mm/s (B1+B2) and 50 mm/s (B3, L1, L2), 
powder flow rates of 7.91 g/min (B1+B2) or 15.87 g/min (B3, 
L1+L2), spot size of 0.9 mm, defocus between 15 mm and 30 mm 
and gas purge flows of 8 l/min (particles) and 16 l/min (inside). 
A mild construction steel was used as substrate. The dilution 
ratio α (Eq. 1), whereas d is the height of the deposited bead and 
h the depth of the molten pool, and linear heat input H (Eq. 2) 
were calculated for evaluating the deposition result. Values 
were obtained Fiji ImageJ software. 
 

𝛼𝛼 =  
𝑑𝑑

ℎ + 𝑑𝑑
 × 100         (1) 

 

𝐻𝐻 =  
𝑃𝑃
𝜈𝜈

                              (2) 
 

2.3. Microstructure Analysis and Hardness Measurement 
The deposited beads, layers and substrate microstructure was 

examined via light microscopy. Samples were embedded in 
Polyfast matrix and cut in half. Afterwards, the surfaces were 
ground with SiC paper, polished with diamond suspension and 
colloidal silica and etched in Nital. Hardness values of minimum 
five locations per bead and layer were measured according to 
Vickers method HV10 with 10 kP for 10 s on the surfaces used 
for microstructure analysis. A device KB 30 S was used with 
settings with KB Hardwin XL software. 

3. Results and Discussion 

3.1. Particle Properties 
After sieving, the recycled EDM particles show a narrow 

particle size distrubtion (table 1). The size parameters are 
compared to commercial H11 particles. The circularity is on a 
similar high level ensuring a good flowability, which is confirmed 
in the determined Hausner ratios. These do not show a 
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significant difference, whereas the tap and bulk densities are 
different by approx. 5 %. 

 
Table 1: Characteristic particle properties of H11 reference and 

eroded particles for DED-LB/M 
Property H11 reference Eroded particles 
x10,3 in µm 19.4 22.8 
x50,3 in µm 30.1 39.5 
x90,3 in µm 61.7 60.6 
Circularity 0.93 0.92 
Hausner ratio 1.05 1.06 
 
The chemical composition of EDM particles equals the H11 

alloy composition except the high carbon content of approx. 
4.9 wt.%. Due to high temperature gradients, when the molten 
material solidifies in the dielectric, a high temperature carbon 
uptake takes place and C is entrapped in the Fe lattice caused by 
a pyrolysis of the dielectric [3]. Additional information about 
these EDM particles regarding morphology, XRD and phase 
analysis as well as their microstructure can be found in [4]. 

 
3.2. Appearence of Deposited Structures 

Beads and single layers were successfully deposited with 
nearly no thermal or residual stress cracks despite the high 
carbon content. During the DED-LB/M process, a high 
evaporation rate was observed. Deposited structures appear 
smoothly shaped, and the melt pool and heat affected zone 
depth rule out effects of keyholing or lack of fusion. Just a few 
gas entrapments and barely any non-metallic inclusions are 
seen. Fig. 1 shows calculated dilution ratios against linear heat 
input with an exemplary bead in the top containing two smaller 
pores. Common dilution ratios are in the range of 10 % to 30 % 
[5], which is fulfilled by nearly all samples. Pre-heating the 
substrate (L2) leads to better and even crack-free results. 

 

 
Figure 1: Dilution ratio against linear heat input of 3 deposited beads 

and 2 layers with micrograph of whole bead 
 

3.3. Microstructure of Structures 
Fig. 2 shows different microstructural areas of substrate and 

beads. Former one exhibits a fine-grained high-ferritic and low-
pearlitic microstructure with a low carbon content. B1 features 
a fine-lamellar pearlitic microstructure with whiteish austenite 
dendrites corresponding with local hardness values. The 
composition of this region is clearly shifting to the eutectoid 
steel region, as no cementite is present, resulting from a mixture 
of high-C particles and low C-substrate as well as carbon 
evaporation. In B2 acicular primary cementite and pearlite are 
observed, as cementite can develop in the top region of the bead 
due to non-mixing of components as in the boundary region. 
Latter one is shown in B3 containing cementite in upper regions 
and known fine-lamellar pearlitic and dendritic austenite. In the 
heat-affected zone a martensitic structure is present as result of 
a mixture of substrate and eroded particle, which is solidifying 
austentic with high cooling gradients leading to a tetragonal 
distortion. 

 
Figure 2: Micrographs of the substrate material and deposited beads 

B1-B3 at different phase regions 
 
Fig. 3 shows the micrographs of deposited layers. In L1, one of 

several elongated residual stress cracks, related to high C, is 
observable surrounded by primary cementite needles. 
Moreover, some smaller areas are appearing as non-metallic 
inclusions. In general, the fine-lamellar pearlitic and dendritic 
austenitic microstructure is present again. For L2, a nucleation 
origin at the right edge with directed crystallization to the 
centre, possibly caused by a particle, can be assumed. 

 

 
Figure 3: Microstructural image of deposited layer L1+L2 
 

3.4. Hardness of Deposited Structures 
As it can be assumed by carbon content and developed 

microstructures, quite high hardness ranging from 700 HV10 to 
960 HV10 (see Tab. 2) is observable. Due to cracks and defects, 
the value for L1 is significantly lower. B2 shows the highest value 
due to the presence of hard and wear-resistent cementite. 

 
Table 2: HV10 hardness values 3 deposited beads and 2 layers 

Sample HV10 
B1 704 ± 102 
B2 961 ± 21 
B3 834 ± 171 
L1 516 ± 36 
L2 920 ± 54 

4. Outlook 

DED-LB/M process was successfully used to deposite beads 
and layers using recycled EDM particles. Microstructure as well 
as  hardness  were  analyzed.  Deposited structures exhibit 
microstructures containing pearlite, austenite, martensite and 
cementite and show overall high hardness values. Future works 
will focus on powder mixtures with pristine particles to further 
decrease the C-content and supress the occurrence of cracks as 
well as enhance the final properties. 
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Abstract 
 
During the laser based directed energy deposition (DED-LB) process, a large quantity of heat is introduced into the substrate or work 
piece geometry resulting from the melting process. The relatively high build-rate leads to various complex thermal mechanisms. In 
particular, the rapid cooling of the deposited structures has a significant impact on the process.   
Since DED-LB is an additive process, geometry can vary, ranging from the buildup of complex structure to repair applications. There-
fore, the thermal conditions also change depending on the geometry. As a result, controlling the heat balance during the process is 
important, and it is necessary to locally cool or heat areas in one substrate work piece to prevent possible defects, geometric devia-
tions or to influence the mechanical properties.   
In this paper, the design towards an asymmetric cooling and heating platform is demonstrated. This was done by DED process simu-
lation to determine a range of values of the required heating and cooling energy depending on different deposition geometries. 
Based on these results, single combined heating and cooling units were designed in a modular way to achieve a scalable solution. In 
simulations, this approach already shows promising results in terms of reduced geometric deviation. Finally, the platform is mechan-
ically designed to incorporate subsequent process steps on the same system and proof of concept is delivered.   
 

Additive Manufacturing, Directed Energy Deposition, substrate tempering, cooling behavior, geometric deviation   

 

1. Introduction  

With the help of the laser-based Directed Energy Deposition 
(DED-LB) process, complex components or additive manufac-
tured (AM) structures can be created on existing components. 
The DED-LB process combines the fundamental principles of 
welding and coating. In the powder-based DED-LB process, a la-
ser beam is focused onto the substrate surface to create a melt 
pool. Within the melt pool, a portion of the substrate surface 
and supplied powder material are melted and structures are cre-
ated. [1] 
The thermal history of the DED-LB process involves a series of 
thermal phenomena, including rapid heating, melting and cool-
ing of the melted powder material and the substrate with cool-
ing rates ranging from 103 to 104 K/s [2]. This results in a struc-
ture with a characteristic microstructure, arising from numerous 
phase transformation within a single geometry. The thermal 
properties, such as the maximum temperature, the position of 
the maximum temperature, as well as the cooling rate can vary 
significantly within the deposited structure. These local changes 
in the cooling rate can occur due to heat accumulation, for ex-
ample in thin-walled structures [1]. A characteristic of thermo-
mechanical manufacturing process like the AM-processes is the 
generation of residual stresses within the microstructure. In case 
of the DED-LB process, rapid heating and cooling of the structure 
lead to the initiation of thermal stresses. These thermal stresses 
occur along the grain boundaries due to the higher contractions 
between the upper, hotter layer and the underlying colder layer 
or the substrate material [3]. 
 
The cooling behavior is determined by process parameters such 
as laser power, scanning speed and the deposition rate. Addi-
tionally, the cooling behavior is influenced by the geometry and 

size of the deposited structure and of the substrate work piece 
[2]. By adjusting the process parameters, the thermal balance 
can be influenced. However, the process parameters cannot be 
arbitrarily adjusted, as the process would otherwise become un-
stable. The cooling behavior of the deposited structure can be 
influenced by heating or cooling the substrate. This enables an 
influencing of the microstructure and properties. Additionally, 
the substrate tempering can prevent the formation of defects. 
Heating the substrate leads to a reduction of the cooling speed, 
while cooling results in a higher cooling speed. Due to the ex-
tended cooling time during the preheating, fewer residual 
stresses are initiated in the microstructure. This serves to miti-
gate the occurrence of cracks within the microstructure and in 
the interlayer bonding zone. Furthermore, preheating can im-
prove the dimensional accuracy of the work pieces [4].  
Substrate cooling helps to avoid geometric defects, such as 
warping of the topmost layer of a deposited structure. This ef-
fect is often observed in thin-walled structures. [5]. The use of 
substrate cooling allows for more precise contours with reduced 
geometric deviations, especially in thin-walled geometries. 
Overheating can occur in this kind of structures due to impaired 
heat dissipation into the substrate [1]. 
Various concepts for the temperature control of the substrate 
work piece are found in the literature. In addition to the use of 
resistance [6] and induction heaters [3] the laser of the DED ma-
chine can also be used for preheating [7]. Substrate cooing is 
commonly achieved with the help of water cooling systems [8]. 
The effect of substrate heating and cooling on the entire depos-
ited structure has been discussed in the literature. Within the 
scope of this work, an asymmetric temperature control platform 
is designed for the investigation of the local tempering of the 
substrate work piece. The design of this device is based on a con-
cept of a multi sensor platform, developed for monitoring the 
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laser-based powder bed fusion process (PBF-LB) [9]. The objec-
tive of this work is the design of a platform that enables localized 
control of the cooling rate within a deposited structure. This de-
vice is intended to enable further investigations in which asym-
metrical and local substrate tempering is achieved by combining 
heating and cooling processes. 

2. Effect of the asymmetric substrate tempering 

For the investigation of the effect of the local and asymmetric 
substrate tempering, a simulation model based on Ansys Me-
chanical was created. The DED-LB process was modelled using 
the Ansys Additive DED extension. Within this extension, individ-
ual elements are generated and activated at a process tempera-
ture of 1750°C, which corresponds to the melt pool temperature 
of the available DED machine. The material used for these inves-
tigations was 316L for the powder material and structural steel 
for the substrate material. Table 1 shows the parameters used 
for the simulation. The deposition of a simple single thin wall 
structure was considered with a length of 175 mm and height of 
30 mm. The track width corresponds to the diameter of the pow-
der nozzle available for future experiments.  
 
Table 1 Simulation parameters of the DED-LB process 

process temperature 1750 °C 

deposition rate 24 mm3/s 

element size 3 mm 

layer height 3 mm 

scanning speed 1000 mm/min 

track width 3 mm 

thin wall dimensions 175 x 30 mm 

 
The model is based on a thermomechanical simulation, where 
first the thermal behavior of the deposition was determined, 
and afterward the mechanical behavior in form of the defor-
mation was examined. For the investigation of the asymmetric 
tempering, two different temperatures were used: 150 °C and 
300 °C. These temperatures were applied during the deposition 
at the center and end of the thin walls. During the deposition, 
the heat transfer between the deposition process and the tem-
pering process is calculated. Furthermore, an idealized temper-
ature control is assumed, ensuring that the specific tempera-
tures at the respective locations remain constant throughout 
the deposition process. Figure 1 shows an exemplary simulation 
result of the deformation with the geometric model used in the 
simulation.  

 
Figure 1. Geometric model of the deformation simulation 

In Figure 2, the deformations at the center of the thin walls in 
each layer are illustrated for different tempering strategies doc-
umented in Table 3. The impact of local substrate tempering is 
clearly evident in this deception of the deformation. In the pa-
rameter set without local substrate tempering during deposi-
tion, a variation in deformation across different layers is ob-
served. The deformation in parameter set two is lower, but an 
increase in deformation can be observed in the top layer. For 

parameter sets three and four with substrate temperatures of 
300 °C, a broader distribution is noticeable. In some layers, the 
deformation is significantly below and above the initial state in 
parameter set one. Parameter set three, where the substrate 
work piece temperature was set to 150 °C at the center of the 
wall, shows a narrower distribution with the lowest deformation 
values, compared to the non-preheated substrate. 
 

 
Figure 2. Deformation on each layer at the center of the wall 

A similar influence was also found when examining the defor-
mation at the ends of the walls, whereby the width of the distri-
bution and the values of the change in deformation are signifi-
cantly higher.  
 
Table 2 Tempering strategies for the different samples 

Parameter set Center of the wall End of the wall 

1 - - 

2 - 150 °C 

3 - 300 °C 

4 150 °C - 

5 300 °C - 

3. Design of an asymmetric cooling  

To investigate the impact of asymmetric substrate tempering on 
the DED-LB process, a specialized device has to be engineered to 
enable the implementation of asymmetric tempering within the 
DED-LB machine. The platform should consist of individual, mod-
ular elements whose temperature can be controlled as required 
to locally control the cooling rate of the deposited structures. 
These elements are implemented in the form of cuboids. Due to 
the large number of individual elements, the substrate temper-
ature can be influenced in different local areas of the deposited 
structure. As part of the design of the asymmetric heating and 
cooling platform, the size and arrangement of these cuboid ele-
ments must be determined.  
 
3.1 Determination of the element size and arrangement 
    The size and arrangement of the cuboid elements determines 
not only the resolution of the asymmetric tempering but also the 
size and geometry of the deposited structures, which are con-
sidered in the context of further investigations. 
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A thermal simulation of the design was carried out to determine 
the size and arrangement. The design consisted of a 
180x180 mm baseplate on which cuboid elements with a height 
of 20 mm, different edge lengths and distances to each other 
were positioned. The edge length of the baseplate results from 
the requirement to achieve a system that is as compact as pos-
sible.This size limitation allows the investigation of smaller de-
posited structures in subsequent investigations, and thus re-
duces process times and powder consumption for economic rea-
sons. Three different edge length were examined for the ele-
ments in a thermal model, 20 mm, 30 mm and 50 mm. By placing 
the cubes on the baseplate, the different. When placing the cu-
bes on the given base area, the number of cubes resulted from 
the distance between the cubes. As part of the simulation, a 
square heat input was considered on a substrate plate placed on 
the cube. The temperature of the stationary heat input was 
650 °C and the duration was 1200 seconds. The temperature re-
sults from previous simulations of the DED-process, where the 
temperature of the substrate surface immediately after the heat 
input of the laser was determined. During the simulation period, 
the temperature and heat flow of the individual elements were 
recorded. In the simulation, the cuboid elements with an edge 
length of 30 mm showed the best result regarding the resolution 
of the temperature distribution and thus the local substrate 
temperature control. Furthermore, this edge length provides 
sufficient resolution for temperature control and the accommo-
dation of the heating and cooling technology. In terms of ar-
rangement, three different grids of elements were compared, 
documented in table 3.  
 
Table 3 Element arrangement 

grid distance between elements 

5x5 5 mm 

4x4 12 mm 

3x3 22.5 mm 
 

Thermal simulations with identical parameters as those used for 
determining the element size were conducted. The temperature 
and heat flux of the individual elements were recorded. In figure 
4, the temperature distribution for different numbers of grid el-
ements is shown. In the arrangement with fewer and a larger 
spacing between the elements, the temperature of the individ-
ual elements is higher, within the range of direct heat input. 
Therefore, the thermal power for the cooling and heating for 
each element is lower than for the grids with fewer elements. 
  

Additionally, a higher resolution for influencing the substrate 
temperature is achievable with a smaller distance between the 
individual elements of the grid. A higher number of tempera-
ture-controllable elements not only allows for influencing the 
heat balance in multiple distinct areas but also enables more 
flexible experimental geometries. Therefore, a grid with 5x5 el-
ements was determined for the design.  
 

 
Figure 4. Temperature distribution (a) 5x5 grid, (b) 4x4 grid, (c) 3x3 grid 

As part of additional thermal simulations, the impact of the 
thickness of the substrate plates on the measurable tempera-
tures of all individual cuboid elements within the 5x5 grid was 
investigated. For this investigation, equal parameters were ap-
plied as in the simulations before. Figure 3 shows the tempera-
ture profiles of two of these elements, the cuboid element in the 
center and the edge. In the central element, the temperature 
rises quickly to a maximum value and remains at a constant 
value. The temperature can be clearly differential depending on 
the thickness of the substrate plate. This also applies to the edge 
element, although the temperature increase is lower, and no 
constant temperature is achieved for the thicker substrate 
plates during the considered simulation period. With these sim-
ulations, the heat flux of the deposition process could be docu-
mented as a function of the position of the element, regardless 
of the substrate thickness. This enables the localized influence 
of the heat flux at these individual points. 
 

3.2 Determination of heating and cooling power 
   The thermal power required for cooling and heating the ele-
ments is determined by several factors. The thermal power 
needed for heating a single cuboid element from room temper-
ature (22 °C) to 500 °C, the set limit temperature of the experi-
ments, can be calculated by using the following assumptions. 
The thermal power required to heat an object to a certain tem-
perature can be calculated by the following formula 1, where cp 
represents the heat capacity of the used steel material, and m 
represents the mass of the element.  
 

 
Figure 3. Temperature at the center and edge cuboid element 
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Pheat = cp∙m∙
∂T

∂t
      (1) 

Pheat = 434 
J

Kg∙K
∙0.1413 kg∙

(500 °C-22 °C)

60 s 
= 488.55 W 

 
The heat loss due to thermal radiation of the surface of the ele-
ment can be calculated as follows, with formula 2 with the emis-
sivity of the surface εrad = 0.7 and the Stefan Boltzmann constant 

σ = 5.67∙10-8W/(m2K4). 
 

PRad= εRad∙σ∙A∙(T2
4-T1

4)     (2) 

PRad= 0.7∙5.67∙10-8  
W

(m2K4)
∙0.0045 m2∙ (500 °C 4-22° C4) 

PRad= 86.04 W 
 
Heat losses due to convection are calculated using formula 3, 
where h represents the heat transfer coefficient with stagnant 
ambient air, and A defines the surface of the cuboid element. 
 

Pconv=h∙A∙(T2-T1)     (3) 

Pconv = 4 
W

m2 ∙0.0045 m2∙(500 °C-22 °C)=11.162 W 

 

By adding the thermal power and the power that must be ap-
plied to compensate for the losses, a power of PHeat = 585.75 W 
is required. To compensate for thermal losses due to heat con-
duction, which were not considered in this calculation, the heat-
ing power is provided with commercially available resistance 
heating cartridges with an output of 750 W are integrated for the 
heating process. 
To determine the thermal power for the cooling operation, the 
heat flux at the center element of the platform was analyzed. 
The thinnest substrate plate shows a maximum heat flux in the 
first 200 seconds of 1.4 W/mm2. To neutralize this heat flux, the 
central element needs a cooling power of 1440 W to bring the 
element down to room temperature.  
 

3.3 Design of the asymmetric temperature control platform 
   Figure 5 shows the resulting design of the asymmetric temper-
ature control platform. The platform consists of the predeter-
mined 25 cuboid elements with an edge length of 30 mm and a 
height of 20 mm. The sectional view shows a hole for the heating 
cartridge and channels for water cooling. The individual ele-
ments are positioned on a baseplate, in which connection op-
tions for the energy and water supply are also to be integrated. 
Furthermore, thermocouples are integrated into the individual 
elements to record the thermal behavior of the process.  

 

4. Conclusion 

In this work, the design process of an asymmetric temperature 
control platform for the DED-LB process was considered. In the 

course of the development process, the basic design of the plat-
form was defined in the form of a system of modular elements, 
and the size and arrangement of the elements were determined. 
Furthermore, the required thermal performances were esti-
mated. A grid of cuboid elements with an edge length of 30 mm 
was determined for the monitoring and influencing of the local 
heat fluxes. In further steps, the construction and manufacturing 
of the developed design will take place. This work serves as the 
foundation for further investigations into asymmetric substrate 
tempering. In subsequent research, the platform will be utilized 
to investigate the effect of locally influencing the cooling rate for 
simple thin walled structures. Additionally, heating and cooling 
strategies and a temperature control system need to be devel-
oped to influence the properties of these deposited structures.  
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Abstract 
 

The titanium alloy (Ti6Al4V) exhibits lightweight, high strength, biocompatibility, thermal stability at extreme temperatures and 
corrosion resistance which makes it attractive for a wide range of industries. However, these properties contribute to its low 
machinability which is further complicated for microscale features. Additive manufacturing (AM) offers good flexibility and accuracy 
but the high thermal load generates internal pores and alters the material properties making it unsuitable for high-end applications. 
Electrochemical machining (ECM) can anodically dissolve materials independent of their hardness and preserve their properties, but 
the multiphase and passivating nature of Ti6Al4V limits its performance. Aggressive reagents or glycol-based electrolytes are needed 
for improved EC-dissolution but are harmful or have low current efficiency, respectively. Hybrid laser-ECM (LECM) was recently 
developed to circumvent these issues and improve the material processing window of ECM in aqueous neutral salt electrolytes by 
coaxially applying laser assistance simultaneously in the machining zone.  
Therefore, in this work the machining characteristics of Ti6Al4V in ECM and LECM are presented to evaluate the processing 
improvement with laser assistance in terms of removal localisation, material removal rate (M.R.R.) and surface quality (Sa). With the 
growing interest in flexible manufacturing, samples manufactured with selective laser melting (SLM) were machined along with rolled 
samples to also investigate the influence of porosity and microstructure generated by SLM on EC/Laser-EC dissolution.  
 

Keywords: Electrochemical machining (ECM), Hybrid laser-ECM (LECM), hybrid manufacturing, micromachining. 

1. Introduction  

Titanium alloys like Ti6Al4V are key industry materials with 
applications in automotive, aerospace, biomedical, etc. due to 
their lightweight, corrosion resistance, high strength, high 
hardness, biocompatibility and thermal stability at extreme 
temperatures. However, its high strength and low thermal 
conductivity create machining challenges [1], which are further 
magnified for microscale features. Additive manufacturing (AM) 
is gaining interest for net shaping Ti6Al4V parts due to its good 
flexibility and accuracy [2]. However, the high thermal loads in 
AM generate pores and change the material properties, which 
limit high-end aerospace and biomedical applications. 

Electrochemical machining (ECM) can anodically dissolve 
materials independent of their hardness in the presence of an 
electrolyte and voltage source [3]. The athermal nature of ECM 
ensures good surface integrity and preservation of material 
properties which makes it suitablefor high-end applications. 
Unfortunately, the multiphase and highly passivating nature of 
Ti6Al4V also complicates EC-dissolution in aqueous neutral salt 
electrolytes, resulting in inhomogenous dissolution [4], [5]. 
Aggressive acid and base additives are needed to overcome the 
passivation barrier which are harmful for both the users and 
machine tool. A safer approach is to use ethylene glycol-based 
electrolytes to homogenously process Ti6Al4V, since the 
absence of water mitigates  passive layer formation [6]. 
However, these electrolytes suffer from low current efficiency 
which limits their industrial scalability and the research is still on-
going. Recently, a hybrid machining approach i.e. hybrid laser-
electrochemical machining (LECM) was developed to circumvent 
the passivation and multiphase EC-dissolution challenges [7]. 

LECM can simultaneously apply the laser and ECM process 
energies at the machining zone, and the process parameters are 
controlled to avoid electrolyte boiling. Hence, the laser improves 
ECM material processing windows and capabilities by increasing 
the local current density, weakening the passive layer and 
enhancing reaction kinetics, making it promising for processing 
Ti6Al4V. Since LECM is being development for difficult-to-cut 
materials, it is necessary to evaluate its machining performance 
and process-material interactions using advanced materials 
currently facing machining challenges. 

Therefore, the processing of Ti6Al4V is investigated for the 
first time with LECM using design of experiments (DOE) 
alongside ECM towards assessing and optimising the LECM 
machining performance. Furthermore, with the growing interest 
of AM for net shaping Ti6Al4V and subsequently, postprocessing 
it to improve surface integrity [8], as-built samples prepared 
through selective laser melting (SLM) [9] were used alongside 
monolythic rolled samples. The machining characteristics of the 
material and ECM/LECM were evaluated in terms of material 
removal rate (M.R.R.), surface roughness (Sa) and removal 
localisation, to correlate the LECM processing improvement as 
well as influence of material microstructure and process 
parameters. The results indicated that material processing 
improved with LECM whereas, the SLMed samples performed 
poorly owing to internal porosities and a less reactive 
martensitic microstructure.  

2. Experimental     

The experiments were conducted on the in-house built hybrid-
LECM setup. The details of the process and experiments are 
provided in the following subsections. 
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2.1. Process principle  
 In the LECM process shown in Fig. 1, the laser and electrolyte 

flow coaxially through the tubular electrode for simultaneous 
application of the process energies in the machining zone. The 
tubular tool (1.2 mm O.D. and 0.65 mm I.D.) which has an inner 
quartz capillary serves as both the multimodal waveguide and 
ECM tool. The nanosecond (ns) pulsed green laser (532 nm) has 
the least absorption in water (α = 0.0045 /m) so, it mainly heats 
the workpiece surface. This focuses the least resistance current 
path towards the laser exit area and changes the ring shaped 
tool dependent current density distribution towards the center. 
These synergised effects lead to an increase in local current 
density which enhances transpassive dissolution, passivation 
weakening and removal localisation. The passive layer 
weakening is achieved via dissolution of material underneath 
the porous layer, which leads to layer flake-off with the 
electrolyte flow. Furthermore, the higher local current density 
with LECM provides sufficient energy to dissolve less reactive 
phases making it a promising technique for passivating 
multiphase materials like Ti6Al4V. 

Figure 1. The process scheme of LECM process. 

 
2.2. Experiments      

The experiments were performed in 20% aq. sodium nitrate 
electrolyte (112 mS/cm at 20 °C) using a multi-level factorial 
design using parameters based on preliminary experiments 
(Table 1). The other fixed parameters were: 80 μm 
interelectrode gap (IEG), 0.35 mL/s electrolyte flow rate, 10 μs 
voltage pulse width at 50% duty cycle. The parameters for the 
LECM process mode were: 25 μJ laser pulse energy, 35 ns pulse 
width, 150 kHz pulse frequency. Two channels of 4 mm length 
were machined for each parameters combination on the 
20x20x5 mm SLMed and rolled Ti6Al4V samples leading to a 
total of 48 experimental runs.  
 
Table 1. Design of experiments (DOE) with factors and levels. 

Parameter Levels Level values 

Material 2 Rolled SLMed - 

Process Mode 2 ECM LECM - 

Voltage 3 25 V 35 V 45 V 

Feed rate 2 0.03 mm/s 0.06 mm/s - 
 

The scanning electron microscopy (SEM) images of the 
microstructure of etched samples are shown in Fig. 2. The rolled 
sample exhibited equiaxed α phase with β phase at grain 

boundaries whereas, the SLMed sample had an acicular α’ 
martensitic microstructure due to rapid cooling during SLM. The 
SLMed sample had a density of 4.388 g/cm3 (99.63% of rolled 
sample) due to the process generated porosity, which was also 
verified by the 0.16% defect volume measured by a CT scan.  

After ultrasonic cleaning in deionized water for 20 mins, the 
samples were weighed on a Mettler Toledo® XS105 
microbalance to calculate the M.R.R. and the channel 
dimensions were measured using the Keyence® VHS6000 digital 
microscope. The Sa was measured using Sensofar S neox with a 
300x300 μm section area in the highest current density region 
(10x objective, L-filter 25μm, S-filter 2.5μm, ISO 16610-61). The 
DOE analysis was performed using Minitab®. Six measurements 
were performed for each experimental run. 

3. Results and discussion 

The machining characteristics on the basis of M.R.R., Sa and 
channel dimensions measurements were used to investigate the 
influence of material, process parameters and processing 
improvement with LECM. These machining characteristics are 
discussed in the following subsections using the DOE analysis 
with main effects plots (error bars are standard errors of fitted 
means) and Pareto charts of the standardized effects with 
significance level at 95% of confidence level. 
 
3.1. Material removal rate (M.R.R.)      
 

The main effects plot (Fig. 3a) indicates that the material 
processing was 6.7% slower with the SLMed sample. This can be 
attributed to the less reactive martensitic phase. However, it 
seems that it did not have a significant influence on M.R.R.      

20 μm 20 μm 

Equiaxed α phase (dark) Acicular α’ 

β  phase (bright) 

Figure 2. Microstructure of a) rolled and b) SLMed Ti6Al4V samples. 

a) b) 

Figure 3. a) Main effects plots and b) Pareto chart for M.R.R. 

a) 

b) 
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(Fig. 3b) since the material composition was the same. The 
M.R.R. increased by 25% with LECM as the laser helped in 
increasing transpassive dissolution and passivation weakening, 
which was also a significant parameter. The influence of 
increasing voltage was peculiar since M.R.R. first increased 
(40%) and then decreased (6%). The increase in M.R.R. was 
expected since a higher voltage provides more current for 
material dissolution. The M.R.R. decrease at 45 V was probably 
due to increased joule heating which led to increase in re-
passivation at the used electrolyte flow rate [10]. This heating 
was further increased during LECM at 45 V with possible boiling 
of small electrolyte packets. Feed rate was the most significant 
parameter and the M.R.R. increased by 34% with the higher feed 
rate of 0.06 mm/s. Faster scanning means that the gap is more 
clear due to less accumulation of by-products in the IEG, leading 
to improved material processing.  
 
3.2. Surface roughness (Sa) 

The machined surfaces had distinct randomly distributed 
passivated and dissolved regions (Fig. 4a,b). Sa was selected to 
estimate the influence of LECM and process parameters in 
weakening the passivation to smoothen the surface. For the case 
of surface roughness, material was the most significant 
parameter (Fig. 4d) as the SLMed sample had a 59% higher Sa 
(Fig. 4c). This was due to the inherent rough surface (6.9±0.4 μm) 
of the as-built SLMed sample which was ~8 times higher than the 
rolled sample (0.86±0.03 μm). The porosity and less reactive 
microstructure possibly also played a role. The surface quality 
improved with both LECM and increasing voltage, which was 
expected since the surface asperities level out at higher current 
densities due to improved formation of the polishing salt film. 
The Sa was less sensitive (66%) to LECM than voltage because 
the primary dissolution mechanism is still anodic dissolution in 
LECM. Laser helps improve surface quality through increase in 
local current density which weakens passivation and enhances 

uniform multiphase dissolution at a particular voltage level [7]. 
Whereas, increasing the voltage level has a larger influence as it 
significantly increases the current density which accelerates the 
polishing salt film formation. The Sa was least sensitive to feed 
rate since the relatively cleaner gap conditions at 0.06 mm/s 
may have slightly improved the uniformity of the current density 
distribution across the workpiece surface.   
 
3.3. Channel dimensions 

The channel width and depth measurements represent 
removal localisation with LECM, process parameters and sample 
material. 

The channels on rolled samples were 44% wider than SLMed 
samples at the same parameters (Fig. 5a), making material the 
most influential parameter (Fig. 5b). The passivation on the 
channel walls of the less reactive martensitic phase SLMed 
samples possibly created an overall higher resistance barrier 
which reduced lateral dissolution. The internal porosity also had 
an influence which is discussed with channel depth analysis. The 
tool feed rate and process mode had a similar degree of 
influence. At the higher feed rate the relatively uniform current 
density distribution reduces stray lateral dissolution and the less 
residence time reduces overall material removal, contributing to 
11% width decrease. With LECM, the stray lateral dissolution 
reduces (9.5%) due to the change in current density distribution 
from ring shape to the laser exit area which reduces stray 
current around the tool [7]. Additionally, since the laser is 
directed towards the depth direction, the increase in local 
current density primarily weakens the passive layer on the 
channel basal surface and wall passivation is largely unaffected, 
which helps in removal localisation. This makes LECM especially 
suitable for processing passivating materials. Interestingly, the 
channel width was least sensitive to voltage and increased (~7%) 
with voltage, since a higher voltage leads to increased stray 
current around the tool. 

Similar to channel width, the depth was most sensitive to 
material with 45% deeper channels on SLMed samples than 
rolled samples (Fig. 6). The higher channel depth and lower 
width of SLMed samples are largely influenced by the 
manufacturing process induced internal keyhole porosity. As the 
material dissolution front progresses in the depth direction, the 
surface passivation layer on the rolled sample always exists 

Figure 5. a) Main effects plots and b) Pareto chart for channel width. 

a) 

b) 

Figure 4. Machined surface (35 V and 0.06 mm/s) of a) rolled and 
b) SLMed samples. c) Main effects plots and d) Pareto chart for Sa. 
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which hinders material removal. Whereas, in the SLMed sample 
as the dissolution front proceeds, the internal pores possibly get 
exposed which reveal fresh unpassivated surfaces thatbecome 
preferential dissolution sites. These fresh surfaces on the basal 
surface promote dissolution in the depth direction due to 
incomplete surface passivation as shown in Fig. 7. LECM further 
accelerates this mechanism due to improved passivation 
weakening on the basal surface. This finding may provide the 
manufacturing community  a new approach for engineering the 
part to posses high porosity at locations that require 
postprocessing after AM to facilitate easier material removal 
and precision. Apart from this, feed rate also had a significant 
influence as the depth decreased by 39% with higher feed rate 
owing to the decreased residence time. With voltage increase to 
35 V the depth increased by 44% due to higher current density 
but decreased by 6% upon further increase to 45 V due to 
increased heating and re-passivation which are amplified by 
LECM [10]. This decrease at 45 V was also reflected in the 
decrease in M.R.R. since dissolution retardation and depth 
decrease by increased re-passivation had a larger influence than 
increase in channel width. Furthermore, LECM increased 
channel depth due to passivation weakening (Fig. 7) and removal 
localisation however, compared to other parameters its 
influence was less significant as the laser improves EC-
processing at a particular voltage level.  

 

4. Conclusion  

The machining characteristics of Ti6Al4V samples in ECM and 
LECM produced by rolling and SLM were investigated in this 
study. The different manufacturing process dependent 
microstructure has a lower influence on the removal behaviour 
governed by first principles (M.R.R.) due to the same material 
composition. However, the combined effect of microstructure 
and internal porositiy considerably affects the surface 
topography and shape morphology. The less reactive 
martensitic phase of SLMed samples decreases material removal 
and stray dissolution whereas, the internal porosities expose 
unpassivated sites on the basal surface that preferentially 
dissolve to increase channel depth. This is interesting for 
manufacturing engineers to optimise the AM part design for 
postprocessing. The synegistics effects of LECM improved 
material processing for both samples and it performed better on 
all the criteria studied as long as the adverse heating effects are 
avoided by controlling the process parameters. These aspects 
make LECM promising for machining passivating multiphase 
materials and will be explored in the future on more ‘difficult-
to-cut’ and ‘difficult-to-dissolve’ materials as means to improve 
surface integrity and machining localisation. 
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Abstract 
 
The Additive Manufacturing of hard magnetic materials, used in applications such as electrical drives, is achieved by exploiting the 
special characteristics of the Cold Spray Additive Manufacturing (CSAM) technology. This work aims to develop processing parameters 
for the Additive Manufacturing of magnets made of a neodymium-iron-boron-alloy (NdFeB). In order to enable the manufacturability 
using CSAM, a pure aluminium binder with a mass fraction of wAl;a = 25 wt. % and wAl;b = 10 wt. % was added to two different NdFeB 
powders with the particle size distributions of D50;NdFeB;a = 5 µm and D50;NdFeB;b = 22 µm. For this study, the gas pressure pg was varied 
between 4 MPa ≤ pg ≤ 6 MPa and the resulting remanence Br and coercivity Hcj were analysed. A material combination and parameter 
set for the Additive Manufacturing of magnetic material via CSAM with a magnetic remanence of Br = 414 mT and an 
intrinsic coercivity of Hcj = 854 kA/m was derived. 
 

Additive Manufacturing, Cold Spray, Electrical Drives, Magnets       

1.  Introduction  

Electrical drives play a pivotal role in steering various 
industries and the transportation sector away from 
combustion engines and fossil fuels in order to meet stricter 
environmental regulations. As a key part for rotors of 
electrical drives, magnets are responsible for 53 % of the total 
costs [1]. This is in part caused by the current manufacturing 
technologies, such as sintering, with a low shape complexity, 
expensive tooling and the need for assembly processes [2]. 
Additive Manufacturing technologies, such as CSAM enable 
the direct manufacturing of complex shapes onto rotors 
without tooling, thus increasing flexibility [3, 4]. LAMARRE AND 

BERNIER [5] showed, that CSAM can be used to produce 
magnets with good comparable magnetic properties at 
various fixed processing parameters. As a key process 
parameter for achieving layer binding, the influence of 
gas pressure pg on the magnetic properties of remanence Br 
and coercivity Hcj has yet to be investigated. 

2.  Experimental procedures  

In order to investigate the effects of the gas pressure pg on 
remanence Br and coercivity Hcj, cubic samples measuring 
5 mm x 5 mm x 5 mm were manufactured using an Impact 
Spray System 6/10 EvoCSII from IMPACT INOVATIONS GMBH, 
Rattenkirchen, Germany. Magnetic charging and 
measurement were carried out with a pulsed current 
generator in an axial coil by M-PULSE, Berlin, Germany.  

3.  Powder material  

Four powder mixtures were prepared and tested. The 
particle size distribution D50 of the individual powders was 
examined with a Camsizer X2 from MICROTRAC RETSCH GMBH, 
Haan, Germany. Figure 1 shows the fractions p3 and the 
cumulative distribution Q3 of the processed powder. 

 
Figure 1: Particle size distribution of Al and NdFeB powder 

Magnequench MQP 14-12 Isotoropic NdFeB Powders  
from MAGNEQUENCH INTERNATIONAL INC., Singapur with  
a particle size distribution of D50;NdFeB;a = 5 µm and 
D50;NdFeB;b = 22 µm were mixed with 99.7 % pure aluminium 
powder from TOYAL-EUROPE, Guyancourt, France with a 
particle size distribution of D50;Al = 30 µm in a mass fraction 
wAl;a = 25 wt. % and wAl;b = 10 wt. %.  

3.1  Processing parameters 

For this investigation, the gas pressure pg was varied while 
the gas temperature θg, nozzle distance lgun, spray angle α  
and travel speed vgun were kept constant. Table 1 shows an 
overview of the processing parameters. 
 
Table 1. Processing parameters 
 

Parameter  Value 

Gas pressure pg 40 MPa ‒ 60 MPa 

Gas temperature θg 500 °C 

Nozzle distance lgun 30 mm 

Spray angle α 90 ° 

Travel speed vgun 500 mm/s 
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4.  Experimental results  

The properties remanence Br and coercivity HcJ are key 
indicators to evaluate the performance of magnets. Figure 2 
shows the remanence Br and coercivity HcJ of the 
manufactured cubic samples for different material 
combinations and varying gas pressures pg. Firstly, it was 
established that a test specimen can be produced for each 
combination of material and gas pressure pg. Due to material 
constraints, only one sample per parameter combination was 
produced. Therefore, the determined values could not be 
checked statistically and variation of parameters was limited. 
Looking at the influences of material and gas pressure pg, it 

can be determined, that choosing the right magnetic material 
and mass fraction wAl is more important than choosing the 
right gas pressure pg when optimizing magnetic properties. 
Specifically focusing on particle size distribution D50;NdFeB, for 
an identical mass fraction wAl, the measured data shows that 
a particle size distribution D50;NdFeB;b = 22 μm yields a 
better remanence Br compared to D50,NdFeB;a = 5 μm. On the 
other hand, coercivity HcJ is improved when choosing larger 
particle size distribution D50;NdFeB. The highest combined 
values of remanence Br = 414 mT with a high coercivity of 
HcJ = 741 kA/m was achieved with a mass fraction wAl,b = 10 % 
and a particle size distribution D50,NdFeB;b = 22 µm at a 
gas pressure pg = 5 MPa. 

 
Figure 2: Remanence Br and coercivity HcJ in dependency of the gas pressure pg with respect to particle size distribution D50 and mass fraction wAl 

5.  Conclusion and outlook  

This paper shows, that it is possible to manufacture 
magnets using CSAM. It can be concluded, that a bigger 
particle size distribution D50;NdFeB and a lower mass fraction of 
aluminium wAl lead to a better remanence Br. It was also 
shown, that a higher coercivity Hcj is achieved when using a 
smaller mass fraction of aluminium wAl. The influence of the 
gas pressure pg was negligible when compared to the 
influence of the magnetic material. The best achieved 
remanence Br = 414 mT and coercivity Hcj = 854 kA/m 
translate to a relative remanence Br;rel = 50 % and a 
relative coercivity Hcj;rel = 91 % when compared to a 
conventionally sintered magnet, made from the same powder 
material. Especially an improvement of the 
relative remanence up to BR > 90 % would enable the wide 
adaption of the process for manufacturing electrical drives. 
However, due to the freedom of design and tool-free 
manufacturing of complex shapes, Cold Spray offers a 
promising solution for manufacturing permanent magnets. 
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Process:
Cold Spray Additive Manufacturing
with Impact Spray System 6/10 EvoCSII

Parameters:
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ad = 030 mm
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Process gas = Nitrogen
Binder = Aluminium

D50;NdFeB;b = 22 µm; wAl;a = 25 wt. % 
D50;NdFeB;a =   5 µm; wAl;a = 25 wt. % 
D50;NdFeB;b = 22 µm; wAl;b = 10 wt. % 
D50;NdFeB;a = 05 µm; wAl;b = 10 wt. % 
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Abstract 
 
Achieving precise control over oxidation growth has become a key bottleneck in quality control in local anodic oxidation (LAO) 
nanolithography due to the lack of effective process monitoring and feedback control approaches. In this context, this paper proposed 
and presented an in-situ current detection approach to monitor the status of oxidation growth in real-time in the LAO processes 
using highly durable conductive diamond-coated probes. Research findings indicate that the use of diamond-coated probes can 
induce controllable LAO with transient current at the microampere level and create nanostructures with heights exceeding 18 nm, 
which are notably superior to those obtained using doped silicon probes. It was also demonstrated that, within a certain range of 
voltage, the detected current could reflect the oxidation growth during the fabrication of nanolines, with the detected current 
correlating to the conductivity of the oxidised surface, indicating the extent of oxidation. It is expected that the combination with 
flexible pulse modulation will promise a flexible and simple approach to tuning oxidation growth, paving the way for the production 
of high-quality oxide lines.  
 

Atomic force microscopy, Monitoring, Nano manufacturing, Oxidation 

 

1. Introduction 

Local anodic oxidation (LAO)  nanolithography is emerging as 
a flexible and versatile nanofabrication technique [1,2] to 
advance the development of next-generation nano and 
quantum devices, such as nanopore-based single molecule 
detection devices [3], nanowire transistors [4], nanooptics [5], 
etc. Through applying a positive voltage to the substrate with 
respect to the probe in ambient or environment-controlled 
condition, LAO can create nanostructures on various materials 
with a variety of shapes [1,6,7]. Moreover, it has shown various 
advantages, including atomic-level resolution, direct surface 
patterning, high reproducibility and compatibility, and low 
environmental requirements and instrument costs [1]. However, 
as LAO is a complex electric field-assisted nano-oxidation 
process [8],  the final quality of the processed structures is 
controlled by various parameters, such as voltage amplitude and 
duration, substrate materials, environmental humidity, tip scan 
parameters, etc. Due to its open-loop nature, the lack of 
effective process monitoring and feedback control approaches 
has become a key challenge in achieving precise quality control 
in the LAO process. 

 Fundamentally, LAO is an electrochemical reaction process, 
with the oxidation growth governed by Faradaic current. Thus, 
in-situ detection of Faradaic current is a dominant factor that 
reflects the reaction status and promises to become an ideal 
indirect measurement target to create an effective process 
monitoring and feedback-controlled process [9]. In previous 
studies, current detection has been performed in combination 
with various analyses for LAO on silicon surfaces. Avouris et al. 
[10,11] measured current evolution during LAO and found it 
aligned with Faraday current calculated from the measured 
volume growth according to the electrochemical reaction: 

 𝑆𝑖 + 4ℎ+ + 2𝑂𝐻− → 𝑆𝑖𝑂2 + 2𝐻+   (1) 

noting a charge efficiency of 50%. Similarly, Ruskell et al. [12] 
associated the current observed during LAO with the reduction 
of H+ ions on the AFM probe. Dagata et al. [13,14] determined 
that the majority of current in high voltage LAO does not 
contribute to surface oxide growth. They also investigated the 
roles of ionic and electrical contributions during LAO, finding 
that contact currents were much larger than noncontact despite 
similar volumes. Martin et al. [15] simultaneously measured 
force and current versus tip-surface distance, successfully 
gauging the electrical conductivity of the water meniscus. 
Murano et al. [16] focused on the initial moments of LAO 
through measuring current during tip separation from the 
surface, which provided insights into oxide growth kinetics, the 
influence of meniscus geometry on electrical conduction, and 
the role of space charge at small tip-sample distances. 
Kuramochi et al. [17–20] achieved precise current detection at 
sub-picoampere levels by enclosing electronic components in a 
sealed unit, eliminating the effects of humidity. They monitored 
the LAO process using Faradaic current detection, noting that 
current flow starts promptly once the tip-substrate bias exceeds 
a certain threshold and decreases over time as oxidation 
progresses. Kuramochi et al. [21] also used current detection in 
carbon nanotube probe-induced LAO, demonstrating sensitivity 
for detecting thin oxides and small features, and evaluated the 
meniscus dimension during nano-oxidation through in-situ 
Faradaic current detection and edge broadening. Current 
detection was also performed for LAO on other substrates. Kim 
et al. [22] explored the reaction kinetics of LAO on Ti substrates 
using transient current data, revealing insights into space charge 
buildup and oxide morphology, and determined the optimal 
exposure time. Kuang et al. [23] studied LAO in Ti thin films, 
finding a linear relationship between protrusive oxide line 
heights, applied voltages, and tunneling currents. Perez-Okada 
et al. [24] measured the current during the LAO of GaAs and 
found that the electron transport follows the Fowler-Nordeim 
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tunnelling mechanism over a range of bias. They also studied the 
current flow, which revealed the relationships between Faradaic 
current and leakage current in LAO processs [25]. Fernandez-
Cuesta et al. [26,27] disclosed two distinct AFM-induced 
oxidation mechanisms on thin Si3N4 layers on silicon by studying 
the kinetics via electrical current detection during LAO: the 
transformation of Si3N4 to silicon oxide, and the integration of 
silicon into the base of the Si3N4 layer. Shimada et al. [28] and 
their group [29] investigated the Faradaic current during the LAO 
of NiFe thin films and Si substrates. They discovered that LAO on 
silicon consistently shows a 50% current efficiency, unaffected 
by tip scan speed, and that larger nano-oxide structures result 
from increased bias voltage. In addition, they found that NiFe 
exhibited lower current efficiency than silicon, with excess non-
oxidative current that could be minimised by insulating oxide 
layers, which also stabilised oxidation due to their hydrophilicity, 
benefiting nanostructure and nanodevice fabrication. 
Schneegans et al. [30] noted Faradaic currents were minimal 
compared to total current in the AFM probe contact-junction 
during the LAO of (TMTSF)2PF6. Faucett and Mativetsky [31] 
conducted in-situ current measurements during oxide reduction 
on graphene, revealing that the process is rate-limited, 
governed by the generation and transport of hydrogen ions. 
Martin et al. [32] monitored the current during the LAO of 
PMMA films, uncovering a local electrochemical reaction 
involving the transport of OH− ions through the PMMA. 

In addition to mechanism study, in-situ current detection 
promises the feedback current control of the LAO process, with 
potentials to achieving improvement of accuracy and 
controllability of LAO for rapid prototyping of nanoproducts or 
devices. However, this has rarely been reported in comparison 
with using current detection to reveal reaction mechanisms. 
Johannes et al. [33] developed a velocity-controlled approach 
for LAO nanolithography through adjusting translational speed 
in reaction to in-situ detected current fluctuations. This method 
successfully maintains a steady current flow at the tip-sample 
interface, proving to be effective for real-time quality control. 
Pellegrino et al. [34] used current as a feedback to perform 
voltage controlled LAO nanolithography on SrTiO3-ϭ thin films. 
They demonstated that constant current control can realise lines 
with uniform widths down to 150 nm over a total length of 
hundreds of micrometers. However, these methods were 
focusing on structures with simple shapes, limiting their 
applications in developing next-generation nanoscale products 
and devices. Constant current power supply was also used for 
LAO, in order to achieve consistent oxidation. Through this 
method, the single-electron transistor [35] and self-aligned gate 
structures [36] were fabricated. However, there have been 
relatively few studies of LAO on silicon using diamond-coated 
probes. It is not clear what effect the conductive diamond 
coating will have on oxidation growth and current characteristics 
while bringing improved wear resistance and conductivity.  

In this work, we studied the LAO experiments using conductive 
diamond probes and silicon substrates in combination with in-
situ current monitoring, aiming to reveal more insights on the 
oxidation growth and current features. We expect this study can 
provide necessary guidance to develop feedback-controlled, 
reliable, and durable LAO nanofabrication process. 

2. Methods 

LAO experiments and monitoring were performed using a 
Bruker D3100 atomic force microscope (AFM) combined with a 
pulse generator power supply (Aim-TTi TGF4042) and D22 
picoammeter. During the LAO, AFM is operated under contact 
mode with the vertical position of the cantilever kept constant 
by maintaining the same referenced setpoint. The schematic of 

LAO reaction is illustrated in Figure 1. To induce oxidation, a 
voltage signal was introduced onto the AFM, with the 
conductive probe at a negative bias to the sample substrate. The 
bias could induce the formation of highly nonuniform electric 
field between the tip and sample, further inducing a series of 
physical and chemical reactions, enabling the nanopatterning on 
the sample surface. In an atmosphere of a certain humidity, tip-
sample interface is filled with water. The applied voltage induces 
current passing through from the substrate to the probe, which 
is measured using a picoammeter. As concluded in previous 
research [25], the transient current during contact-mode LAO 
includes two different types, Faradaic current and electrical 
current (ohmic and tunnelling), while the Faradaic current is 
responsible for the electrochemical reaction within the water 
bridge and forms the oxides in the reaction region.  

The wafer used in this work has been double-side polished, 
resulting in a surface roughness (Ra) of less than 0.3 nm. Before 
performing the LAO experiment, the wafers were cleaved into 
small pieces using a diamond cutter. Then, these small-piece 
samples were cleaned by sonication in an NH4OH/H2O2/H2O 
(1:1:5) solution for 10 mins to remove surface contaminations. 
Finally, they were rinsed with deionised water and blown with a 
dry N2 gas jet. Conductive AFM probes (model CDT-CONTR) with 
a nominal tip radius between 100 and 200 nm and 
nanoroughness of 10 nm were used for the nanofabrication and 
imaging. These probes were made by silicon cantilevers with 
highly doped diamond coatings to increase the conductivity and 
wear resistance. Given the significant impact of humidity on the 
LAO process, the nanofabrication conducted in this work was 
always carried out under atmospheric conditions (20 °C) with 
relative humidity at 25–30%. To ensure precise humidity control, 
a hygrometer with an accuracy of ±1% was employed to monitor 
and maintain the desired humidity levels throughout the 
experiments. The oxide patterns were imaged right after their 
creation, and the AFM images were analysed using the Bruker 
NanoScope Analysis 1.7 software. 

 
Figure 1. Schematic of local anodic oxidation with current feedback. 

3. Results and discussions      

This experiment encompasses the fabrication of nanodots and 
nanolines, with the evaluation involving current measurement 
and topographical mapping of the resulting nanostructures. 
 
3.1 Dots 

Nanodots were generated by applying two pulses separately 
with the voltages of 8 and 9 V and the same duration of 5 s to a 
static probe in contact with the surface. This process produced 
two distinct nanodots by maintaining the probe’s position over 
targeted areas on a silicon surface. The morphology of the 
nanodots and their cross-sectional profiles are depicted in 
Figure 2 (a) and (b). The results indicate that the oxide dots have 
heights of 11.8 and 13.6 nm, respectively, significantly 
surpassing the heights of oxide dots fabricated in prior studies 
using contact conductive probes [18]. The progression of the 
transient current during LAO is illustrated in Figure 2 (c). It is 
evident that an increased pulse amplitude can promote 
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oxidation growth and augment current flow. In addition to the 
enhanced oxidation resulting from this increased current, the 
low stiffness of the cantilever may also contribute to the process 
by imposing fewer constraints on oxidation development.  

Contrary to the patterns observed by Dagata et al. [13] and 
other researchers, where current typically first reached a peak 
and then decreased over the pulse duration, the current in our 
study fluctuated between 3 and 8 µA. This current is significantly 
higher than the anticipated Faraday current, calculated based on 
experimentally measured volume growth and incorporating 
charge transfers for a standard silicon anodic reaction, as per 
Equation (1). Our measured current exceeds the calculated 
value by more than six orders of magnitude. The findings 
indicate that the majority of the measured current is electrical, 
with the Faradaic current responsible for oxidation growth, 
representing only a small portion. This could be due to the 
probe’s low resistance and the substrate’s thinness, allowing for 
a greater flow of electrical current during the LAO process. As 
shown in Figure 1, additional leakage pathways will also be 
generated, which contributes to the recorded current and 
extend beyond the Faraday current and direct tunnel current 
through the oxide layer. These observations are consistent with 
previous research [25]. 

 
Figure 2. (a) Schematic of oxide dots created by LAO. (b) Cross-sectional 
profile for two nanodots. (c) Current evolution during LAO. 

3.2 Nanolines 
Nanolines are commonly fabricated to demonstrate their 

practical use in the device development of transisters and 
sensors [4]. In our study, we applied a sequence of pulses to 
conductive diamond probes at the same scanning speed of 200 
nm/s to assess the production of oxide nanolines. These pulses 
were of uniform duration, each lasting 4 seconds.  

Implementing four pulses with amplitudes ranging from 5 to 9 
V resulted in the formation of four distinct line nanostructures, 
as depicted in Figure 3 (a). Figure 3 (b) and (c) demonstrate that 
both the height of the oxide lines and the transient current surge 
correlated with an increase in pulse amplitude from 5 to 9 V. 
Oxide lines with relatively consistent shapes were observed with 
pulse amplitudes between 5 to 7 V. Above 7 V, the oxidation 
process appeared discontinuous, exhibiting multiple peaks with 
heights fluctuating between 8 to 18 nm, as observed in Figure 3 
(d). The maximum oxide height appears to be around 18 nm, 
which is much higher than the results obtained from LAO using 
doped silicon probes. We posit that the intermittent formation 
of oxide lines stems from an unstable water meniscus, likely due 
to ununiform water film thickness at low humidity conditions. 
According to previous conclusions from experimental and 
simulation results [7,37], LAO at higher voltages can incur 
intense oxidation, leading to rapid oxide growth and 
simultaneous depletion of the water meniscus. This process can 
occur so rapidly that water diffusion fails to replenish the water 
meniscus sufficiently to maintain consistent oxidation. 
Therefore, while the tip scans, the LAO leads to intermittent 

oxide lines. In contrast, at lower voltages, severe oxidation is less 
likely to happen, allowing for a continuous oxidation process 
with an adequate consumption of water. As a result, this leads 
to the formation of oxide lines with fairly continuous shapes. 
However, the nanolines created do not seem to be straight but 
present a curved shape compared with the nanolines created by 
tapping-mode LAO [6]. The underlying reason could be the 
randomness during the lateral diffusion of oxynians during 
contact-mode LAO. The large-radius probe in contact with the 
sample increases the linewidth and at the same time, facilitates 
the oxidation growth at lateral direction, making the centre of 
oxide lines not directly underneath the tip. 

The current detected during our experiments is significantly 
higher than the Faradaic current calculated from the oxidation 
growth volume by approximately a million times. Consequently, 
we are unable to observe the expected changes in Faradaic 
current, such as peak heights corresponding to maximum 
current. Interestingly, at certain points, an inverse relationship 
was observed, where insufficient oxide growth led to higher 
current levels, as shown in Figure 3 (b). It is hypothesised that 
the current flowing through the tip depends on the height of 
oxide protrusions at the tip-sample contact region. Since LAO 
reaction can happen in a very short time scale of picoseconds, 
the detected current mainly reflects the electrical current 
passing through the reaction cell, which is mainly affected by the 
conductivity of a closed circuit. These results agree well with a 
previous study on LAO using Rh-coated probes [33], 
demonstrating that the current detection can serve as a process 
monitoring approach that reflects the difference in the oxidation 
status due to the variation in the oxidation conditions. 

 
Figure 3. (a) Schematic of oxide lines created by LAO. (b) Current 
evolution during LAO. (c) Average height profile from ‘Step’ analysis. (d) 
Cross-sectional profile along A-A’. 

4. Conclusions      

This paper details the nanofabrication outcomes and current 
monitoring used for LAO nanolithography with conductive 
diamond probes. By fabricating nanoscale dots and lines and 
monitoring transient currents, we have deepened our 
understanding of the LAO process using these probes. Notably, 
these probes can induce LAO to create oxide dots exceeding 18 
nm in height, surpassing the results achieved with doped silicon 
probes. Current measurements indicate that the transient 
current is significantly higher than expected and previously 
reported, reaching microampere levels. This suggests that the 
Faradaic current constitutes only a small fraction of the total 
current. However, the measured transient current can indicate 
the degree of oxidation, as higher currents typically occur in 
areas where oxidation is insufficient. 
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This study establishes current detection as a valuable tool for 
real-time monitoring in LAO nanolithography, offering insights 
into the reaction process as it occurs. Looking ahead, integrating 
this approach with a feedback-controlled system,  
complemented by pulse modulation, holds great potential for 
augmenting LAO’s nanofabrication capabilities, particularly in 
enhancing durability, reliability, and controllability. These 
aspects will form the cornerstone of our future research 
endeavors. 
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Abstract 
 
This study investigates the elastoplastic behaviour of additively manufactured Ti6Al4V alloy at micro and nano scale using 
nanoindentation device, imposing different indentation loads. Additionally, finite element analysis (FEA) is employed to obtain 
numerically load – displacement (P-h) curve for varying input parameters. To obtain meaningful results, comparison between 
experimental and numerical results has been performed to explore the influence of Berkovich tip radius on the load – displacement 
curve. Finally, it has been observed that FEA enables a reliable estimation of hardness and maximum indentation load at higher loads, 
exhibiting alignment with experimental curves. When lower indentation loads were used, the differences between numerically and 
experimentally determined maximum indentation loads were higher. These findings contribute to advancing the understanding of 
elastoplastic behaviour of additively manufactured Ti6Al4V alloy, when subjected to both high and low indentation loads. 
 

Nanoindentation, elastoplastic material behaviour, numerical analysis, additive manufacturing  

 

1. Introduction  

In recent years, additive manufacturing (AM) has become 
increasingly popular as it offers many benefits over conventional 
manufacturing methods. As such, understanding the 
elastoplastic behaviour at the nano and micro scale is crucial, 
particularly for small and topologically complex components 
produced with AM techniques. In these components, the 
reliable determination of the intrinsic mechanical properties is 
challenging by performing traditional tensile tests. Nevertheless, 
nanoindentation tests allow determination of material 
properties (i.e. nano-hardness and Young’s modulus) at small-
scale and on low-volume specimens that may have complex 
structures. 

It is observed that increasing the strain rate for indentation 
loads of 10 mN results in a significant reduction in the maximum 
indentation depth, thereby affecting the elastoplastic behaviour 
of the Ti6Al4V alloy produced using electron beam powder bed 
fusion process [1]. However, applying such low loads leads to 
indentation depths below 300 nm, where higher scatter in 
Young's modulus and nano-hardness for LB-PBF Ti6Al4V alloy is 
reported [2]. The elevated data scatter at such low indentation 
depths is attributed to the highly textured microstructure 
characteristic of additively manufactured Ti6Al4V alloy [3].  

Therefore, in this study, both low and high indentation depths 
are considered to increase the relevance of the results. In 
addition, the effectiveness of the employed numerical 
procedure in estimating elastoplastic response is evaluated by 
comparison with experimental results on both high and low 
indentation depths. This paper investigates the possibility of 
modelling elastoplastic behaviour under indentation load at 
micro and nanoscale of widely used additively manufactured 
Ti6Al4V alloy by applying different indentation loads.  

2. Materials and methods 

Within this research, a total of nine cubic specimens 
(10×10×10 mm3) are produced using the laser beam powder bed 
fusion (LB-PBF) method with Concept Laser M2 machine. After 

manufacturing, all specimens are annealed under argon inert 
atmosphere by maintaining temperature of 840°C for 2h. Only 
one specimen is selected to evaluate finite element method 
(FEM) applicability in modelling of elastoplastic behaviour of 
Ti6Al4V alloy subjected to different indentation loads. Selected 
specimen for experimental and numerical investigation is 
manufactured using laser power of 250 W and scanning speed 
of 1000 mm/s. Detailed description of LB-PBF process and 
annealing heat treatment can be found in [2]. 

To determine nano-hardness, it is necessary to calculate 
contact stiffness (S), which is defined as slope at the maximum 
displacement of unload part of P – h curve [4]. 

 
max

unload

h h

dP
S

dh =

=   (1) 

Furthermore, the projected area of Berkovich tip (Ap) is defined 
as follows [4]: 

 2

124 56p c c.A h C h=  +    (2) 

where hc is contact depth, and C1 is the area coefficient of the 
Berkovich tip, determined through calibration procedure. 
Contact depth can be calculated as [4]: 

 
max

c max *
P

h h
S

= −    (3) 

where hmax represents maximum displacement, Pmax maximum 
load and ε*= 0.75 is a constant for the Berkovich tip. Nano-
hardness (H) is defined as [4]: 

 max

p

P
H

A
=   (4) 

Equation (5) is used both in experimental and numerical analysis 
to determine nano-hardness values according to procedure 
described as follows. 
 

2.1. Nanoindentation experimental procedure    
Nanoindentation experiments are performed at room 

temperature utilizing a three-sided Berkovich diamond indenter 
mounted on the Nanoindenter Keysight G200. Load controlled 
mode is used and three different indentation loads (10 mN, 100 
mN and 200 mN) are considered to investigate elastoplastic 
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behaviour both at low and high indentation depths. Prior to 
nanoindentation experiments, all specimens are grinded, 
polished and etched using Kroll’s reagent.  

 

2.2. Numerical analysis      
Numerical simulations are conducted using Abaqus/Standard 

2020, with the specimen modelled in 3D, incorporating cyclic 
symmetry. A 3D model has been chosen to accurately depict the 
Berkovich tip (three-sided pyramid) and investigate the 
influence of tip and edges blunting on the results, whereas a 2D 
model only permits incorporating blunting of the tip without 
affecting the edges. Utilizing cyclic symmetry enables a 
reduction in computational time by modelling only one-third of 
the entire model. This approach resulted in a one-third model, 
enhancing computational efficiency. The Berkovich tip is treated 
as a discrete rigid entity with hard and frictionless contact with 
the specimen. The specimen model (Fig. 1), with a height of 25 
μm, and diameter of 20 μm, underwent mesh refinement near 
the indentation site and gradual coarsening in distant regions to 
balance computational efficiency and accurate representation 
of stress and strain gradients. Numerical model of the specimen 
is defined with a mesh of total 88200 eight-node linear brick 
elements (C3D8) and 93738 nodes. Young’s modulus (E) is 
determined to be 141 GPa, representing the mean value from 
Tab. 1 and the Poisson’s ratio is set to 0.33 which corresponds 
to Ti6Al4V alloy [5]. The Johnson-Cook plasticity model is used 
to model plastic hardening during indentation, with parameters 
adopted from [6], where A=997 MPa, B=746 MPa and n=0.325. 
In AM Ti6Al4V alloys, microstructural anisotropy predominantly 
influences ductility, whereas Young's modulus, yield strength, 
and tensile strength exhibit negligible directional dependence 
[7]. Additional analysis assessed the blunting effect of the 
Berkovich tip radius on the loading section of the P-h curve. 

3. Results and discussion      

In nanoindentation, indenter blunting is unavoidable. To 
mitigate this, the standard procedure involves calibration of the 
Berkovich tip using additional coefficients for the Ap calculation 
as defined by Equation (3). While this reduces errors in 
determining E and H, the impact of blunting persists in the 
elastoplastic response, particularly evident with increased 
indentation loads, as illustrated in Fig. 1.  

 

 
Figure 1. Tip radius influence on loading parts of P-h curves 
 

Increasing the tip radius from 0 to 1000 nm causes an upward 
shift in the loading regime of the P-h curve, indicating a higher 
indentation force requirement for the same displacement. The 
radius of a new and unused Berkovich tip typically ranges from 
20 to 100 nm, depending on the manufacturer. Since 
elastoplastic response for ideally sharp Berkovich tip and 
Berkovich tip with radius <100 nm is almost identical, the ideally 
sharp Berkovich tip is used in further analysis. Fig. 2 depicts 
experimentally and numerically determined P-h curves for three 
distinct indentation loads. As can be seen, there is a certain 
discrepancy between experimental and numerical results due to 
difference in Berkovich tip radius and exact Young’s modulus. 
The Berkovich tip radius in this study may fall outside the usual 
range of 20 to 100 nm, as trial measurements are performed 
before the reported measurements in this paper. This 
preliminary experimental phase might have led to the blunting 

of the Berkovich tip, thereby contributing to the observed 
disparities in the reported results. Furthermore, Young’s 
modulus value of 141 GPa is used for all three simulations, 
inducing differences particularly in the unloading part of the P-h 
curve which has elastic nature. Experimentally determined 
values in Tab. 1 are reported in form of mean value ± STD. The 
highest difference between experimentally and numerically 
determined Pmax is found when the lowest indentation loads 
were utilized, while the lowest difference was found when the 
highest indentation loads are used. Furthermore, hardness 
values determined both experimentally and numerically are 
reported in Tab. 1.  

 

 
Figure 2. Comparison between experimental and FEM P-h curves 
 

Table 1. Experimentally and numerically determined Pmax values. 
 

Test ID E, GPa Pmax-exp, mN Pmax-sim, mN Dif., % 

10 mN 130 ± 11 10 8.18  18.2 
100 mN 147 ± 13 100 90.22 9.8 
200 mN 146 ± 19 200 205.39 2.7 

Test ID Hexp, GPa COV,% Hsim, GPa Dif., % 

10 mN 4.417 ± 0.72 16.3 4.33 2 
100 mN 4.654 ± 0.65 14 4.27 8.3 
200 mN 4.038 ± 0.37 9.2 4.20 4 

As can be seen, the differences between Hexp and Hsim are 
within the range of variability considering the coefficient of 
variation (COV). In general, the microstructure of the PBF-LB 
Ti6Al4V alloy consists of α+β laths which have different 
mechanical properties. Therefore, employing higher indentation 
loads leads to increased indentation depths, incorporating a 
greater number of α+β laths and thereby reducing their 
individual effects, resulting in more robust and averaged results. 

4. Conclusions and outlook      

The application of the FEA methodology in this study enables 
reliable estimation of nano-hardness and maximum indentation 
load especially when high indentation depths were used. In that 
case maximum indentation load and hardness errors were 2.7% 
and 4%, respectively. However, at lower indentation loads, the 
presence of higher error in maximum indentation load is 
notable. Furthermore, the numerically derived P-h curve for the 
LB-PBF Ti6Al4V alloy under indentation load showed reasonable 
alignment with the experimentally determined curve further 
supporting application of proposed FEA approach. 

In future work, possibility to obtain stress-strain curves from 
the experimentally and numerically determined P-h curves for 
different indentation loads, will be investigated. 
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Abstract 
 
Additive Manufacturing (AM) represents a paradigm shift in fabrication methodologies, enabling the creation of intricate geometries 
through sequential deposition. Among AM processes, Directed Energy Deposition (DED) is a metal-based technique that is particularly 
relevant for repair and remanufacturing applications, especially for high-value components. When coupled with 5-axis CNC, DED 
offers the unique ability to construct freeform surfaces, such as those typically found in the aerospace, marine and automotive 
industries. The focus of this research is to elucidate the interdependencies between the capabilities of a DED system and the 
achievable dimensional accuracy in freeform structures. To this end, on the basis of a parametrization approach, a comprehensive 
methodology has been formulated to tailor the design of a sinusoidal freeform to the capabilities and constraints of the specific DED 
system, taking into account, for example, the deposition head configuration and the number of controlled axes. The dimensional 
accuracy of the fabricated freeform was evaluated using 3D scanning technologies. The results showed that thermal distortion could 
significantly affect the geometry and may require thermal compensation. Additionally, acceleration transients may require 
appropriate path control strategies. The findings of this study offer valuable insights for future research on the influence of critical 
process parameters and production strategies on the dimensional accuracy of freeform components by DED.  
 

3D printing, Accuracy, Manufacturing, Surface  

 

1. Introduction   

Additive manufacturing (AM) has developed significantly in 
the past decade and is increasingly being used in various 
industrial sectors due to its ability to fabricate complex 
geometries, reducing material waste and having a positive 
impact on the environment [1]. Directed Energy Deposition of 
metallic powders using a laser beam as energy source (DED-
LB/Powder) is a promising metal-based AM technology. In this 
process, the laser beam is focused on a substrate, generating a 
local heating area and a melt pool, while powder material is 
conveyed to the deposition area in an inert gas stream through 
a nozzle. The component is produced by the mutual motion of 
the laser beam and the substrate along a deposition path 
generated by computer-aided manufacturing (CAM). DED-LB is 
suitable for producing large and complex metal structures with 
high deposition rates, and for repairing and remanufacturing 
high-value components, finding broad application in the 
automotive, biomedical, and aerospace industries [2].  

DED solutions are usually 5-axis CNC systems or complex 
arrangements where the head is integrated into a robotic arm. 
The enhanced flexibility provided by multiple degrees of 
freedom allows for the adaptation of the slicing direction to the 
surface normals, overcoming the traditional 2.5-axis approach of 
powder bed systems. Multi-axis deposition represents a 
significant shift in the AM paradigm. Depositing material in 
different planes based on the variable slicing direction, and 
preventing collision between the deposition head and the 
deposited layers becomes significantly more complex. 
Therefore, advanced pre-process software support is required 
for manage the process effectively. Numerous articles in the 
literature have explored these aspects. As a starting point for 
multi-axis AM, Murtezaoglu et al. [3] emphasised the 
importance of decomposing the part geometry into discrete 
volumes, that will be deposited in sequence. Regarding the build 

order, Ramos et al. [4] proposed a strategy to determine the 
optimal slicing approach and building sequence for each 
decomposed volume. This involves solving a global optimisation 
sub-problem, which minimises the staircase effect and building 
time for each volume. The deposition of successive volumes may 
require several re-orientations of the substrate during the 
building process, and the previously deposited volumes could 
interfere with the deposition trajectories. Moreover, curved 
three-dimensional paths may result in build-up peaks where 
transition areas are present due to an increased curvature or 
reoriented axes. Another concern arises from the need to 
prevent the molten pool from spilling over the sides of the 
components [1]. To achieve this, the deposition head should be 
normal to the substrate or the previous deposited material. 
According to Xiao et al. [5], there is a shortage of automated 
process planning software that fully supports the use of 5-axis 
machine tools.  

The flexibility of DED-LB systems enables the deposition of 
support-free freeform surfaces, even those with small thickness. 
Freeform surfaces, defined as surfaces containing one or more 
non-planar non-quadratic surfaces, are generally represented by 
parametric or tessellated models. Freeform surfaces have been 
widely used in various engineering applications, such as 
aerospace, automotive and mould industry [6]. Although DED 
has been shown to be effective in fabricating complex freeform 
geometries, current research primarily focuses on process 
planning and evaluating manufacturability of specific case 
studies, making generalization difficult [7, 8].  

Exploring the boundaries of freeform manufacturing by DED, 
this investigation proposes a parametric design approach for 
freeform surfaces, wherein the surface parameters are 
adjustable based on the geometric characteristics inherent to 
the DED system. More specifically, a shaping algorithm is 
developed to design a sinusoidal freeform surface taking into 
account specific DED system constraints such as the deposition 
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head configuration, the laser beam diameter, the number and 
type of controlled axes, to identify the limit conditions to avoid 
collision. Concurrently, the accuracy of the deposited geometry 
is assessed by comparison with the nominal geometry. The 
deposited geometry is evaluated by using a structured-light 3D-
scanner. The observed deviations allow to evaluate the 
combined effect of geometry and deposition path management 
on the accuracy. 

2. Methodology      

This research presents a methodology for evaluating the 
capabilities of a generic DED system when fabricating a freeform 
surface. The freeform geometry is designed parametrically to 
conform to the geometric constraints of a generic DED system 
being investigated. 

 
2.1 Freeform design 

A surface generated by the 90° rotation around the z'-axis of 
the sinusoidal generatrix function was selected: 

z'(x') = A · sin[B · (x' + C)] + D 

where A is the amplitude, B the frequency, C the phase shift, and 
D the vertical offset. A characteristic length (L) is used to define 
the cubic box containing the surface. This length is chosen based 
on the configuration of the DED system, such as the working 
volume, kinematics, or deposition head geometry, to prevent 
interference. The kinematic configuration of the system includes 
consideration of the number and type of controlled axes, joints, 
and capabilities of the computer numerically controlled (CNC) 
interpolator. These elements collectively determine the ability 
of the system to reach designated points in space (path) by 
following a specific temporal law (trajectory) [9]. The 
coefficients A, B, C and D of the sinusoidal function are 
computed numerically as the solution of a system of four non-
linear equations. These equations constrain the starting point of 
the curve, S, at the coordinates z'S = 0, x'S = L/4, and the end point, 
E, at the coordinate x'E = L. The tangency angles at these two 
points are equal to the minimum leading angle, α, and the 
maximum trailing angle, β, respectively, as depicted in Figure 2.  

The three-dimensional surface has a biparametric (u-v) shape. 
The radii of curvature vary continuously along both the u- and v-
directions. This approach ensures a smooth transition from the 
minimum leading angle, α, to the maximum trailing angle, β, 
accommodating the full motion capabilities of the DED system 
and ensuring the integrity of the deposition process. The 
freeform geometry can be classified as open inclined wall 

according to the standard ASTM F3413-19e1 [10]. The three-
dimensional model is realized in Rhinocheros by Robert McNeel 
& Associates (Seattle, USA) and is shown in Figure 1. 

 
2.2 Programming 

A variable direction slicing strategy is adopted, which means 
that the slicing follows the surface curvature in the u- and v-
directions. Specifically, several parallel u-curves are defined by 
setting v = v0, where v0 values correspond to equally distant 
points on the v-direction based on the chosen value of slicing 
thickness. The slicing thickness is chosen based on the process 
parameters and the desired tolerance. The u-curves describe the 
path of the deposition head. At each point of the u-curves, the 
surface tangent in the v-direction determines the orientation of 
the deposition head.  

A unidirectional deposition x'E strategy is adopted to realize a 
single-track wall, with the mid-surface being the designed 
freeform surface. Furthermore, to ensure that the head axis is 
normal to the previous deposit, a key pathing constraint is 
implemented. This constraint orients the axis of the deposition 
head to the tangent to the freeform surface at all points.  

The Grasshopper module in Rhinocheros is selected to slice 
the freeform surface. The deposition program is defined in the 
Mastercam software by CNC Software, LLC (Tolland, CT, USA). A 
linear interpolation is opted due to its more general applicability 
to any geometrical shape, adopting a tolerance of 0.02 mm. This 
value is lower than the typical accuracy of a DED system and is 

  

Figure 2. Parametric sinusoidal curve (O is the inflection point). 

Table 1. Constitutive parameters of the sinusoidal function used to 
model the generatrix curve of the freeform surface. 

Sinusoid Parameter Value 

A 51.39 mm 
B 3.75 × 10−2 rad∙mm−1 
C −58.09 mm 
D 48.61 mm 

 
Table 2. Process parameters used for freeform surface deposition. 

Parameter Value 

Laser power, P  750 W 
Travel speed, v 15.63 mm·s−1 
Layer height, ΔZ 0.5 mm 
Powder mass flow rate, Qp 9.2 g·min−1 
Carrier gas flow rate, VAr 5 L·min−1 

 

 

Figure 1. Freeform geometry and datum reference system. 

414



  

small enough to ensure a smooth surface, without implying the 
definition of an excessive number of points per each layer. In 
fact, an excessive number of points used to define the path of 
the deposition could result in difficulties from the control system 
to elaborate the motion of the axes with the right timing [11]. 

 
2.3 Fabrication 

The freeform is tailored to the DED system under investigation 
and fabricated. In this study, the Laserdyne 430 by Prima 
Additive (Collegno, Italy) is used for production. It is a 5-axis DED 
system equipped with the TWA-160 roto-tilting table, by 
Tsudakoma (Kanazawa, Japan). The feedstock is a pre-alloyed 
stainless steel powder. To prevent the deposition head from 
colliding with the flat substrate, a minimum leading angle of 32° 
is required, which is achieved by tilting the table 58°. The 
kinematic configuration of the machine allows for a trailing angle 
of 0°, which is achieved by tilting the table 90°.  A characteristic 
length L equal to 100 mm is selected for the fabrication. These 
assumptions lead to the coefficients in Table 1. Process 
parameters are set according to Pilagatti et al. [12] and are listed 
in Table 2.  

 
2.4 Evaluation 

The accuracy of the deposited geometry is evaluated by means 
of a structured-light 3D-scanner. 3D scanning is often employed 
in the assessment of freeform geometries, facilitating the 
acquisition of the actual deposited surface [13]. Specifically, the 
ATOS compact system by Carl-Zeiss GOM Metrology GmbH 
(Braunschweig, Germany) is used, with a resolution of 0.02 mm. 
Later, GOM Inspect 2021 is used to evaluate the deviations [14]. 

3. Results and Discussion    

The deposition of the freeform was successfully completed 
(Figure 3). The surfaces were then 3D scanned by means of the 
ATOS compact system. The scanned geometry was then 
compared to the nominal one, which was constructed by 
offsetting the freeform surface by 1 mm on each side, taking into 
account that 2 mm is the track width at the given process 
parameters, as measured in preliminary experiments. Actual 
and nominal geometries were aligned by defining the datum 
reference system visible in Figure 1. The datum features were 
reconstructed from the scanned data using a best-fit algorithm.  
The analysis of the deviations led to the colour maps shown in 
Figure 4. Measured deviations were in the range ± 1 mm, with 
most of the occurrences being inside an even tighter interval, 
± 0.6 mm. The resulting deviations were one order of magnitude 
larger than the chordal deviation of the deposition path 
generated by the linear interpolation. This proves that the 
segmentation did not significantly affect the final deposition 
accuracy of the freeform surface.  

Overall, the deviations from the nominal geometry became 
more significant as the deposition progressed. The scanned 
geometry was found to be below the nominal one near the 
edges of the freeform surface from half height, while the 
opposite trend was observed at the centre of the freeform 
surface along its symmetry plane, where the scanned geometry 
was above the nominal one. The observed behaviour is 
consistent with the thermal evolution that occurs during the 
heating and cooling phases of the DED deposition. Especially, 
tangential compressive stresses arise from the thermal 
contraction of the material during the cooling phase. Along the 
v-direction, the deviations are localized in a middle area because 
the surface is constrained at the base to the substrate and is rigid 
at the top due to the increased curvature. Effects due to the 
acceleration/deceleration of the axes were observed near the 
edges. A peak was clearly visible at the left edge in Figure 4a, 
where deposition starts at each layer.  

Profiles of the freeform geometry were extracted at three 
different values along the u-direction to provide information 
about the profile deviation from the nominal. The values were 
taken near the edge (u = 0.1), excluding the side effect caused 
by the transient, in the middle (u = 0.5), and in an intermediate 
zone (u = 0.3). Results are shown in Figure 5. Once again, it can 
be seen that the deviation from the nominal profile is very 
limited in the lower half of the profile and comparable for the 
three sections, whereas the largest deviations are observed in 
the upper region near the edge, with the actual upper surface 
being approximately 1 mm below the nominal one.  

Finally, in assessing the quality of the achieved geometry, 
particular attention was paid to the leading and trailing edges of 
the surface. Leading and trailing angles were measured on the 
three sections. To avoid the effect of the first deposited tracks, 

 

Figure 3. Deposited freeform geometry. 

 

Figure 4. Comparison between deposited freeform surface and nominal freeform surface of the a) upper surface and b) lower surface. 
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the leading angle was measured at a distance of 3 mm along the 
v-direction from the S point. At this measurement point, the 
tangency angle is 38.2°. The combined uncertainty assessment 
also incorporated the resolution error of the measuring 
instrument [15]. The mean value of the leading angle was 
determined to be (37.9 ± 1.8)°. In this context, a bilateral t-test 
with a 5% Type I error was conducted to compare this mean 
value with the nominal value. The p-value obtained for the 
leading angle was 90%, indicating that the null hypothesis 
cannot be rejected. Similarly, the trailing angle was measured at 
(86.1 ± 1.0)° with a p-value of 6%, also above the significance 
threshold. These values are promising, suggesting that the 
measurement accuracy is within acceptable limits. 

4. Conclusions     

This work proposes a novel method for assessing the 
capabilities of a generic DED system in the production of a 
freeform geometry, combined with the evaluation of the 
freeform accuracy. The manufacturability of the freeform 
geometry was ensured by the methodology adopted, which took 
into account the physical constraints of the system under study 
in the design phase. The 5-axis programming of the deposition 
path was developed by three-dimensional slicing, to follow the 
tangent to the generatrix curve, and linear interpolation 
technique. The geometric accuracy of the deposited freeform 
surface, captured by an optical scanner, was within the typical 
capabilities of the DED-LB system. 

The availability of an evaluation method for the manufacturing 
potential of DED for freeform surfaces is particularly useful for 
industries where such geometry may be used for advanced 
applications. The proposed methodology allows for comparative 
analysis of DED systems.  While the approach is promising, its 
current application is limited to controlled experimental 
conditions. Future research should be extended to real-world 
manufacturing environments to investigate the robustness of 
the process under varying conditions. 
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Abstract 
 
Micromachining of Polymer materials is vital for different micro/nano-systems such as micro-fluidics and micro-electronics. In recent 
times, the PMMA is demonstrated to be an upright candidate for the point-of-care microfluidic devices owing to its properties such 
as higher mechanical strength with relatively lower glass transition temperature, lower cost, and biocompatibility. Microfeatures 
such as holes and channels are important parts of a microfluidic device. Machining based on the electrochemical discharges (ECDM) 
has emerged as the cost-effective and simple method with relatively lower thermal damages with smooth sidewalls. In ECDM, the EC 
discharges generated at the micro-tool tip in the aqueous alkaline-KOH electrolyte and the following high heat energy due to the 
discharges eradicates the material from PMMA by heating, evaporation followed by thermal etching. In the current work, an attempt 
has been made to explore the micro-hole formation in PMMA polymer using ECDM for the first time. Identification of the electric 
power specifications (machining current-Im, machining voltage-Vm) and process parameters (KOH electrolyte-5M level-EL, machining 
time-Tm) has been done via experimentation and succeeding micro-hole geometric characteristics (size, depth heat affected zones) 
were analysed. The erosion of micro-tool after the ECDM have also been detected. The optimal range of parameters to get 
appropriate hole quality (optimal hole size: ~0.2±0.05 mm, and machining depth: ~0.103±0.03 mm) were found to be:-V:30 ± 0.5 V, 
Im:0.42±0.02 A, EL: 1.5 mm.  
 
Keywords: PMMA, electro-chemical discharges, Polymers, micro-fluidics      

 

1. Introduction   

The need for micro structuring of electrically non-conductive 
materials utilising cost effective as well as efficient techniques 
rises from the increasing demand for micro/nano-scale 
structures and related devices in numerous fields, namely, 
microelectronics, healthcare, micro-fluidics etc. Electrically non-
conductive materials, such as glass, ceramics, and polymers, are 
widely used in various fields, such as microelectronics, 
microfluidics, biomedical engineering, and optics [1,2]. These 
devices frequently need multifaceted, complicated and accurate 
features on electrically non-conductive materials such as glass 
and polymers with high accuracy. Micro fabrication of 
electrically non-conductive materials, such as glass, ceramics, 
and polymers, is a challenging task due to their high brittleness 
and low thermal conductivity.  

Traditional methods, such as mechanical force-based milling 
or cutting, which includes high-speed rotating machining tool to 
eliminate material from the workpiece, are frequently futile as 
well as random and can consequence in less accurate as well as 
poor surface quality and micro-features dimensional 
accurateness [3]. Laser ablation and plasma-based etching are 
two well recognized methods. Laser ablation comprises using a 
high-energy laser beam to eradicate material. This technique 
gives high accuracy with ability to produce intricate geometries. 
Nevertheless, laser ablation has limits, such as inadequate 
material removal rates, exposure to thermal impairment, and 
high apparatus and maintenance related costs [4]. Plasma based 
etching can give very fine and miniaturized micro holes in 
electrically non-conductive materials. Yet, they need expensive 

equipment and complex tooling, cleanroom, lesser production 
rate and less cost-effective for minor productions [5,6].  

In recent decade, electrochemical discharge machining 
(ECDM) has arose as a capable substitute for micro machining of 
polymer and related non-conductive materials [7]. Considering 
the competence of method, there is a rising interest in 
developing low-cost methods for ECDM-based micro machining. 
ECDM method proposes a cost-effective solution for micro 
machining of non-conductive materials, with potential 
applications in various fields [8]. Most of the works in the ECDM 
deals with glass-based micromachining using various types of 
the electrolytes, different shape/size tool electrodes, as well as 
machining approaches [9,10]. Very few researchers have 
discovered the capability of ECDM for other than glass material. 
Recently few researchers tried the fabrication of microchannels 
in PDMS and PMMA material [11,12]. Though, the experimental 
analysis is constrained preliminary inspections to microchannels 
only. Thus, there is a research gap for micro-fabricating this 
PMMA polymer material for micro-holes fabrications. This 
present article focuses on study of lower cost technique i.e. 
ECDM micro machining of PMMA polymer material. The range 
of values for process parameters (machining voltage and 
current) associated with the ECDM process are recognized and 
suitable values were confirmed for PMMA material for 
fabrication of blind micro holes.  

2.  Mechanism of ECDM process 

Electro-chemical discharge machining is often understood as the 
mixture method of micro- machining that incorporates the EDM 
based process as well as the ECM based process [13]. Material 
eradicating mechanism includes thermal based melting at 
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advanced localized temperature followed by the material 
evaporation. Furthermore, the chemical etching-based removal 
also takes place as the etching nature of the KOH electrolyte. The 
basic electrochemical cell and the setup of ECDM consists of the 
three main parts, i.e. tool, KOH electrolyte, and counter 
electrode. 
 The aqueous alkaline KOH solution is used as an electrolyte the 
conducts electric charge between the tool and counter 
electrode plate when a potential difference (V) is applied across 
them. The tool electrode is provided with negative polarity from 
power supply i.e. cathode and auxiliary electrode i.e. anode, as 
positive polarity is provided here from power supply. Due to 
application of the potential difference, the hydrogen gas 
bubbles creation starts which subsequently get collected around 
the tool surface making a gas film eventually. This gas film turns 
as an insulation barricade between the tool and the surrounding 
electrolyte. After the providing potential difference past a 
critical voltage, the gas film collapse resulting into the EC 
discharge generation. The discharge delivers the adequate heat 
energy to melt as well as evaporate as well as chemically etch 
the PMMA material reserved in the close neighbourhood of the 
tool [14]. 

3. Materials and methods 

The experiments for the ECDM process carried out on an 
inhouse developed experimental set up as shown in the Fig.1. 
The main components electrochemical cell, tool fixture, and 
power supply unit. The electrochemical cell consists of the 
workpiece holder, counter electrode plate and electrolyte. The 
power supply with DC output used for all the experiments. The 
tool fixture is micro drill chuck attached vertical moving fixture. 
The details of parameters are shown in the following table 1.   
 
Table 1 Processing parameters 
 

Parameter Value/remark 

Workpiece and thickness PMMA, 1-1.5 mm 

Counter electrode Stainless steel ring with thickness 

(dia.17 cm) 

Tool immersion depth  1.5 mm 

Tool workpiece gap In contact position (~0 mm) 

Power supply voltage 0-30 V DC 

Power supply current 0-3 A 

Electrolyte type Potassium Hydroxide (KOH) 

Electrolyte concentration 5 M aqueous 

Tool electrode and tip 

diameter 

Needle tool (0.09±0.02 mm) 

Tool electrode material Stainless steel 

 

The tool -workpiece gap was kept as zero i.e. in contact position 
using a slip gauge of known thickness. The micro features 
obtained after the experimentations were characterized using 
the optical microscope (leica Inc.) to obtain the micro dimple size 
as well as the heat affected zone. The developed experimental 
set up as well as the tool electrodes optical image are illustrated 
in the following figure 1. 
 
 

 
 

Figure 1. Experimental set up with all accessories and tool electrode 
 

The circularity is measured as the ratio of the minimum to 
maximum micro-hole diameters whereas the HAZ was 
quantified by measuring the linear dimension of the thermally 
influenced areas at the peripheries of eopening end of the micro 
holes. The selected material for the analysis i.e. soda lime glass 
and PMMA have following important material properties as 
mentioned in the Table 2. 

 
Table 2 Properties of the material and tool electrode   

 
Properties/composition PMMA Stainless steel 

Melting point (° C) 160 ~1500 

Electrical resistivity (Ω.m) 2×1015 6.9×10−7 

4. Results and Discussions      

In ECDM, the application of the sufficient voltage (>2-3 V) is 
allowed between the smaller tool electrode which is a cathode 
terminal and the larger counter ring electrode which anode 
terminal in an electrochemical cell, the electrolysis action of 
aqueous potassium hydroxide-KOH electrolyte happens. This 
results in generation of the gas bubbles of hydrogen (H2) at 
cathode terminal and of oxygen(O2) at anode terminal, 
respectively. At cathode H2 gas bubble generation rate is very 
high as the current density is larger. Further increment in the 
voltage results into merger of gas bubble forming envelope of 
gas film around the tool electrode separating it from nearby 
electrolyte. This gas film layer is broken when voltage is elevated 
(> 24 V) and electrochemical discharges are produced. EC 
discharges generate heat energy which helps in material 
removal from the PMMA workpiece. The Critical point (~24 V) 
shown in the I-V curve is a point of highest value of the current 
is seen during the process and past which EC discharges are 
generated. 
The identification of suitable machining voltage (Va) and 
corresponding mean discharge current (Id) in the EC discharge 
zone is important in order to get the precise micro-hole. Initially 
the machining voltage of 26 V i.e. VC+2 was used for formation 
of the micro-holes. Further, the machining voltage was varied 
with increase of 2 V. The Current-time (I-t) graphs are analysed 
first and are shown in the Fig. 2.  
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Figure 2. EC discharge behaviour different machining voltage 

 

 
 
 
Figure 3. Machined micro-hole in the PMMA at different voltages (a) 26 
V, (b) 30 V 
 
Here, current values over the time step of 1 ms are recorded and 
it indicates the behaviour and trend of EC discharges as these 
parameters can influence as well as impact the micro-holes 
quality. EC discharges with higher uniformity and stability are 
essential to get circular, less thermally damaged micro holes 
with higher depths. I-t graphs were recorded and plotted by 
measuring the current values using multi-meter during the 
process. In case of 26 V machining voltage, the current spikes 
higher than Id of 0.33±0.02 A were measured as electrolysis 
current where sporadic gas film or incomplete merger of gas 
bubbles may be happening. When the Va was augmented to 30 
V i.e. Vc+6 and the Id was recorded to be 0.42 ±0.02. Here, the 
current peaks are also steady and unvarying with no sporadic 
electrolysis current value. This clearly indicates appropriate 
collapse of H2 gas film and generation of even uniform 
discharges. 
 
 
 

 
 
Figure 4. Tool electrode condition before and after machining 
 
 
 As can be seen from the Fig. 3(a), the micro hole at the voltage 
of 26 V which is Vc+2, has lesser circularity (0.83±0.05 ) and hole 
diameter with higher standard deviation (225 ±8 µm). The HAZ 
can be seen as non- uniform in nature having the higher value of 
45 ±10 µm. The measured depth was 82 ±10 µm which is less 
due to the lesser depth of penetration due to non-uniform EC 
discharges. The micro hole with application of 30 V found to be 
having lesser HAZ (23 ±3 µm) and good circularity (0.96±0.01) as 
shown in the Fig. 3(b) 
 In case of 30 V highly consistent  and uniform EC discharges 
occurred due to  proper and complete collapse of gas film 
enveloped around tool electrode which resulted into 
appropriate circular holes with lesser standard deviation (size: 
201±2 µm). Here, the measured depth is higher (102±1 µm) than 
the previous case due to higher penetration depth due to 
concentrated heat energy as a result of the uniform EC 
discharges with higher stability. 
Next, to analyse effect of tool condition on the EC discharge 
behaviour and micro-hole features, new and used tools were 
recorded for the same applied voltage of 30 V. Fig. 4(a, b) shows 
the surface profiles for the fresh and used In case of used tool, 
where the tool was subjected to machining for a total time 
duration of 5 minutes, the EC discharges are observed to be 
unstable with intermittent electrolysis current peaks indicating 
intermittent gas films formation and its due to the fact that the 
used tool electrode surface was observed to be eroded and 
machining debris deposition which led to non-uniformity and 
irregularity in the machined depth. The possible remedies for 
reduction in tool wear will be the use of sidewall coating of non-
conductive nature which may result in the reduction of stray EC 
discharges from the sidewall. Moreover, providing the tool 
vibration mat possibly reduces the tool erosion. 

4. Conclusions       

The ECDM process capability to machine the micro-holes in 
PMMA is demonstrated successfully. The major parameter i.e. 
machining voltage and its effect on EC discharges and 
subsequent micro hole quality has been studied The machining 
voltage desirable for the suitable machining quality with 
unvarying EC discharges should be 4-6 V higher than the critical 
voltage. The optimal hole quality with higher circularity, higher 
depth as well as lower HAZ obtained when suitably high voltage 
of 30 V is applied. The lesser values of voltage (26 V) which 
indicates the region of instability leads to uneven as well as non-
uniform EC discharges, which resulted into high deviations into 
hole size, HAZ and lesser depths. The EC discharge quality also 
degrades in case of the used tool with poor surface quality. 
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Abstract 
 
Additive manufacturing technologies open up new possibilities for the production of highly complex and geometrically flexible 
components. The reduction of material accumulations and single parts as well as the integration of lattice and numerically simulated 
structures enable a type of lightweight construction that is unattainable with conventional manufacturing processes. Furthermore, 
the integration of inserts during the process enables local reinforcement. Therefore, additive manufacturing processes are already 
being used in aerospace technology, the automotive sector and in mold and die making industry. In addition, Fused Filament 
Fabrication (FFF) enables the integration of continuous fiber-reinforcement into components made of carbon short fiber-reinforced 
polyamide. This technology provides mechanical strength properties that allow the substitution of aluminum. In this study, the 
possibilities resulting from these process properties were investigated for the manufacturing of diamond cutting tools. For this 
purpose, different flycutter geometries were developed to be manufactured by dual fiber-reinforced FFF. The geometries were 
evaluated regarding their suitability for the application in ultra-precision machining. A finite element analysis was carried out to 
analyze the deformation of a suited fly cutter geometry during use in dependence of the integrated content of continuous fiber. A 
reduced displacement for continuous fiber-reinforcement parts could be demonstrated which implies a higher stiffness due to the 
reinforcement superposition. Furthermore, eigenfrequency calculations showed that a higher content of fiber-reinforcement results 
in an improved deflection of the vibrations during use. These findings provide a basis for future research in the field of FFF-based 
manufacturing of diamond cutting tools. This offers the opportunity to adapt them more easily to individual requirements and 
enables a more cost-effective tool production with shorter iteration cycles. 
 

Keywords: fiber-reinforcement Fused Filament Fabrication, FEM simulation, ultra-precision machining tools    

1. Introduction 
 

Additive manufacturing (AM) enables the implementation 
of complex structures, short lead times and the economical 
production of small batch sizes. Due to these properties AM 
technologies have become established in an increasing 
number of areas like aerospace technology, the automotive 
sector as well as production technology including tool and 
mold making [1]. In this sector, AM has been used primarily 
for the production of casting molds [2]. Novel advances in AM 
open up new potentials to build lightweight and stiff tools for 
ultra-precision machining by implementing numerically 
simulated geometries and integrating superimposed 
fiber-reinforcement during the manufacturing process. The 
AM-technology Fused Filament Fabrication (FFF) enables the 
integration of continuous fiber-reinforcement during the 
manufacturing process. During the build job a continuous 
fiber coated in fusible resin is placed between the layers of 
the component by a second nozzle. A carbon short fiber-
reinforced polyamide serves as matrix material which leads to 
a superposition of continuous and short fiber-reinforcement. 
This process facilitates the production of extremely 
lightweight components with high rigidity and strength 
through the integration of complex structural elements and 
undercuts [3]. This potential can be increased by using 
numerical simulations to develop complex geometries that 
allow a reduction in material while maintaining a high rigidity 
of the component [4, 5]. 

 
 

2. Experimental setup 
 

2.1. Development of the tool geometry 
To investigate the potentials dual fiber-reinforced FFF 

opens up for ultra-precision machining, four different tool 
geometries of a flycutter were developed considering the 
manufacturing guidelines for FFF. Reinforcement and cross 
brace structures resulting from topology optimization 
analysis were implemented into the tool geometries in order 
to reduce material while keeping the stiffness at a maximum 
to fulfill the requirements for ultra-precision machining tools. 
To analyze the response of the geometries to mechanical 
loads, Finite Element Method (FEM) simulations were carried 
out. All numerical simulations were carried out using the 
software INSPIRE by ALTAIR, Troy, United States.  

The developed tools were to be mounted on an ultra-
precision spindle, the tool dimensions were set accordingly. 
Two different shaft-hub connection concepts were examined 
for the assembly. All developed geometries were designed in 
the CAD software NX by SIEMENS DIGITAL INDUSTRIES SOFTWARE, 
Plano, USA. To analyze the printability of the tool geometries 
they were manufactured on an ONYX PRO FFF-printer by 
MARKFORGED INC., Waltham, United States, using carbon 
short fiber-reinforced polyamide (PA 66) with an embedded 
continuous glass fiber, both by MARKFORGED INC., Waltham, 
United States. All components were printed with an infill 
density of di = 100 % and a layer thickness of dl = 0.1 mm. The 
most suitable geometry was identified on the basis of the 
results of the numerical simulations and the feasibility for FFF 
manufacturing, taking into account the impact on the 
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ultra-precision machining process. Therefore, the factors of 
balancing, weight, manufacturing effort, ease of mounting, 
material and machining volume were considered within the 
scope of a utility value analysis. 

 
2.2. Numerical analysis  

To investigate the mechanical behavior, the tool geometry 
was subjected to a mechanical analysis using finite element 
analysis (FEM). This includes the calculation of the of the 

expected displacement under load as well as the 
determination of the eigenfrequencies. To consider the 
influence of continuous fiber-reinforcement simulations with 
and without glass fiber-reinforcement were carried out. For 
each simulation a cutting force of Fc = 10 N was applied, a 
minimum element size of Ae,min = 0.1 mm and an average 
element size of Ae = 0.5 mm was used for the calculation. The 
resulting displacement and eigenfrequencies of the 
simulations are shown in figure 1.

 
Figure 1. Results of the numerical analysis of the flycutter with integrated continuous fiber-reinforcement; a) displacement; b) eigenfrequencies  
 

At applied load, the simulation showed a significantly 
greater maximum displacement of ΔLmax = 9.5 µm for the tool 
without continuous glass fiber-reinforcement. Under the 
same conditions, a maximum displacement of ΔLmax = 2.6 µm 
resulted for the continuous fiber-reinforced components.  
For these components eigenfrequency simulations also  
resulted in improved deflection of the vibrations during  
use compared to simulations not considering continuous  
glass fiber-reinforcement. Figure 2 shows the additively 
manufactured flycutter in a process environment.  

 
Figure 2. Additively manufactured flycutter  

mounted to the spindle of the ultra-precision machine tool 

 
3. Conclusion 
 
The findings of this ongoing research show the potential 
additive manufacturing holds for a more cost-effective tools 
production in ultra-precision machining. With the develop-
ment of a tool geometry optimized for fiber-reinforced FFF a 
basis for a lightweight and rigid flycutter geometry could be 
introduced. The simulations demonstrated the potential of 
superimposed fiber-reinforcement in additively manu-
factured components and provided new approaches for the 

further development of tool geometries. Compared to 
conventionally manufactured flycutters, significant material 
savings and the possibility of implementing complex 
geometries with local reinforcement were demonstrated. 
This results in the possibility of adapting tools for ultra-
precision machining to individual requirements faster and 
more easily. The choice of materials and the optimized 
geometry make it possible to manufacture these tools more 
cost-effectively and with shorter iteration cycles. Due to the 
vibrations and deflections that occur during machining, a 
reduction in surface quality and changes in the effective rake 
angle γ0 are to be expected. These challenges need to be 
addressed in future research. 
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Abstract 
 
Hybrid additive manufacturing is becoming increasingly important in the field of additive manufacturing. Hybrid approaches combine 
at least two different manufacturing processes. The focus of this work is the build-up of geometries onto conventionally 
manufactured parts using Powder Bed Fusion with Laser Beam of Metals (PBF-LB/M). The hybrid build-up requires a precise position 
detection system inside the PBF-LB/M machines to determine the exact position of the existing component. For this purpose, high-
resolution camera systems can be utilized. However, the use of a camera system is associated with several challenges. The captured 
images are subject to various distortions of the optical path. Due to these distortions, it is not possible to use the images for 
measurements and, therefore, it is not possible to calculate the positions of objects. In this study a homography matrix is calculated 
to correct keystone distortion in the images. Different calibration patterns have been tested for the calculation of the homography 
matrix. The influence of the number of calibration points on the precision of position detection of objects is determined. Furthermore, 
the influence of an additional camera calibration by using ChArUco boards is evaluated. The result is a camera calibration workflow 
with associated calibration pattern for a precise position detection of parts inside PBF-LB/M machines allowing a hybrid build-up with 
minimum physical offset between base component and build-up. 
 

Keywords: Additive manufacturing, hybrid build-up, position detection, camera calibration 

 

1. Introduction 

One possible application of hybrid additive manufacturing 
(AM) is the build-up of geometries onto existing 
components [1,2]. Powder bed usion of metals utilizing a laser 
beam (PBF-LB/M) can be used to achieve a precise build-up with 
minimal offset between the component and the AM structure to 
avoid subsequent machining. Standard PBF-LB/M machines are 
not designed to build-up onto existing components. For this 
reason, the position of the mounted component has to be 
determined with high accuracy and precision. A high resolution 
camera system can be used to achieve this [3]. 

Images acquired by camera systems are subject to different 
levels of distortion. Lens distortion is primarily caused by the 
inherent imperfections in the design and manufacturing of 
camera lenses. This type of distortion manifests as either barrel 
distortion, where straight lines appear curved outward, or 
pincushion distortion, where straight lines seem to curve inward 
[4]. It can be corrected utilizing a camera matrix, which can be 
calculated by using ChArUco boards [5]. CharUco boards 
combine the traditional chessboard pattern with binary matrix 
markers, similar to QR codes, called ArUco markers, thereby 
improving calibration accuracy and robustness for calculation of 
the camera matrix. The position of the camera is off-axis to the 
component whose position has to be detected, resulting in a 
keystone distortion in the image. This type of distortion 
manifests that straight parrallel lines in real world converge or 
diverge on the projection displayed in the image. A homography 
matrix can be utilized to correct this distortion and transform the 
component position into the machine coordinate system [3,6]. 
In this paper, the influence of the number of calibration points 

for the calculation of the homography matrix is determined. 
Subsequently, the influence of a simultaneous correction of the 
lens distortion correction by using ChArUco boards is analyzed. 

2. Experimental Setup 

The setup for position detection is integrated in the 
commercial PBF-LB/M machine SLM 280 HL,  SLM SOLUTIONS 

GROUP AG, GERMANY. The high resolution camera is a 
monochrome VLXT-650M.I, BAUMER HOLDING AG, SWITZERLAND with 
a resolution of 65.4 MPixel in combination with the modular lens 
system APO-COMPONON 4.5/90, JOS. SCHNEIDER OPTISCHE WERKE 

GMBH, GERMANY with a focal length of 90 mm. The camera is 
mounted outside the build chamber by using a tilt-shift-adapter 
to avoid vignetting effect. This setup results in a field of view 
(FOV) of approx. 160 x 120 mm² and an idealised spatial 
resolution of 17.2 µm/pixel [7]. The experimental setup is shown 
in Figure 1. 

 
Figure 1. Experimental setup in SLM 280HL [7] 
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3. Accuracy and precision of calibration method 

3.1. Influence of homography matrix 
The calculation of a homography matrix is required to 

compensate keystone distortion in perspective distorted 
images. It is calculated by superimposing real source and ideal 
target points. The calibration points are generated by engraving 
reference markers on a black calibration plate with the laser of 
the PBF-LB/M machine. For calculation of the homography 
matrix, four different patterns with 5, 25, 169 and 529 reference 
markers are engraved by the laser. The calibration points are 
arranged symmetrically around a center point. This results in a 
grid of reference points with constant pitch between the points. 
The calibration pattern with 25 reference points is shown as an 
example in Figure 2. With respect to the 160 x 120 mm² FOV, the 
marker size is reduced with increasing number of reference 
points. 

 

 
Figure 2. Exemplary image of 25 reference markers calibration pattern 
with detected marker positions 

The coordinates of these ideal points, representing the target 
points, are known from the CAM system. After engraving the 
calibration patterns, an image of each pattern is captured by the 
camera. The real positions of the reference markers on the 
calibration plate can vary due to systematic errors of the PBF-
LB/M process [8]. By directly detecting the reference markers 
positions in the images, these errors are considered for 
calculation of the homography matrix. To detect the position of 
the reference markers, the images are first binarised using a 
global threshold. After detecting the marker contours using the 
border following algorithm, the centroid of the markers are 
determined by the first order image moments [3,9]. These 
identified positions serve as the pivotal source points essential 
for the calculation of the homography matrices. In the proposed 
method, the determination of the target points is based on the 
positional data of the source points. First, the distances between 
all the source points are determined seperately along the x- and 
y-direction. It is known from the CAM system that the distances 
between points are equal. Consequently, the minimum distance 
value from these calculations is used to calculate new 
corresponding points, starting from the center point of the 
calibration pattern. A schematic representation of the calculated 
target points using the example of 25 source points is shown in 
Figure 3. These new corresponding points are the target points 
essential for the calculation of the homography matrix. By 
superimposing the determined source points with the calculated 
target points, the homography matrices for all calibration 
patterns are calculated. 

The influence of the different perspective corrections on the 
precision and accuracy of the position detection is then 
determined. For this, a distinct test pattern is engraved onto 
calibration plates utilizing the laser. Different geometries are 
engraved to ensure variation in the appearance of the shape in 
the camera image. A total of seven geometric shapes were 

engraved three times each at different positions on the 
calibration plate. The design and layout of the test pattern is 
shown in Figure 4. 

 

 
Figure 3. Schematic of target point calculation with highlighted center 
point a) determined source points from camera images; b) calculated 
target points based on minimum reference marker distance 

 
Figure 4. Contrast enhanced image of test pattern 

In total the test pattern is engraved 12 times and images are 
captured. With the 21 geometrical shapes on each plate this 
results in 252 reference positions for validation of the influence 
of the number of calibration points to the accuracy and precision 
of position detection. The keystone distortion in the acquired 
images is successively corrected using the different homography 
matrices H5, H25, H169 and H529, where the indeces correspond to 
the number of calibration points. From each perspective 
corrected image, the positions of the objects are determined 
using the workflow described above. The deviations between 
the ideal positions derived from the CAD system and the 
determined positions are calculated. The deviation is calculated 
separately for the x- and y-direction. The results are shown in 
Figure 5. 

It is observed that the dispersion of values along the y-axis is 
more pronounced compared to the x-axis. Furthermore, an 
increase in the number of calibration points is associated with a 
larger deviation from the ideal values. Notably, more calibration 
points also results in a shift of the deviations towards the 
negative x-direction. This is evidenced from the accuracy of the 
mean values, which otherwise indicate a systematic offset. The 
reason for this can be found in small installation inaccuracies of 
the camera, which cause a stronger perspective in the negative 
x-direction, which is amplified by additional calibration points. 

The descriptive statistics, shown in Figure 5, confirm the 
observations made. The standard deviations for all perspective 
corrections are within a similar range. This indicates a similar 
level of precision across the various rectifications of keystone 
distortion. Notably, the standard deviation in the y-direction is 
at least twice as large as that in the x-direction. As Figure 1 
illustrates the machine setup, it can be seen that the camera is 
aligned centrally in the x-direction. To capture relevant areas of 
the build platform, the camera is tilted around the x-axis. This 
leads to a more pronounced perspective distortion in the y-
direction, resulting in a larger residual deviation after keystone 
correction. This is reflected in the higher standard deviation 
observed in the y-direction. 
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Figure 5. Deviation and scatter of values for keystone correction using 
different homography matrices (outlier corrected) 

The smallest deviations from the mean values to the ideal 
values can be observed by correction of the keystone distortion 
using the homography matrix H5. The deviation is - 0.0052 mm 
in the x-direction and - 0.0038 mm in the y-direction. The result 
indicates, that a higher number of calibration points is 
associated with a less accurate compensation of keystone 
distortion. To support this hypothesis, statistical significance 
was assessed via p-values, and effect sizes were quantified using 
     ’s     s             Table 1, both the x-direction and y-
direction exhibit low p-values with a significane level below 0.05, 
stating a statistically significant difference in perspective 
correction accuracy between H5 and the other corrections, with 
                  s z           y      ’s       s         s     
hypothesis that a greater number of calibration points results in 
reduced precision in correcting keystone distortion. 

 
Table 1 Statistical significance of the observed deviations (p-value) and 
       s z  (     ’s   . 

      ’s  X p-valueX      ’s  Y p-valueY 

H5 to H25 0,3327 2.09e-04 -0,22275 1.27e-02 

H5 to H169 0,3845 1.91e-05 -0,29935 8.38e-04 

H5 to H529 0,9545 2.92e-24 -0,27232 2.36e-03 

 
One possible reason for this is that increasing the number of 

calibration points leads to overfitting the perspective distortion 
in one plane. In addition, the size of the reference markers 
becomes smaller as their number increases, making them more 
susceptible to errors during image processing. These errors 
compromise the accuracy of position detection via image 
moments, leading to incorrect estimations of the minimum 
distance between source points. Therefore, the target point grid 
is inaccurately determined (see Figure 3), which eventually 
affects the calculation of the homography matrix. 

The results indicate that utilizing 5 reference points for 
perspective correction significantly enhances accuracy. 
Therefore, it can be concluded that rectification utilizing a 
homography matrix calculated from 5 calibration points is 
sufficient.  
 
3.2. Influence of camera matrix 

Additional lens distortion correction can improve the 
accuracy, precision and robustness of the camera calibration 
process [10, 11]. Lens distortion can be corrected by calculating 
the camera intrinsic parameters, summarised in the camera 
matrix C. To calculate the camera matrix, it is necessary to have 
reference images of a known object. ChArUco boards can be 
used for this purpose [5]. For accurate computation of the 

camera matrix, a dataset of 30 images featuring a ChArUco 
board is captured, with a focus on ensuring a high variability in 
the orientations of the ChArUco board within these images. This 
data set is used to calculate the camera matrix C0. 

The influence of simultaneously correcting lens distortion and 
perspective distortion is validated using the same set of 12 
images featuring the test pattern with 21 geometric shapes. 
Lens distortion and keystone distortion are corrected in the 
images. The positions of the test objects are then determined 
using the workflow described above. The deviations between 
the ideal positions derived from the CAD system and the 
determined positions are calculated. The deviations are 
calculated separately for the x-and y-directions. For reference, 
the results of correcting only keystone distortion by H5 are 
shown. The result is shown in Figure 6. 
 

 
Figure 6. Deviation between ideal and determined positions after 
different distortion corrections 

In the initial test, lens distortion is corrected by C0, followed by 
keystone distortion using H5. Compared to the reference, a 
significant increase in both mean values and standard deviations 
is observed. This may be due to the fact that the homography 
matrix H5 is calculated from an image subject to lens distortion. 
Consequently, the projective transformation between the 
source points and target points does not align correctly, 
resulting in an inaccurate calculation of the homography matrix. 
Such miscalculation leads to larger deviations and increased 
scatter from the nominal values. For this reason, the lens 
distortion is corrected in the input image before calculating the 
homography matrix, resulting in the new matrix H5; C0. The lens 
distortion in the 12 test images is then corrected by C0, followed 
by compensation of the keystone distortion using H5; C0. This 
approach improves accuracy and precision, but it does not reach 
the accuracy level of corrections using H5 alone. A potential 
reason for this is that the corner points of the ChAruCo boards 
in set of 30 images are not recognized with sufficient accuracy, 
leading to inaccuracies when calculating the camera matrix. 

To minimize inaccuracies in detecting ChArUco boards, various 
methods for refining the detection of corner locations within the 
ArUco marker are examined. The different methods subpix, 
contour and AprilTag from the OpenCV library are applied for 
corner refinement [12, 13]. The subpix method is refining the 
corner locations with subpixel accuracy. The contour method is 
fitting lines to the detected contour points. The AprilTag method 
is using the improved AprilTag 2 decetion algorithm [12,13]. 
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Based on the refined detection of the ChArUco boards, the three 
new camera matrices C1 for subpix refinement, C2 for corner 
refinement and C3 for AprilTag refinement are calculated. These 
matrices are then utilized to correct the lens distortion in the 
input images for calculation of the new homography matrices 
subpix (H5; C1), corner (H5; C2) and AprilTag (H5; C3). For evaluation, 
the lens distortion in the 12 test images is corrected using the 
new camera matrices, followed by the correction of keystone 
distortion using the new homography matrices.  

With the subpix refinement, the standard deviation of the 
values can be reduced compared to the results of no correction. 
The accuracy in the x-direction decreases, while the accuracy in 
the y-direction increases. The results can not be further 
improved by the method contour refinement. An improvement 
in accuracy can be achieved using the AprilTag refinement. 
Compared to the other refinements, the deviations are reduced 
in both the x- and y-direction. The standard deviation in the y-
direction can be improved, while the standard deviation in the 
x-direction increases slightly. The reason for the improvement of 
the AprilTag method is that 12 more ArUco markers are detected 
in the images due to the corner refinement. As a result, the 
accuracy of lens distortion correction can be increased. 

Compared to the H5 reference method, which only corrects 
keystone distortion, the precision in the x-direction improves 
from - 0.0051 mm to - 0.0012 mm. In the y-direction, the 
AprilTag method, with an mean value of 0.0286, is about 7 times 
lagerer than the H5 reference. There is also a slight increase in 
the standard deviation. In all cases, the deviation of the mean 
values can only be improved in one direction. Simultaneous 
enhancement of both the x- and y-directions, in terms of mean 
values and standard deviations, cannot be attained through 
additional correction of lens distortion. One potential reason for 
this is the accuracy of the ChArUco board, which was printed at 
a resolution of 1200 dpi using a laser printer, equivalent to a dot 
resolution of approx. 0.0212 mm. Consequently, the inherent 
error margin in the ChArUco board exceeds the spatial 
resolution of the camera system. These inherent errors lead to 
an inaccurate calculation of the camera matrix. Given the wide 
variability in the 30 images used for the camera matrix 
calculation, these inaccuracies impact all directions. Hence, no 
consistent improvement trend is observed in both the x-
direction and y-direction simultaneously. 

4.  Conclusion 

In this paper, the influence of different distortion corrections 
in images on the accuracy and precision of position detection for 
the hybrid build-up using PBF-LB/M is investigated. An imprecise 
calibration of the camera can lead to errors in detecting objects 
within the process chamber of the PBF-LB/M machine. It is 
important to keep this error as small as possible to ensure the 
smallest possible offset between the component and the AM 
structure. Large offsets can be particularly disadvantageous 
when building fine structures, for which the PBF-LB/M process is 
particularly advantageous. Depending on the size of the 
structures built, even small offsets can lead to waste or 
compromise process stability. Additionally, reworking internal 
surfaces or cavities of hybrid parts may be difficult or not 
possible. For components with internal cooling channels, an 
offset may reduce the flow quality of the coolant, which could 
compromise its intended purpose. 

The influence of correction of keystone distortion is analyzed 
using calibration patterns with 5, 25, 169 and 529 reference 
markers. These markers were engraved on calibration plates 
using the laser of the PBF-LB/M machine. The positions of the 
reference markers were detected through image processing to 
calculate the homography matrices. The accuracy and precision 

of perspective correction on the position detection of objects is 
evaluated by validating them using 12 test images. The best 
results are found with the calibration of 5 reference points. One 
possible reason for this could be that the reference markers 
become smaller as their number increases, making them more 
susceptible to errors during image processing. This leads to an 
incorrect calculation of the homography matrix. 

The effect of additional calibration for lens distortion is also 
examined. The camera matrix is derived from 30 images of a 
ChArUco board. The accuracy and precision of position detection 
are evaluated using the same set of 12 test images, where lens 
distortion is corrected first, followed by keystone distortion 
correction. The calibration of lens distortion did not result in 
significant improvement compared to correcting keystone 
distortion alone. This might be attributed to the inherent errors 
in the ChArUco board used for calibration, leading to a flawed 
camera matrix calculation for lens distortion correction.  

The high-performance APO-COMPONON 4.5/90 lens used 
exhibits very low lens distortion, particularly in the center of the 
image, which is the region of interest. Additional correction of 
lens distortion does not significantly improve the already 
minimal distortion in this area. Although a slight improvement 
in accuracy in the x-direction can be achieved by the additional 
correction of lens distortion using the AprilTag method, the 
correction from the perspective with 5 reference points is 
considered to be sufficient. 

The transfer of camera calibration to the hybrid build-up of 
real components has been demonstrated on single 
demonstrator geometries [3,7] and will be the subject of future 
investigations on a larger scale. 
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Abstract 
 
Additive manufacturing is used in many areas of production, due to the increasing technological development of manufacturing 
processes. The technology provides a high degree of freedom concerning the design and manufacturing of complex and detailed 
structures. The level of dimensional accuracy is essential to ensure that inserts can be embedded with the correct tolerances and 
joints maintain their degree of freedom. This dimensional accuracy is related to the system and material. Therefore, it has to be 
assessed individually in advance. To demonstrate this, a test geometry was designed and manufactured from a fiber composite 
material, Onyx, using Fused Filament Fabrication. The sample geometry is based on the guideline for testing AM systems "Geometric 
capability assessment of additive manufacturing systems" ISO/ASTM 52902:2019 and includes several geometric aspects, including 
linear tolerance, roundness, wall thicknesses and diameters. For a precise assessment of the geometry in all sectional layers, the 
samples were measured with a CT scanner and compared with the CAD model. The results show, that there are deviations of 
∆d = ± 72 µm in the X / Y direction and the warping effect that often occurs with polyamide-based materials. Precisely fitting 
components can be manufactured on the basis of the measured deviations by adapting the CAD model in advance. 
 
Keywords: Fused filament fabrication, additive manufacturing (AM), 3D printing, dimensional accuracy, Design, Onyx   

 
1.  Introduction 
 

Additive manufacturing (AM) is used in various areas, 
including aerospace, medical and the automotive industry. 
AM offers many advantages, such as the production of lighter 
objects with optimized use of materials and a decreased the 
number of assembly steps. This leads to shorter lead times 
and reduces costs. Due to the layer-by-layer build-up process, 
components can also be realized with a high degree of design 
freedom along with complex and filigree structures. The 
resolution of the component therefore depends on the 
selected manufacturing process and material. There are 
already several publications that describe the influence of 
printing parameters on surface quality and dimensional 
accuracy [1, 2]. In order to apply the components with high 
precision and maintain tolerances, it is necessary to record 
any influence on the dimensions in a standardised procedure. 

 
2.  Limitations of the Fused Filament Fabrication process 

 
Due to its low costs, simple and safe handling and the wide 

range of materials that can be used Fused Filament 
Fabrication (FFF) is widely used technology. In the process, a 
line of melted material is deposited layer by layer. The nozzle 
movement is realized by a plotter with separate linear axis 
control in the X, Y and Z directions. The resolution and 
physical properties of the components can be modified by 
process parameters such as printing speed vx, layer height s, 
infill density ρi, extrusion temperature Tx, screen width w and 
infill structure [2]. The nozzle diameter determines the 
smallest possible geometry or the representation of corners. 
A smaller nozzle diameter dn can therefore increase the  

 
resolution in the X / Y direction. Due to its influence on the 
resolution in z direction surface quality is affected by layer  
thickness s. Depending on the material, warping, a slight 
shrinking during cooling can occur. This causes a deformation 
of the part which leads to detachment from the build 
platform. Another major influence is the extrusion 
temperature Tx and extrusion flow Fx, which can affect the 
surface quality as well as the appearance of voids. 

 
3.  Experimental setup 

 
For dimensionally accurate components, it is important to 

know the geometric resolution of the AM system. For this 
purpose, a resolution test body was designed based on the 
standard "Geometric capability assessment of additive 
manufacturing systems" ISO/ASTM 52902:2019 [3]. These 
test geometries cover the geometric performance in 
linear axis ∆dlin, roundness ∆DC, wall thicknesses ∆dw, gap 
dimensions ∆dg and planarity ∆w, as shown in figure 1. 

 
Figure 1. Test geometry for geometric capability of AM systems 
 

On the linear test body, dimensional accuracy ∆dlin is 
measured between the peaks. These show distances between 
2.5 mm ≤ dlin ≤ 12.5 mm and are arranged with different 
orientations. The circular test body is used to measure the 

30 mm

resolution holes

resolution gap

resolution walls

circular test body

linear test body
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roundness ∆DC of the cylindrical surfaces and consists of three 
concentric rings with diameters in the range of 
5.0 mm ≤ Dc ≤ 23.5 mm. The resolution test walls provide 
information on the finest detail to be produced and the walls 
measurements are between 0.1 ≤ dw ≤ 1.0 mm. The 
resolution gaps from 0.1 mm ≤ dg ≤ 1.0 mm are in contrast to 
this. The resolution holes show the smallest possible 
cylindrical features and include diameters between 
0.5 mm ≤ DH ≤ 12.0 mm. For an analysis of the layered 
structure, the resolution holes are positioned flat and upright 
on the base plate. The test geometry was designed in the CAD 
software NX from SIEMENS DIGITAL INDUSTRIES SOFTWARE, Plano, 
USA an. An Onyx Pro FFF-printer and carbon short-fiber-
reinforced polyamide (PA 6), both by MARKFORGED INC., 
Waltham, United States, is used for the evaluation of the 
geometric performance. The Metrontom 800 computer-
tomoraph by CARL ZEISS IMT GMBH, Oberkochen, Germany, 
was used for the following measurement of the samples [4]. 
The evaluation is then carried out using Zeiss Calypso 
software by CARL ZEISS IQS DEUTSCHLAND GMBH, Oberkochen, 
Germany. The Zeiss Calypso software can be used to measure 
geometries and program inspection plans to compare the 
sample with the original CAD file [5]. 

 
4.  Geometric measurements 

 
The printed samples shows warping of 

∆w = 587 µm (± 175 µm). Specific structures, such as 
resolution gaps with a range of 0.1 mm ≤ dg ≤ 0.2 mm, 
resolution holes with a range of 0.05 mm ≤ DH ≤ 0.10 mm, 
and resolution wall with a range of 0.1 mm ≤ dw ≤ 0.2 mm, are 
neither visible nor measurable. This can be clearly seen in the 
CT image shown in figure 2. The edges of the sample are 
curved upwards, which is why the blue plane is only visible in 
the center. Such warping could be prevented by a brim or a 
heated build platform and build chamber. 

 

 

Figure 2. CT Image of the sample showing warping 
 

Figure 3 shows the measurements of the deviations, 
which are shown as absolute values for better comparability. 
The measurements show average deviations of 
∆dlin = 65 µm (± 40 µm) on the linear test body. It can also be 
seen in figure 3 that different results are achieved in the X  
and Y directions. This is also represented by the deviations 
 in the roundness ∆DC of the circular test body of 
∆DC = 121 µm (± 105 µm). These deviations occur due to 
slightly oval cylindrical surfaces. It can therefore be seen that 
the axes of the AM system have a different resolution. In 
addition, the resolution holes also show these deviations 
from ∆DHx/y = 63 µm (± 127 µm) in the dimensional accuracy. 
The deviations of the resolution holes placed upright in the Z-
direction show a higher deviation of ∆DHz = 123 µm (± 93 µm) 
due to the layer structure and bridging. The ability to outline 
the resolution walls depends on the nozzle diameter 
Dn = 0.4 mm and therefore only the resolution walls bigger 
than dw ≥ 0.4 mm are visible. The resolution gaps show the 
smallest deviations from ∆dg = 19 µm (± 40 µm). 

 
Figure 3. Measured Deviation in the geometry 
 

A closer look at the individual results reveals that inner 
contours have a general deviation of ∆dIn = -65 µm and outer 
contours a deviation of ∆dout = 49 µm. The higher deviation 
for inner contours results from the fact that contours such as 
a circle are traced several times by the nozzle, while an outer 
contour such as an outer corner is only traced once. Internal 
structures as holes must therefore be designed larger and 
external structures smaller. This results from the material line 
deposited in the FFF-process, which must be wider than 
intended and is over-extruded.  

 
5.  Conclusion and outlook 

 
An overall deviation of ∆d = 72 µm (± 54 µm) in the X/Y 

direction can be seen from the test bodies. This complies with 
the accuracy of ∆a = 160 µm in the plane given by the 
manufacturer [6]. Nevertheless, there is a clear trend towards 
over-extrusion, which is why this must be taken into account 
when creating designs and the required tolerances. These 
deviations are different for each material and AM system and 
must be tested individually in order to obtain precise 
components. As an alternative, the existing slicer systems 
could also be optimized to prevent these accuracy issues 
through extrusion adjustments. 
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Abstract 
 
Process monitoring is a key-enabling technology to offer an indirect insight into the intricate spatio-temproal discharge phenomena 
and, consequently, the removal mechanism in micro electrical discharge machining. Recent research has explored the monitoring of 
acoustic emission (AE), showcasing its potential to complement the breadth of process knowledge. This paper delves into an 
investigation of AE behaviors synchronized with electrical pulse signals, grounded in empirical understanding. The synchronization, 
examined in both single discharge and consecutive discharges, facilitates a fundamental interpretation of the AE mechanism and its 
correlation with the removal mechanism. 
 
Electrical discharge machining, acoustic emission, process monitoring        

 

1. Introduction 

Micro electrical discharge machining (µEDM) is an established 
non-contact machining technique for processing difficult-to-cut 
materials such as superalloy, metal matrix composites and 
technical ceramics. Despite its established status, the intricacies 
of the removal mechanism in µEDM remain elusive primarily due 
to its complex spatial-tempral phenonmena. This knowledge gap 
poses constraints on further advancements and applications in 
precision engineering. To address this challenge, process 
monitoring emerges as a viable approach to providing an 
indirect insight into the real-time process dynamics and 
therefore receives industrial applications for process diagnosis, 
process control and quality control.  

Traditional µEDM process monitoring mainly focuses on 
electrical signals because of their interpretable association with 
the removal mechanism and widespread accessibility through 
electrical sensors. However, these signals are susceptible 
process noise and can be insensitive to the discharge positions. 
Acoustic emission (AE) signals present a compelling alternative 
for high-quality monitoring, being immune to low-frequency 
electrical noise.  Craig and Smith [1] applied two AE sensors for 
locating the discharge spots in the context of successive 
discharges. Goodlet and Koshy [2] validated the feasibility of 
applying AE for monitoring in real time the gap flushing and 
found its efficacy for indicating material removal at each 
individual discharge. A fundamental study of AE phenomena was 
conducted by Klink et al. [3] through synchronization of 
discharge forces and gas bubbles. They attributed the main 
variation of AE bursts to the dynamic pressures caused by 
bubble collapse and provided an alternate explanation to the 
effects of electrical parameters on material removal.  

Despite these valuable insights, a significant gap persists in 
understanding the association between AE and discharge 
phenomena. This research aims to bridge this gap by conducting 
an in-depth investigation into AE fundamentals, employing a 
synchronization study with discharge pulse signals. 

2. Experimental setup      

The monitoring experiments were conducted on a desktop 
µEDM machine (SARIX® SX-100-HPM). The workpiece material 
was Titanium alloy (Ti-6Al-4V) and the electrode with diameter 
of 0.5 mm was made of tungsten carbide (WC). HEDMA® 
hydrocarbon oil was used as dielectric fluid. Electrical discharge 
and AE signals were acquired in real time by external sensors, as 
illustrated in Figure 1. Particularly, the structure-borne 
piezoelectric AE sensor (Kistler® 8152C, sensitive frequency 
band 100 ~ 900 kHz) was located around 15 mm away from the 
discharge spots. Silicon grease was applied as a coupling 
medium between the sensor and the workpiece surface, whose 
connection was secured by screwing. All signals were recorded 
simulatanously by different channels of an oscilloscope. 

 

 
 

Figure 1. Expriemental setup for monitoring both electrical and acoustic 
emission signals. The sampling rate is 100 MHz and 20 MHz for single 
discharge test and consecutive discharges test, respectively.  

3. Results and discussion      

3.1. Single discharge test 
A single discharge experiment was performed to investigate 

the AE phenomena and material removal mechanism. As shown 
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in Fig. 2 (a) and (b), an AE burst consisting of consecutive 
imbricate transient hits with time-varying strengths is 
generated, lagging a certain time behind the ignition of the 
electrical discharge. The time lag, caused by the AE signal 
transmission, depends on the distance between the AE sensor 
location and actual discharge spot. Different from the 
momentary discharge phenomena, the AE phenomena can 
maintain for a much longer period of time. This is attributed to 
the AE mechanism where the gas bubble continually exerts a 
dynamical pressure on the workpiece surface. Klink et al. [3] 
have confirmed the cycle of the bubble dynamics up to around 
200 times as long. In particular, several peaks, which are 
registered by the recurring cycles of bubble collapse and 
rebound, can be noticed on the AE burst. This aligns with the 
observations in [3]. In addition, the AE burst energy can provide 
complemtary information to the removal mechanism, as 
indicated by Fig. 2(c). As shown in Fig. 2(d), it is not uncommon 
that higher electrical discharge energy can contribute to more 
removal of materials. However, this removal process can 
approach to a limitation after a high current index. This 
limitation can be implicated by the increasing AE energy that can 
affect the portion of energy partitioned to the electrodes. 

 

 
Figure 2. Single discharge and AE monitoring: (a) synchronization of AE 
with electrical signals; (b) zoom-in details of discharge moment; (c) 
single crater resulted from the single discharge and (d) correlation of AE 
energy, discharge energy and crater volume. 
 
3.2. Consecutive discharges test      

The synchronization of AE signals with electrical discharge 
signals are presented in Fig. 3 where consecutive discharges 
were produced for a constant time of 12 ms.  In general, the AE 
bursts are temproally correlated with discharge clusters that 
consist of a train of effective discharges. This finding suggests 
the generation of consecutive discharges within the same 
bubble cycle. It is empirically acknowledged that the collapse of 
bubbles can facilitate the removal of molten materials. 
Therefore, this facilitation can only be provided for very limited 
discharges according to this finding. Comparing to the single 
discharge test, the average AE energies are much lower in the 
consecutive discharges because of cumulative effects caused by 

the generated debris and bubbles. This can be further evidenced 
by a comparison between Fig. 3 (a) and (b), where the former 
typically yields a more contaminated gap condition by the 
intensively produced discharges and correspondingly by-
products. In this case, the AE decaying stage is hardly found and 
AE bursts can not be easily differentiated from each other 
because of overlapped bubble cycles. While for the sparsely 
distributed discharges, AE bursts are discernible with typical 
registration of peaks and intervals. The particular AE energy, 
however, indicates an inefficient removal process in this 
situation. It is worth noting that there is no AE activity when a 
train of short-circuits appear as illustrated in Fig. 3 (c). This can 
be useful for identifying the unique process condition.    

 
Figure 3. Correlation of AE signals with discharge signals under different 
discharge process conditions: (a) intensive discharge train; (b) sparse 
discharge train and (c) aggressive discharge train. 

4. Conclusion 

The paper investigates the synchronization between acoustic 
emission (AE) signals and electrical pulse signals in both single 
discharge and consecutive discharges tests. The AE energy is 
proven to provide complementary information for the material 
removal. Notably, the observed variations in AE signal 
characteristics with respect to discharge clusters underscore the 
efficacy of AE features in discerning unique discharge conditions.   
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Abstract 
 
Rapid Investment Casting (RIC) is an advanced manufacturing technique that combines the capabilities of Additive Manufacturing 
(AM) technologies to fabricate complex metal parts through the creation of wax models for investment casting. The success of this 
process relies heavily on the dimensional quality and precision of the initial wax patterns. The growing adoption of Material Jetting 
Technology (MJT), a type of AM process, for crafting these wax patterns necessitates a thorough investigation of dimensional 
properties imparted by this approach.  

The analysis involves a direct comparison of the final 3D scanned metal parts with the corresponding CAD model, offering insights 
into the accuracy of the MJT-generated wax patterns. A structured light projection 3D optical scanner was utilized to capture the 3D 
models of casted parts, and Geomagic Control X was utilized to point out the dimensional discrepancies between the scanned and 
CAD models. Additionally, the research provides a comparative analysis between MJT and Vat-photopolymerization (VPP) methods 
in RIC processes, contributing to the understanding of the impact of Additive Manufacturing (AM) on dimensional precision. The 
findings aim to enhance the knowledge surrounding the efficacy of MJT in RIC, paving the way for advancements in precision casting.  
 

Rapid Investment Casting, Additive Manufacturing, Material Jetting Technology, Vat-photopolymerization, Dimensional Accuracy, Precision 
Metrology. 

 

1. Introduction 

The pursuit of enhanced precision in metal component 
manufacturing has led to the integration of innovative processes 
such as Rapid Investment Casting (RIC) [1]. RIC is a casting 
process in which the lost-wax molds are produced using Additive 
Manufacturing (AM) technology, making it possible to produce 
complex geometrical designs. The RIC method offers shorter 
lead times, enhanced design flexibility, and reduced material 
waste, making it one of the most reliable methods for producing 
complex metal components. This process finds its applications in 
various fields such as aerospace, medical, and dental sectors 
and, most commonly, jewelry applications [2]. However, the 
success of this process mainly depends on the accuracy and 
precision of the AM-produced wax components.  

Several research has been conducted to optimize the 
dimensional accuracy and surface roughness of AM wax patterns 
for the RIC process [3, 4, 5]. Most of the research has been based 
on the Stereolithography (SLA) technology, which is the Vat-
photopolymerization (VPP) AM method. In this method, the wax 
patterns are fabricated layer-by-layer by selectively curing the 
liquid polymer wax resin by exposing it to UV radiation [6]. 

However, this present study focuses on using another type of 
AM process, namely, Material Jetting Technology (MJT), to 
produce these wax patterns required for the RIC process. This 
study aims to understand the dimensional accuracy of the 
produced wax pattern by evaluating metal components 
produced through the RIC process, emphasizing the role of AM 
technology in wax pattern production. MJT is central to this 
investigation, offering a unique approach to generating wax 
patterns. MJT is similar to an ink-jet printer, where several tiny 

nozzles selectively spray the material layer-by-layer to build the 
part [6]. Figure 1 displays a wax pattern produced by the MJT 
method using a 3Dialog CeraCaster® printer. Figure 2 presents 
some examples of cast metal components through this 
technology.   
 

 
Figure 1. Example of the wax pattern produced by 3Dialog CeraCaster® 
MJT technology. The build material is represented by blue, and the 
support material by white paraffin wax. 

The objective of the study is to conduct a direct comparison 
between the final metal parts and their CAD models, shedding 
light on the accuracy of MJT-produced wax patterns. 
Additionally, a comparative analysis with Vat-
photopolymerization (VPP) [6] contributes valuable insights into 
the evolving landscape of AM techniques. Through this 
exploration, the research aims to advance precision casting 
methods, setting the stage for the integration of cutting-edge 
technologies into traditional manufacturing practices. 
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Figure 2. Examples of metal components produced by the RIC process using MJT wax patterns. 

2. Material and Methods      

The wax patterns required for the RIC process were produced 
using 3Dialog CeraCaster®, based on the Material Jetting 
Technology (MJT) 3D printing process. The metal sample 
examined in this paper was created using a wax pattern printed 
using draft settings, with a print resolution of 720 dpi, 
corresponding to a layer thickness of 35 µm. It is worth noting 
that the CeraCaster® in its latest version can print at 2540 dpi, 
resulting in a layer thickness of 10 µm, which can significantly 
improve the dimensional quality compared to the findings in this 
paper. The produced wax patterns were then utilized to create 
gypsum molds, during this phase, the wax melts and gets 
recycled. The molten metal was then poured into hollow gypsum 
molds in a vacuum environment and further pressurized with 
inert gas to ensure the fill in the cavities, consequently 
improving the casting quality and minimizing the porosity. 

From the sustainability perspective, the wax patterns utilized 
for mold-making get recycled, while the recycling of gypsum 
molds comes with limitations related to purity, moisture, 
processing capabilities, cost, and quality. 

The casted metal component was scanned using a Shining 3D 
AutoScan Inspec optical scanner (see Fig. 3). This scanner is 
based on the structured light 3D scanning principle with a 
resolution of less than 10 µm.  

 

 
Figure 3. Shining 3D AutoScan Inspec 3D optical scanner. 

Before actual measurements, the instrument was calibrated as 
per the specifications provided by the manufacturer. In order to 
establish a sense of fidelity of scanned measurements, it is 
crucial to note the accuracy and repeatability and thereby 
understand the uncertainty of the measurements. The ISO/IEC 
98-3 Guide to the expression of uncertainty in measurement 
(GUM) [7] provides general rules for expressing measurement 
certainty. It states that the uncertainty of a measurement is 
usually a complex expression consisting of several variables, 
namely, environmental conditions (temperature variations), 
limited instrument resolution, human errors, and so on [7]. 
Generally, the easiest way to estimate uncertainty is to calculate 
the standard uncertainty of the measuring instrument, which is 
expressed as a standard deviation of several repeated 
measurements taken on standard gauge blocks. Hence, the 
repeatability test was performed by measuring a standard 
dimensional gauge block of 10 mm in width, which was scanned 
repeatedly five times, and the dimensional variation was noted.  

For performing the dimensional analysis, the scanned STL 
model of the metal component was imported into the 
Geomagic® Control XTM metrology software, where it was 
superimposed on the reference CAD model for comparison. 
Figure 4 shows the 3D comparison between the reference CAD 
(grey) and the scanned model (blue). These models were aligned 
by using the “best-fit” method in the software, which is based 
on a Rigid Registration through point-to-point Iterative Closest 
Point (ICP) algorithm [8]. The alignment minimizes the mesh 
distance between each corresponding data point based on the 
least-squares principle. Rigid registration through the ICP 
algorithm does not explicitly designate any single point or 
surface as the datum or reference throughout its process. 
Instead, it continually updates the correspondence between 
points on the scanned model and the closest points on the CAD 
model, minimizing the overall distance between these pairs 
through iterative adjustments [9]. 
 

 
Figure 4. The scanned model in blue is superimposed on the reference 
CAD model in grey. 
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This paper is a form of a pre-study presenting an initial 
assessment of the dimensional accuracy of the parts produced 
by MJT for the RIC process. The methodology employed in this 
paper is mainly based on a direct comparison between the CAD 
model and the scanned metal object based on one example. This 
perhaps illustrates the capability and feasibility of CeraCaster® 
in producing wax patterns for the RIC process. As a next step, a 
comprehensive analysis involving dimensional test artifacts with 
detailed statistical analysis will follow to assess the quality of the 
casted metal components firmly.  
 
3. Results and Discussion 

As mentioned earlier, to reduce the measurement 
uncertainty, the 3D scanner was calibrated, and uncertainty was 
calculated by performing the repeatability tests using the 
standard gauge block, noting the standard deviation in 
measurements. The standard uncertainty of the 3D optical 
scanner was found to be less than 0.2% measured on a 10mm 
width gauge block. This establishes a sense of understanding 
regarding variation in actual measurements. 

Figure 5 illustrates the discrepancies between the reference CAD 
model and the scanned 3D model of a wrench. The discrepancies 
are in the form of a color map demonstrating the dimensional 
accuracy of the manufactured sample. The tolerance of 
±0.01mm was set, and the regions corresponding to the green 
color on the wrench marked the area where the differences 
between the two models are within tolerance. It must be noted 
that the tolerance set is an arbitrary value and highly depends 
on the application where the sample will be used. In this 
example, a tolerance of ±0.01mm is irrelevant, and it is mainly 
utilized for illustration purposes to bring out the discrepancies 
between the models.  

It may be seen from Figure 5 and also from generated data 
shown in Tables 1 & 2 that a maximum of ±0.27mm was 
observed with an overall average deviation of 0.02mm was 
observed between the models. Table 1 also illustrates that 
nearly 23% of the total volume of the wrench is within the 
tolerance limits of ±0.01mm, and the volume increases 
considerably and achieves almost 90% for the tolerance limit of 
±0.08mm. These results reveal that the MJT exhibited notable 
advantages in achieving superior dimensional accuracy. 

  

 
Figure 5. Dimensional deviations are represented as a color map  

Table 1. The percentage volume of the wrench within the corresponding 
tolerance limits 

Tolerance Limit 
in mm 

Volume 
in % 

± 0.01 23 

± 0.02 42 

± 0.04 67 

± 0.08 90 

± 0.16 99 

± 0.27 100 

 
Comprehensive research has been conducted using the 
Stereolithography (SLA) method for wax patterns for the RIC 
process, assessing dimensional accuracy [4, 5]. Results showed 
that a square artifact measuring the dimension of 6.5*4*2.5mm 

(X*Y*Z), when measured using CMM, the deviations between 
the CAD model and cast part in Z direction was 0.1% and in X-Y 
directions average deviations were observed to be 2.1%. This 
gives a slight understanding of where the MJT technology stands 
in comparison to the SLA method for the RIC process. However, 
to compare the two methods, further research is needed. 
 
Table 2. Statistics of the measured dimensional deviation between 
reference and scanned models 

Description Value 

Ovr. Avg. 0,0206 

RMS 0,0491 

Std. Dev. 0,0445 

+Avg. 0,042 

-Avg. -0,0222 
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Furthermore, the SLA method typically uses acrylate 
photopolymer formulated with liquid wax, which, during the 
burn-out cycle, leaves behind traces of polymer ash that reduce 
the purity of the cast metal components, especially while casting 
gold in the jewelry-making process. In contrast, MJT technology 
does not encounter this issue since it utilizes pure paraffin wax 
for pattern production. Paraffin wax, with its low melting point, 
chemically inert nature, and ease of removal, serves as an 
effective sacrificial support material in casting applications. Its 
low melting point allows for easy removal without 
compromising the properties of the casted material. 
Additionally, its chemical inertness prevents the formation of 
residues that could compromise the quality of the final casted 
part [10]. 

These unique advantages over the SLA process positions the 
3Dialog CeraCaster® as a promising technology for not only 
achieving stringent dimensional requirements in investment 
casting but also potentially reducing production costs and 
enhancing overall efficiency. 

4. Conclusion and Future work      

In conclusion, this study has demonstrated the promising 
feasibility of employing Material Jetting Technology (MJT) in 
investment casting, with a specific focus on achieving enhanced 
dimensional accuracy in the printed patterns. A systematic 
comparison between MJT and SLA processes is necessary to 
assess the capabilities of respective AM technologies. 
Nonetheless, the present study highlights the superior 
performance of MJT, which is attributed to its high precision due 
to its fine layer resolution and ability to produce intricate details.   

Building upon these findings, future work should further 
investigate optimizing the MJT process parameters to enhance 
dimensional accuracy. Additionally, extending the study to 
include the evaluation of mechanical properties and surface 
finish of the casted parts produced using MJT patterns would 
offer a comprehensive understanding of the overall quality and 
performance. Furthermore, exploring the scalability of MJT for 
mass production and assessing its environmental sustainability 
aspects would be critical for a holistic evaluation of its potential 
in industrial applications.  
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Abstract 
 
This study investigates the geometrical limitations of 3D printing continuous stainless steel fibre reinforced polymer composites. The 
printing study was carried out using a 316L stainless steel fibre (SSF) bundle with an approximate diameter of 0.15 mm. This bundle 
is composed of 90 fibres with a 14 𝜇𝑚 diameter. This fibre bundle was firstly coated with polylactic acid (PLA), in order to produce 
the polymer coated continuous stainless steel filament, with diameters tailored in the range of 0.5 to 0.9 mm. These filaments were 
then used to print composite parts using the material extrusion (MEX) technique. To evaluate the geometry limitations of the printed 
polymer-SSF composites a series of prints were carried out through which print filament cornering and turning, a selection of angles 
and semi-circle radii were investigated. This investigation included printed part angles between 5 to 90°, along with semi-circles, with 
radii diameters between 2 and 20 mm, resulting in a series of 'teardrop’ shaped geometries. 
 
3D printing, stainless steel fibre, polylactic acid, curvature bending stiffness    

 

1. Introduction   

One of the most widely used 3D printing techniques is material 
extrusion (MEX) [1], [2]. Polymer composites are fabricated 
through the addition of fibres (short or continuous), 
alternatively powder particles, beads, and pellets [1], [3]–[6]. 
Reinforcing fibres available for MEX printed composite 
reinforcing fibres include glass, metal, carbon, and basalt [7]–[9]. 
The most commonly used thermoplastic feedstocks include 
Polylactic acid (PLA), Polycarbonate (PC), Polyamide (PA or 
nylon), and Acrylonitrile butadiene styrene (ABS) [1], [2], [4]–[6], 
[10]. 

The addition of particle and fibre reinforcing can substantially 
enhance the mechanical properties of 3D printed polymers. For 
example, PLA reinforced with continuous carbon fibre (PLA-CCF) 
was investigated by Li et al. [11]. The continuous carbon fibre 
bundle used contains up to a maximum of 1000 individual fibres. 
The resulting composite had a fibre volume fraction (𝑉𝑓 ) of 34%, 
along with a tensile strength of up to 91 MPa. Nylon reinforced 
with continuous fibres of Kevlar, glass, and carbon, supplied by 
Markforged. The interlaminar shear strength was evaluated for 
Nylon-Kevlar, Nylon-glass, and Nylon-CF, with resultant 
strengths of 14.3, 21.0 and 31.9 MPa, respectively. Fibre content 
plays an important role in determining the properties of MEX 
composite filaments, with, for example, tensile strength 
generally increasing with increasing fibre content [1]. A 
difficulty, however, is that composite filaments, with high fibre 
content, can be very difficult to print, arising from issues with 
nozzle clogging, in addition to the excessive viscosity of the 
melted composite filament [10], [12]–[17]. 

In a previous study by the current authors filaments of 
continuous stainless steel fibre bundles within a polylactic acid 
(PLA) polymer were fabricated using a laboratory scale extrusion 
system [18]. By systematically controlling the 3D printing 

conditions, along with the use of a novel polymer pressure vent 
within the printer nozzle, 3D printed composites with fibre 
volume fractions between 4 and 30% were achieved. Good 
impregnation and adhesion of the PLA matrix into the stainless 
steel fibre were found based on an x-ray micro Computed 
Tomography (µCT) analysis, with the porosity of the resulting 
composites being in the range of 2 to 21%. The interlaminar 
shear strength (𝜏𝐼𝐿𝑆𝑆) of the PLA-SSF with a volume fraction of 
30% is found to be 28.5 MPa (±2.0), which is six times that of PLA 
only parts. Both the interlaminar shear strength and tensile 
strength properties of the composites were found to increase 
significantly as the stainless steel volume fraction (𝑉𝑓) increased 
from 6 to 30%. The PLA-SSF composites exhibited tensile 
strengths of up to 249.8 MPa (±13.5), along with tensile modulus 
values of 14.3 GPa (±1.2). In the literature, the tensile strengths 
obtained with the highest stainless steel 𝑉𝑓 in this study, are 
approximately four times higher than those reported for other 
printed metal fibre reinforced composites.  

The objective of the current study is to evaluate the geometry 
limitations in the printing of continuous polymer-SSF parts. The 
study was carried out by varying the print geometries with part 
angles, between 5 to 90°, and semi-circles, with radii ranging 
from 2 to 20 mm.  

2. Materials and methods      

2.1. Materials and processing parameters 
A continuous 316L stainless steel fibre (SSF) bundle was 

obtained from NV Bekaert SA (Belgium)[19]. The fabrication of a 
PLA - SSF filament was carried out from this steel fibre using a 
3devo, laboratory-scale filament maker [20]. This was modified, 
to facilitate the introduction of the fibre into the molten polymer 
during filament extrusion as described previously [18]. The 
resulting PLA-SSF filaments were then used for the 3D printing 
of composite parts using a modified Anycubic i3 Mega polymer 
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extrusion printer as described previously [18]. To evaluate the 
continuous polymer-SSF materials' printability and geometrical 
limitations throughout cornering and turning, a selection of 
angles and semi-circle radii were investigated. The combination 
of angles, between 5 to 90°, and semi-circles, with radii ranging 
from 2 to 20mm, results in a series of 'teardrop’ shaped 
geometries, as shown in Fig. 1. 

 

 
Figure 1. PLA-SSF 3D printed teardrop geometries  
 

2.2. Composite characterisation 
After printing the PLA-SSF teardrop composites (Figure 1), 

their dimensions, internal structure and morphology were 
examined. This evaluation was carried out by µCT scanning 
software VG studios, digital callipers and Dinolight microscope 
combined with a lighting box. The as-printed teardrop 
measurements are recorded and compared to the design 
dimensions. Measurements collection points are repeated on 
each sample by mapping and coding each geometry position. 

Complementing the teardrop print study, an adaptation of the 
curve bend stiffness test standard ISO 14125, is used to 
determine the stiffness of the stainless steel reinforced 
composite as illustrated in Figure 2 [21]. The study investigated 
radii from 2 to 20 mm, with a minimum of five samples tested 
from each radius of 2, 3, 4, 5, 10, 15 and 20 mm. Along with 
testing the PLA-SSF semi-circles radii, neat PLA, Markforged 
Onex (Nylon – short carbon fibre) and Onex reinforced with 
continuous carbon fibre (Onex-cCF) were also printed with the 
same dimensions for comparison stiffness performance.  

 

 
Figure 2: Curvature stiffness testing (CST), with a photograph of the PLA-
SSF semi-circle test samples with radii as indicated (Top) and schematic 
of the test apparatus (Bottom) 

 
 
 

The composite volume fraction and porosity are examined and 
evaluated using an X-ray µCT scanner, using ImageJ to cross-
reference scanning electron microscope (SEM) and microscope 
cross-sections. The PLA-SSF tensile and ILSS samples resulted in 
a volume fraction of 30 𝑉𝑓%. Where the teardrop and semi-

circles in the range of 20-25 𝑉𝑓%, this variation is due to the 

excess polymer surrounding the SSF and measurement position 
in the structure. All components result in a porosity of 
approximately 2%. 

The PLA-SSF teardrop internal structure, morphology and 
dimensions are investigated by µCT scanning software VG 
studios, digital callipers and Dinolight microscope combined 
with a lighting box. The as-printed teardrop measurements are 
recorded and compared to the design dimensions. 
Measurements collection points are repeated on each sample by 
mapping and coding each position. 

3. Results and discussion 

The objective of this study is to evaluate the geometry 
limitations in the printing of continuous polymer-SSF parts. It 
was demonstrated that despite variations in the investigated 
angle and radii the printed teardrop samples with angles and 
radii greater than 30° and 5 mm respectively, exhibited print 
geometries which were close fit to those targeted. Overall the fit 
was in the range of 74-93% of the designed geometries, this was 
in contrast with the prints for the smallest angle and radii, for 
which the fit was reduced to 50%, as illustrated in Fig. 3. 

 

 
The width dimensions were found to increase at the end of a 

turn or radii, which was evaluated based on μCT scans which 
facilitated the measurement of the degree of distortion. The 
travel direction of the printer head moves in an anti-clockwise 
direction, as the printer head initiates the turning the SSF stays 
in the desired position however as it comes towards the end of 
the turn there it was observed to give rise to a higher level of 
distortion. In the case of the teardrop shapes printed at smaller 
angles (<5°) and radii (<4 mm); a significantly higher level of 
geometric distortion was observed. A further issue was the 
presence of fibre stringing in a number of the print geometries 
with lower radii semi-circles (Figure 4). This is likely to be 
associated with the slow solidification of the polymer as the 
print head changes direction, as a result, the SSF moves out of 
the targeted print track position. Controlling the speed at which 
the printer head travels around corners was found to be 
successful in successfully reducing the level of stringing for the 
smaller radii print structures. 

 
 

Figure 3: Teardrop geometry inner length dimensional comparison. 
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4. Conclusion 

This study investigates the geometrical limitations of 3D 
printing continuous 316L stainless steel fibre reinforced PLA 
polymer composites. Curve bend stiffness results in an increase 
in stiffness as the radii decrease in all materials tested.  

 

 
 

 Figure 4: Teardrop with a radius of 4 mm and an angle of 20° illustrating   
the presence of significant levels of stringing. 

 
The PLA-SSF showed the most significant stiffness increase at 
radii below 5 mm. 

Teardrop-shaped components combine an angle and semi-
circle dimensionally evaluated, showing repeatability in sample 
sets. As expected, the internal radii and acuteness of the angles 
degrade at smaller angles and radii. Across all samples, the effect 
of print height was found not to significantly influence the part 
geometry.  

A statistical analysis has been conducted to evaluate the 
repeatability of the 3D printed composite samples with radii in 
the range from 2 to 20 mm, along with print angles between 5 
to 90°. Geometric dimensions estimated based on marginal 
means analysis indicate a decrease in dimensional accuracy as 
both the print radii and angle are reduced in size. An 
approximately linear increase in curvature bending stiffness 
with a reduction in the print radii was observed. 
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Abstract 
 
LISA is an ongoing joint-European effort to develop a system capable of detecting low-frequency gravitational waves in space with 
high precision. This interferometry-based measurement system suffers from tilt-to-length coupling noise leading to misalignment of 
laser beam with the detector. An optical beam alignment mechanism actuated with a rotary mechanism will be developed and 
integrated with the optical bench of the measurement system. This paper talks about the design and development of compact piezo-
driven inchworm rotary mechanism adhering to LISA requirements. The device can rotate a shaft by 47 mDeg in a single actuation 
cycle while maintaining the parasitic translational and angular displacements within ± 0.75 µm and 5.1 mDeg, respectively. 
 
LISA, BAM, Piezo-driven inchworm motor.   

 

1. Introduction   

The Laser Interferometer Space Antenna (LISA) [1] is an on-
going European effort for a mission to be launched in space in 
2035. LISA aims to detect gravitational waves in space with high 
accuracy and precision. Three spacecraft will therefore be 
launched in space. These spacecrafts will be arranged in an 
equilateral triangle form where each arm length is about 
2.5 million kilometers. Each spacecraft carries two optical 
benches which house optical components to detect and 
measure interference between different pairwise combinations 
of laser beams, both incoming beams (from the other two 
spacecraft) and local beams (from the spacecraft itself). Since 
the system works on the interferometric principle, it suffers 
from tilt-to-length (TTL) coupling noise. Any kind of parasitic 
movement of the beam shifts the beam on the detector, leading 
to TTL noise. One way to address the TTL noise is to laterally shift 
the incoming and/or local beam to realign with the detector. To 
achieve this functionality, Beam Alignment Mechanisms (BAM) 
will be developed and integrated on each optical bench.  

A tilted optical flat can shift a beam laterally. Furthermore, 
the combination of two of these tilted flats enables an arbitrary 
lateral shift of the beam within a full circle if they are rotated 
about the axis of the impending beam. To achieve this 
functionality in space, a space-qualified precision motor with 
micro-radian rotation resolution is required. Some of the 
important functional and material requirements for LISA-BAM 
are shown in Table-1. 

 
Table 1 LISA-BAM functional and material requirements for pre-
development 

Materials Avoid ferromagnetic 
material and optical sources 

Cleanliness Avoid particle generation 

Speed ≥ 0.1 °/s 

Parasitic transl. disp. < ±1 μm 

Parasitic angular disp. < 10 mDeg 

Non-magnetic piezo-driven precision motors can be divided 
into three categories based on their working principle namely 
ultrasonic or resonance motors, inertia driven motors, and 
inchworm motors. Ultrasonic and stick-slip principle-based 
motors beat inchworm motors in terms of speed but they 
generate particles [2]. On the other hand, inchworm principle-
based motors produce minimal particles but are relatively slow. 
Since the desired speed for LISA-BAM mechanism is quite low, 
inchworm-based motors are preferred if they can provide 
rotation speed of 0.1 °/𝑠. Apart from BAM, article [3] 
summarizes the development of other extremely stable piezo-
driven mechanisms in the scope of LISA, namely, Point Angle 
Ahead Mechanism (PAAM), Fiber Switching Unit Actuator 
(FSUA), and In Field Pointing Mechanism (IFPM). 

After an initial trade-off of available piezo-driven inchworm 
motors, a particular inchworm design [4] was chosen for further 
development due to its lower volume and fewer piezo actuators. 
As mentioned in Table-1, parasitic translational and angular 
displacements are some of the important requirements for the 
motor to maintain the beam stability. Since this data was not 
available in [4], a prototype was developed using aluminium for 
quick results. This article presents incremental development of 
the BAM and reports the findings. 

2. Piezo-driven inchworm motor based on C-clamp: BAM-1 

2.1. BAM-1 Design 
The mechanism uses two identical clamping structures 

operating in two parallel planes, mounted on a common carrier, 
but as they are separated by a small gap (Fig. 1 (b)), it allows 
them to move independently. The rotor is held by the concentric 
annular clamps (referred to as C-clamps hereafter). 
Furthermore, the top section also includes a rotation 
mechanism. 

For this inchworm design, a single cycle of rotation refers to 
the small incremental rotation (Δθ) achieved by the shaft after 
six steps (Fig. 1 (c)) of actuation, which are described below. By 
sequentially repeating these six steps, large rotation angles can 
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be achieved. At rest, the shaft is held by both—top and 
bottom—clamping units. 

Step-1: Bottom clamp releases the shaft. 
Step-2: Rotation piezo is actuated to rotate the shaft by Δθ. 
Step-3: Bottom clamp holds the shaft. 
Step-4: Top clamp releases the shaft. 
Step-5: Rotation piezo comes back. 
Step-0: Top clamp holds the shaft. 

 Note that a 33 mDeg/cycle of rotation was set as a derived 
requirement assuming that the BAM can perform at least 3 
cycles of rotation in a second if actuated at a higher frequency. 

  
2.2. BAM-1 Simulation  

Before manufacturing, finite-element static structural 
simulations were performed to predict the functional operation 
of design. The indicated holes in Fig. 2 (a) were fixed. The 
maximum stress developed at the fixed end of L3 leaf spring is 
106 MPa at the end of rotation operation which is less than the 
yield strength of aluminum (~ 240 MPa). Fig. 2 (a) and (b) show 
the total displacements after clamp opening and rotation 
operation, respectively. 

To open the clamp, opposing equal forces of magnitude 
2.3 N were applied at the faces ‘Q1’ and ‘Q2’ along the Y-axis to 
increase the gap between the two by 10 µm . This results into 
release of the shaft as, ‘U1’ and ‘U2’ move away by 1.2 µm along 
the Y-axis.  

For rotation, opposing equal forces of magnitude 57 N were 
applied at the faces ‘Q3’ and ‘Q4’ along the Y-axis to increase the 
gap between the two by 10 µm. This resulted in a rotation of 
28.62 mDeg of the point ‘C1’ about the center ‘C’. Furthermore, 
the center displaces by about 0.14 µm -0.29 µm  about the X-axis 
and Y-axis, respectively. 

 
2.3.  BAM-1 Experimental setup and manufacturing  

Tokin piezo elements (AE0505D16DF) were used for this 
prototype. The size of these piezo elements was 5x5x20 mm3. 
Power amplifiers (790A01, AVL) were used to actuate the piezo 
while actuation waveforms were generated using NI data 

acquisition system (PXI 7851R, National Instruments). An optical 
coordinate measurement machine (Werth VideoCheck HA 
CMM) was used to measure the position of the shaft from the 
top. To simplify the measurement process, a square (size of 
9.2 mm) was machined at the top of the shaft (Fig. 1 (a)).  

BAM-1 prototype was manufactured by wire-EDM. A 
stainless-steel shaft of 13 mm diameter was used as the rotor of 
the motor. 

 
2.4. BAM-1 Experiments and results 

Two major experiments were performed to characterize the 
performance of BAM-1. First, the parasitic motion of the shaft 
was measured during the handover (refer Fig. 3 (a)) of the shaft 
between the two clamping units. Second, multiple rotation 
cycles were performed to measure the repeatability of the 
rotation and the functionality for large angle rotations. 
Shaft’s center displacement 

After each step of handover, the coordinates of the center 
of the shaft is shown in Fig. 3 (b) for five cycles. The random 
trajectory of displacements suggests low repeatability of the 
system. The center of the shaft was found to be displaced by 
±15 µm. 
Shaft’s top plane tilt about the Z-axis 

The change in the angle between the unit normal vector of 
shaft’s top plane and the Z-axis (refer Fig. 1 (a)) w. r. t. initial 
angle at rest after each step of handover is plotted in Fig. 3 (c). 
The worst-case angle was measured to be 14 mDeg while the 
BAM requirements for the parasitic angular movement is 
10 mDeg.  
Multiple rotation cycles of BAM-2 

The BAM-2 prototype was programmed to rotate the shaft 
in an incremental manner. The position of the four points of the 
square at the top surface of the shaft were measured after 100, 
200, 300 and 500 cycles. Fig. 3 (d) shows the angles of rotation 
of these points calculated about the original center of the shaft’s 
top plane at rest. The average speed of rotation was found to be 
10 mDeg/cycle, while the derived LISA-BAM requirement is 
33 mDeg/cycle.  

Please note that for this inchworm motor design, the center 
of rotation does not coincide with the center of the C-clamp. This 
leads to unequal displacement (hence, rotation) of the four 
corners, as evident from significant drift in the plot. 
Furthermore, after each cycle of rotation, there are residual 
displacements in the center of the shaft. This problem can be 
fixed by constraining the shaft within a bearing. 

 
2.5. BAM-1 Conclusions 

From the above results, one can see that BAM-1 does not 
satisfy desired speed of rotation and parasitic displacements. 
Furthermore, the shortcomings of this design, as observed 
during the experiments, are: 

• Unknown and multi-point contacts of C-clamp with the 
shaft ⇒ Large displacements of the rotation center.  

• The pre-stressing of the clamping piezo also leads to 
opening of the C-clamp. This may lead to the unequal 
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diameter of the C-clamps of the two clamping sections, 
resulting in initial tilt of the shaft about the Z-axis.  

3. Piezo-driven inchworm motor based on three-point contact: 
BAM-2 

3.1. BAM-2 Design 
To overcome the above-mentioned shortcomings, a new 

design called ‘Cymbal design’ or ‘BAM-2’ (Fig. 4 (a)) is proposed. 
This design has two main advantages over BAM-1. 

• The clamping mechanism has deterministic three-point 
contact with the shaft. This will reduce the parasitic angular 
and translational displacements of the shaft.  

• Secondly, additional elastic hinges have been added to 
decouple the pre-stress on the piezo from the clamp 
opening. The stiffness of these hinges (refer Fig. 4 (a)) is 
designed to be an order of magnitude less than the stiffness 
of the clamp. During piezo pre-stress, only the hinges 
undergo bending without deforming the cymbal clamping. 
 

3.2. BAM-2 Simulation  
For simulation, the indicated holes in Fig. 5 (a) were fixed. 

The maximum stresses developed at the fixed end of L3 leaf 
spring and at the center of the cymbal beam are 90 MPa and 
120 MPa, respectively which are less than the yield strength of 
aluminum. Fig. 5 (a) and (b) shows the total displacements after 
clamp opening and rotation operation, respectively. 

To open the clamp, equal forces of magnitude 49 N were 
applied at the faces ‘Q1’ and ‘Q2’ along the Y-axis to increase the 
gap between the two by 10 µm. This results into a total 
increment in the distance between point ‘A’ and ‘B’ by 3 µm. 

For rotation, opposing forces of magnitude 18 N were 
applied at the faces ‘Q3’ and ‘Q4’ along the Y-axis to achieve a 
rotation of 45.13 mDeg of the point ‘C1’ about the center ‘C’ 

which is assumed to remain fixed. Furthermore, the center 
displaces by about 0.16 µm and -0.05 µm. about the X-axis and 
Y-axis, respectively.  

Additional simulations were performed to understand the 
contact status and the contact reaction forces. The contacts 
between the shaft and the contact points ‘A’, ‘B’ and ‘D’ were 
defined as frictionless and bonded (no relative motion at the 
contact location) for the bottom and top section respectively. 

A three-step finite-element static structural simulations 
(Ansys, 2023) was performed. Step-1: to simulate the shaft 
clamping, equal and opposing forces of 62.2 N are applied at Q1 
and Q2 faces (refer Fig. 5 (a)) to bring them closer. This results in 
a certain amount of force on the shaft which is balanced by the 
reaction forces at ‘A’ and ‘B’. In step-2 bottom clamp is opened 
by 10 µm to release the shaft from the bottom while it is still 
held from the top clamp. In step-3 the top section is rotated by 
45 mDeg about the center ‘C’. Fig. 5 (d) and (e) show the plots of 
contact status at points ‘A’ (top section) and ‘A’’ (bottom 
section) at the end of the opening of the bottom clamp, and 
after subsequent rotation at the top, respectively.  

For the bottom section, initially, the shaft is held by 5.94 N 
clamping reaction force from line contact at ‘A’’. After the 
bottom clamp opening, the contact reaction force at point ‘A’’ 
reduces to 2.55 µN as it moves away from the shaft by 1.8 µm. 
The plots also confirm this behavior where the line contact 
(sliding contact shown in brown color) in Fig. 5 (c) vanishes 
completely (Fig. 5 (d)). It further reduces to 2.52 µN after the 
subsequent rotation from the top clamp. Fig 5 (e) shows that 
there is no sliding at the bottom while the top section undergo 
rotation, ensuring no particle generation. 

For the top section, initially, the shaft is held by 7.52 N 
clamping reaction force from line contact at ‘A’. After the 
bottom clamp opening, the contact reaction force at point ‘A’ 
reduces to 6.11 N, but later increases to 7.64 N due to additional 
force resulting from the subsequent rotation from the top 
clamp. These results show that when the top section undergoes 
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rotation, there is minimal friction/contact between the shaft and 
the bottom contact points. 

 
3.3 BAM-2 Experiments and results 

As described earlier for BAM-1, the same manufacturing 
technique, material, power amplifier, data acquisition system, 
measurement system and shaft were used for BAM-2. An image 
of the fabricated BAM-2 is shown in Fig. 4 (b). The part was 
fabricated within 6 μm from the nominal dimension (diameter 
of the circle defined by points ‘A’, ‘B’, and ‘D’). Space-qualified 
multi-stack piezo actuators from PI were used in this prototype. 
The size of the piezo (PICMA, P-883.51) was 3x3x18 mm3. The 
position of the shaft was measured for a first rotation of 362° by 
performing 7600 stepping cycles, and for a second rotation of 
129° performing 3000 stepping cycles. The BAM-2 prototype 
had already done 1300 run-in cycles before these 
measurements. From the recorded data, the angle of rotation, 
shaft’s center displacement and the tilt of the shaft about the Z-
axis were extracted.  
Angle of rotation 

Fig. 6 (a) shows the angle of rotation of the shaft for a range 
of 362° with respect to the number of cycles. The average rate 
of rotation was found to be (47.61 ± 0.25) mDeg/cycle when the 
rotation piezo was actuated at 90 V generating 11 µm. 
displacement. The speed can be increased up to 
80.5 mDeg/cycle by driving it at the maximum rated voltage of 
120 V. As per the requirement, the desired speed of 0.1 °/𝑠 can 
be achieved successfully. 
Shaft’s center displacement 

As per requirement, the parasitic displacements should be 
within a circle of radius 1 µm. After 129° of rotation, no further 
rotation was observed for the shaft. This is due to wear of the 
contact surface after roughly 12000 cycles. The contact lines 
have become smoother (refer Fig. 6 (c)) resulting in reduced 
friction. Fig. 18 shows the center displacement of the shaft 
during second rotation for 129° of rotation. The center displaces 
by ±4 µm. 
Shaft’s top plane tilt about the Z-axis 

Fig. 6 (d) shows the plot of the angle between unit normal 
vector of the shaft’s top plane and the Z-axis with respect to the 
number of cycles. At the beginning, the shaft’s top plane is not 

normal to the XY-plane, resulting in an initial tilt of about 
0.58 Deg. During the rotation, a maximum deviation of this tilt 
was found to be around 152.4 mDeg, which goes back to the 
initial tilt after full rotation. During the second rotation, a 
10 mDeg repeatability of this tilt angle was measured as 
compared to the first rotation. The behavior remains thus similar 
to the first full rotation. 
3.4 BAM-2 Conclusion 

The BAM-2 mechanism works as intended and is capable of 
full rotation at the desired speed. But this design is off by 4 and 
15 times for the parasitic translational and angular BAM 
requirements, respectively. Further, material selection/surface 
treatment is important for a satisfactory performance of the 
BAM in long-run.  

4. Discussion and conclusion       

Table 2 Comparison of BAM-1 and BAM-2 performance till 6° of rotation. 

BAM Avg. Speed Para. ang. disp. Para. transl. 
disp. 

BAM-1 10 mDeg/Cy 14 mDeg ±15 μm 

BAM-2 47 mDeg/Cy 5.1 mDeg ±0.75 μm 

Since BAM-1’s measurements were only performed till 6° of 
rotation, Table-2 provides the performance comparison 
between the two designs till 6° of rotation. As shown BAM-1’s 
parasitic displacements are worse than BAM-2’s. This is due to 
the low positional repeatability of the C-clamp based BAM-1 
compared to BAM-2. Furthermore, BAM-2 results are far better 
than BAM-1 in terms of speed, and repeatability. In a longer test, 
BAM-2 shows degradation in holding of shaft due to wear. The 
wear of contact points is a clear culprit. 
Recommendation: It is clear that the designs explored here are 
incompatible with the parasitic displacement requirements for 
LISA-BAM. One of the ways to address these issues is to hard 
constrain the shaft translation and tilt, while allowing free 
rotation. For this reason, it is proposed to include a bearing in 
the design and develop a new prototype. The design of the 3-
point contact of the BAM-2 can be adapted to be used with 
bearings. 
Material selection and use of coatings to reduce the wear and 
improve the life of the mechanism is another open issue. The 
tribological study of the BAM is required. 
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Abstract 
 
Friction-induced limit cycling, termed hunting, bounds the positioning performance of precision systems. A friction isolator mitigates 
this issue through an intentionally passive compliance between the friction-inducing bearing and the actuator. This compliance omits 
the sudden change in friction force felt by the controller close to standstill. Many design parameters influence the performance of 
such a friction isolator, including its compliance and damping, system mass, travelled path, and control parameters. Currently, a 
general design guideline for these friction isolators is missing. This research presents a simulation environment with a metric for 
identifying hunting cycles, from which a design guideline is distilled. The simulations demonstrated, and experiments confirmed, that 
a limited controller bandwidth and a significant gap between static and dynamic friction forces can lead to hunting limit cycles. With 
a friction isolator in place, these hunting cycles are avoided under specific conditions. A parameter study revealed that the friction 
isolator’ drive stiffness should be kept as low as possible for optimal hunting cycle mitigation. On the other hand, the design of the 
friction isolator is constrained by parasitic frequencies of this mechanism and the stiffness in supporting directions. The experimental 
setup demonstrated that hunting cycles could be prevented with a friction isolator even with a control bandwidth of only 5 Hz, 
whereas the non-isolated system necessitated 3 times higher controller bandwidth. A 0.3 mm stroke of the friction isolator proved 
sufficient to prevent hunting. These experiments validate the suitability of the friction isolator as a solution for systems exhibiting 
hunting behavior. 

 
Friction, Friction isolation, Hunting, Limit cycles, Flexure mechanism  

 

1. Introduction 

Contact-based bearings are widely used in positioning 
mechanisms for their relatively low cost and high support 
stiffness. However, nonlinear friction effects in rolling of sliding 
linear guides can limit the positioning performance, especially 
over time as wear deteriorates the system [1]. Typically, an 
integral action of a Proportional-Integral-Derivative (PID) 
controller will try to push the carriage of a linear guide through 
the friction towards a setpoint. However, the stick-slip effect 
introduces a discontinuity in the friction force, resulting in a 
sudden transition from standstill to movement. This stick-slip 
effect can lead to hunting limit cycles, which negatively affect 
the positioning performance of a servo system [2, 3]. This 
hunting behavior, also called friction-induced limit cycles, is a 
result of the combination of a controller with an integral action 
and a system containing a sudden transition between the static 
friction and smaller dynamic friction, the stick-slip effect [4, 5]. 

To prevent hunting from occurring in a positioning system, the 
integral action could be removed from the controller, but this 
could lead to tens of microns steady-state position error of the 
servo system. Reduction of friction is another option by using 
aerostatic bearings, but this type of bearing are not easily 
integrated into clean-room environments and significantly 
increases the cost. An alternative method to decrease the 
friction in mechanical bearings has been presented by Dong et 
al. [6], in which high frequency vibrations are exerted on the 
bearing rail to mitigate the undesirable nonlinear friction effects 
like stick-slip. This method called vibration assisted nano-
positioning (VAN), shows a improvement in settling time up to 
52% without a significant increase in heat and wear in the 
system. Introducing vibration into a high-precision positioning 

system, however, might be unwanted due to parasitic 
resonances which might jeopardize performance. Dong et al. 
later introduce the Friction Isolator (FI) concept [7–10], in which 
an intentional compliant joint - allowing limited movement in 
one direction - is inserted between the bearing and the actuator 
of the system. Figure 1 illustrates this principle. 

This passive second stage atop the standard linear stage 
introduces a smooth force-position relationship close to the 
setpoint, at potentially low cost. Experimental results showed 
mitigation of hunting cycles and improved settling times.  

Many parameters are of influence on the working of a friction 
isolator, such as the friction isolator’s compliance and damping, 
system mass, travelled path, and control parameters. In recent 
studies [7-10] some of these have been investigated, however 
the influence of these parameters on the hunting behavior and 
the performance of a friction isolator is not always clear and a 

 
Figure 1. A schematic representation of a friction isolator. The actuation 
force positions the ‘stage’, which is connected through a compliant joint 
to the linear bearing cart. Stroke limiters are used to limit the maximum 
stroke of the friction isolator. 
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general guideline on designing a friction isolator is still missing 
and therefore the aim of this research [11]. 

Here, a general design strategy will be presented for a friction 
isolator system. This strategy is based on a parameter study in 
combination with simulations, from which it is identified which 
system parameters influence the hunting behavior. A setup is 
built to verify the model and showcase the improved settling 
behavior. 

2. Methods 

2.1. Simulations 
The effects of friction in controlled systems have been 

extensively studied in literature, using various  friction models. 
A sufficiently complex and computationally feasible model is the 
LuGre friction model [12,13], which is accurate in modelling 
presliding friction and the stick-slip effect. In the LuGre model, 
the contact between two bodies at asperities is modelled as 
elastic bristles. These bristles will deflect like springs when a 
tangential force is applied, leading to a friction force. If the 
tangential force is large enough, bristles will start to slip. 

In our simulations, the friction isolator is modeled as two 
masses, which are connected through a spring damper (the 
compliant joint). On one of the masses LuGre friction forces are 
acting while on the other the actuation forces act, and the 
position is measured. The stroke limiters introduce reaction 
force between the two masses when engaged. 

 
2.2. Controller design 

The friction isolator is controlled by a PID controller. Here we 
use the cross-over frequency as main tuning parameter since it 
determines the bandwidth of the system and with that the 
response time of the controller. Using the moving mass of the 
system, the P, I, and D gains are computed [1]. 

The system to be controlled contains 4 limit cases (Figure 2) ; 
whether the cart is moving or stopped due to friction and 
whether the compliant mechanism is moving or stopped as it 
engages the stroke limiters. Between these cases, the moving 
mass and thus system dynamics differs significantly, it is either 
only the mass of the shuttle or the combined mass of the shuttle 
and the cart. Since a single controller is used to control all cases, 
the controller should be stable and have satisfying performance 
and stability in all cases. It was found that using the maximum 

mass for tuning the controller yields the best results, as is shown 
by Dong et al. [8]. 

 
2.3. Hunting metric 

To quantify hunting, we propose here to count the number of 
oscillations in a fixed duration after expected settling time. 
Previous research [4] showed that hunting cycles have a 
duration in the order of seconds, with an amplitude in the order 
of millimeters. To find out whether a system shows stable 
hunting cycles the number of peaks in the position signal is 
counted after 10 seconds and over a period of 10 seconds 
(Figure 5). This provides sufficient time for the system to settle 
and if hunting cycles are observed, it can be stated that the 
system is affected by stable hunting cycles. The peaks are 
identified with a minimum time between the peaks of 0.5 
seconds and a minimum peak height of 0.1 mm. Each hunting 
cycle will correspond to one peak.  

 
2.4. Parameter study 

A parameter study is conducted to find optimal parameters for 
the friction isolator and to study the effect of multiple 
parameters on the hunting behavior. Specially, two parameters 
are varied over a grid while the remaining parameters are kept 
constant. Firstly, the effect of static and coulomb friction 
parameters on a non-isolated system is investigated. Secondly, 
the influence of controller bandwidth and system mass 
parameters are varied for the non-isolated system. Thirdly, the 
stroke and stiffness of the friction isolator is changed. Lastly, the 
controller bandwidth and stroke of the friction isolator is 
changed to see if limit cycles will appear. Note that not all 
parameter variations are presented in this paper due to space 
limitations. 

 
2.5. Experimental setup 

A test setup is designed and built to experimentally verify the 
simulations and design method (Figure 3). On this set-up the 
friction isolator can be engaged or disengaged to see its effect 
on hunting. Furthermore, the controller bandwidth and friction 
isolator stroke are varied in a grid search to compare to the 
analytic results. 

3. Results 

3.1. Parameter study 
Four pair-wise sets of parameters where varied to investigate 

their combined influence on hunting as illustrated by Figure 4.. 

 
Figure 2. The controller experiences four limit cases, depending on 
whether the stroke limiter engages and locks the compliant joint (left vs 
right) or whether stiction at the linear bearing locks the cart (top vs 
bottom) 

 
Figure 3. The experimental setup of a friction isolator. The linear 
actuator (a) positions the stage (b), which is connected through the 
compliant joint (c) to the linear bearing (d). Stroke limiters (e) are used 
to limit the maximum stroke of the compliant joint. A linear encoder and 
a capacitive sensor measure the displacement of the stage and the 
friction isolator, respectively. 
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Here we selected a baseline parameter set, indicated with a 
cross and vary the parameter pair. The number of hunting cycles 
within the given time frame was selected as a hunting metric. 

In Figure 4.A., it can be seen that the static friction force must 
be significantly larger than the Coulomb friction force for 
hunting to occur, approximately 1N in this case. This is logically 
explained by the stick-slip conditions, in which the static friction 
must be larger than the dynamic friction. A larger gap between 
the static and coulomb friction force leads to more hunting 
cycles. At the point of breakaway of the bearing, the control 
force is therefore also significantly larger than the dynamic 
friction force, resulting in a larger overshoot. Due to a larger 
error, the proportional part of the controller generates a larger 
force, and the build-up rate of the integral action is increased as 
well. This results in the breakaway force being reached sooner. 

In Figure 4.B, it can be seen that with a higher cross-over 
frequency, larger than around 20 Hz in this case, no hunting 
occurs. With a higher cross-over frequency, the controller 
responds faster which can prevent hunting cycles from 
occurring. A higher required cross-over also places more 
stringent requirements on the system dynamics such as parasitic 
dynamics and time delays.  

Figure 4.C shows that the stiffness of the compliant joint 
should be limited for the isolator to work. This is to be expected 
when taking the principle of the friction isolator into account. At 
a smaller stroke of the compliant joint, the stiffness of the joint 
can be higher, since the force applied to the bearing at the 
maximum stroke is then still smaller than the static friction force.  

From this study it is found that the cross-over frequency also 
affects the hunting behavior of the friction isolator system 
(Figure 4.D). At smaller cross-over frequencies, hunting can still 
occur even in the isolated system. The boundary values of the 
cross-over frequency below which hunting occurs is affected by 

the stiffness of the compliant joint. A lower drive stiffness lowers 
the cross-over frequency at which hunting occurs. 

 
3.2. Experimental validation 

The friction isolator is tested for its ability to mitigate the 
hunting effect. Figure 5 shows a typical result of moving the 
setup back and forth over 100 mm, with a prescribed 
acceleration of 100 m/s2. Results of both the isolated and non-
isolated system are plotted in this graph, from which it can be 
seen that hunting cycles are present in the non-isolated system, 
while the friction isolator settles to the reference position. The 
simulations are not exactly equal to reality but show hunting in 
the same order of magnitude. 

The same motion has been prescribed to the non-isolated 
system for a range of cross-over frequencies of the controller. 
The results of these experiments can be seen in Figure 6. This 
experiment shows that increasing cross-over frequency 
increases the performance of the system, since the response 
time to errors becomes smaller and the overshoot in the hunting 
cycles decreases. As expected from the parameter study, with 
increasing cross-over frequency the hunting cycles eventually 
are mitigated. Though the required cross-over frequency to 
mitigate the hunting behavior is found to be 14.3 Hz in this 
experiment. While for the isolated system 5 Hz is sufficient. Also, 
observe that no hunting seems to occur at the cross-over 
frequency of 9.5 Hz. This indicates that hunting is a partly 
understood behavior, that depends on a multitude of stochastic 
factors, as in other runs hunting was introduced with the same 
controller settings. 

    
A) B) C) D) 

Figure 4. The resulting number of hunting cycles according to the metric for different combinations design parameters. The red marker indicates the 
evaluation point for the other studies. A) and B) are for the non-isolated case whereas C) and D) are for the isolated case. Be aware of the different 
horizontal scale when comparing B) to D). The box indicates the area of the experimental tests in D). 

 
Figure 5. The simulated and measured position of the non-isolated and 
isolated system after settling from a step movement. The same cross-
over frequency is used in all cases. The blue circles indicate the counting 
points as to compute the metric (section 2.3). 

 
Figure 6. The settling behavior for a range of cross-over frequencies for 
the non-isolated system. To make a clear distinction between the 
different lines a small virtual offset is introduced while the actual set-
point was the same for all experiments. 
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The stroke of the compliant joint and the cross-over frequency 
of the controller have been varied for experiments on the test 
setup. The results of this experiment can be found in Figure 7. At 
higher cross-over values, hunting is not present in the system at 
all. The trend is similar to the friction isolator cross-over 
parameter study of Figure 4.D, albeit grainier. This validates both 
the simulation setup and the finding that for a sufficiently high 
cross-over frequency no hunting cycles appear. It should be 
noted that the amount and frequency of hunting differs 
significantly between simulations and set-up due to the time and 
position varying nature of the friction parameters. 

4. Design guidelines 

To determine if a friction isolator is needed and what design 
parameter are to be chosen, we propose the following four step 
approach: 
1. Determine the friction values of the bearing. If the 

difference between static and coulomb friction of the 
bearing is small, in this case < 1N, stick-slip might not occur 
and thus hunting cycles will not be an issue. 

2. Determine the desired and reachable cross-over frequency 
of the system, if this frequency is limited, a friction isolator 
might be useful. A higher possible cross-over frequency can 
mean hunting cycles do not occur in the system and the 
benefit of a friction isolator is limited. This desired cross-
over also gives minimal value for the parasitic frequency as 
used to design a compliant joint. 

3. From the static friction value, combined with the maximum 
stroke of the compliant joint, a maximum drive stiffness can 
be determined. Based on this, a compliant joint is designed 
such that the parasitic frequencies do not interfere with the 
desired cross-over frequency. 

4. Finally, the PID controller parameters can be determined 
when the mass of the system is known [1]. 

5. Conclusions 

The conducted parameter study on the main parameters of a 
friction isolator system showed that a limited bandwidth of the 
applied PID controller and a significant gap between static and 
dynamic friction forces may result in hunting cycles to occur. 

Introducing a compliant joint in a system can prevent these 
unwanted hunting cycles. It is found that the drive stiffness of 
this compliant joint should be as low as possible, for the best 
mitigation of hunting cycles. The design of the compliant joint is 
limited by the stiffness in supporting directions and the parasitic 
resonance frequencies that are introduced by this mechanism. 
The parameter study showed that the friction isolator is a robust 
method to mitigate hunting cycles against various friction 
values. 

The experimental setup showed mitigation of hunting cycles 
using a friction isolator for a control bandwidth of only 5 Hz, 
while the non-isolated system requires a higher bandwidth of 15 
Hz. A compliant joint stroke of 0.3 mm is sufficient to prevent 
hunting from occurring. These experiments verify that the 
friction isolator is a suitable solution for systems that show 
hunting behavior. 
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Figure 7. The measured number of hunting cycles for a range friction 
isolator joint strokes and cross-over frequency. These test results 
parallel measured results in the boxed area of Figure 4.D. 
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Abstract 
 
One way to improve surface quality and tool life in micro machining is to constantly adapt the spindle speed to the current feed rate, 
i.e., maintaining a constant feed per tooth. Air bearing spindles, which are commonly used in micro machining, are not suitable for 
this cutting mode. Their passive control behaviour combined with a low damping leads to increased error motions during the required 
changes in spindle speed. The increased error motions then impair geometric accuracy during milling. An additional active magnetic 
bearing could provide active control capabilities to reduce radial error motions during speed changes. This could enable the 
application of constant feed per tooth without the ramifications (e.g., high complexity) of a fully magnetic bearing spindle. 
This paper presents a concept to introduce active control capabilities to an air bearing spindle by adding a single active magnetic 
bearing acting directly on the micro end mill. Hence, a hybrid spindle system with closed-loop feed-forward (radial) run-out control 
is created without redesigning the air bearing spindle itself. 

A detailed explanation of the hybrid spindle concept and the construction of a fully functional prototype will be provided, 
highlighting the necessary steps for development. Additionally, initial results of the analysis of the vibration characteristics of the air 
bearing spindle will be presented and discussed. The magnitude of the radial error motions of the analysed air bearing spindle is 
found to be 1.5 µm at a spindle speed of 95 000 min-1 with dominant frequency components up to 6 400 Hz. 
 

Micromachining, Actuator, Magnetic bearing, Control 

 

1. Introduction 

As the trend towards the miniaturisation of components 
continues, the demand for more efficient manufacturing 
processes to produce micro structured components is also 
increasing [1]. Micro machining is a promising alternative to 
other commonly used micro manufacturing processes, like 
lithography-based manufacturing, with high geometrical 
freedom, a wide range of machinable materials and short 
production times [2]. To enable production of those small 
geometrical features, the milling tool diameter must be small 
(D < 100 µm) as well. In turn, spindle speed and concentricity 
requirements for the tool spindle are high to achieve sufficient 
cutting speeds and geometric accuracy. [3] 

The required speeds are generally achieved using either air 
bearing spindles or spindles with active bearings [1, 4]. Air 
bearing spindles impress with their simple and robust design, 
but their passive system behaviour limits their possible 
applications. Any concentricity deviations that occur only 
subside slow and lead to geometric deviations in the workpiece. 
As changing spindle speeds result in additional radial error 
motions, milling with constant feed per tooth, generally a viable 
option to improve surface quality in micro machining, is not 
possible when using air bearing spindles [5]. 

Spindles with active bearings, such as magnetic bearing 
spindles, generally allow the rotor position to be controlled and 
dynamic damping behaviour to be achieved. However, they are 
rarely used in micro machining due to their complex and 
expensive design. [6] 

Another approach are hybrid spindles in which active bearings 
enhance the capabilities of air bearing spindles. For example, [7] 

added a magnetic bearing to an air bearing spindle and was thus 
able to dampen natural vibrations and increase the maximum 
spindle speed. However, the focus was on specific resonance 
frequencies rather than a wide range of spindle speeds. The 
approach pursued here for controlling the rotor position with 
the specific application goal of micro-machining has already 
been described by [8], but with the focus set on theoretical 
feasibility. 

A detailed explanation of the hybrid spindle concept and the 
construction of a fully functional prototype will be provided, 
highlighting the necessary steps for development. Additionally, 
initial results of the analysis of the vibration characteristics of 
the air bearing spindle will be presented and discussed. 

2. Hybrid spindle concept 

The hybrid spindle concept aims to enhance the geometric 
precision of micro milling operations by adding a single magnetic 
actuator to an air-bearing spindle. Its purpose is to control the 
rotor position during operation, particularly during speed 
changes, to allow for constant feed per tooth milling operations 
with improved geometric accuracy. 

The combination of the two components and the division of 
tasks between the air-bearing spindle, which ensures the 
necessary load capacity, rigidity and emergency running 
properties, and the magnetic actuator, which only has to 
compensate for the radial error motions, minimises the 
complexity of the system. 

The procedure for developing the hybrid spindle is as follows. 
First, the spindle has to be characterised to determine the 

design requirements for the control loop dynamics and the 
magnetic actuator, as well as the forces of the magnetic 

449

http://www.euspen.eu/


 

actuator. The main objective is to identify the maximum radial 
error motions and the highest relevant vibration frequency. 
While the amplitude of the radial error motions will set design 
requirements for the magnetic actuator, the maximum 
disturbance frequency will also affect the control loop design. 
This is done by integrating a displacement measurement system 
(section 3.1) and measuring the radial run-out over the full 
speed range of the air bearing spindle. The model-based design 
of the control loop and the magnetic actuator is based on these 
results. Due to the high complexity, the non-linear relationships 
in the calculation of the magnetic bearing forces and the mutual 
interactions between the controller and the magnetic force 
development, a model-based approach is chosen here. To 
account for non-linear relationships in the magnetic bearing 
forces calculation (e.g., eddy current losses, non-linear material 
behaviour, fringing effects) a numerical magnetostatic 
simulation will be utilised [6]. The results of the numerical 
simulation are implemented in the control loop model in form 
of 4D look-up tables to reduce the computation time needed for 
each time step and hence the overall simulation time. Figure 1 
illustrates the difference between the open-loop control of an 

air bearing spindle and the closed-loop control of the proposed 
hybrid spindle. The displacement measurement system creates 
the feedback path to close the control-loop in conjunction with 
the PID-controller and the magnetic actuator. For the 
optimisation of the control parameters model-based automatic 
tuning methods within the control system environment 
(MATLAB Simulink1) will be used. To improve response time and 
control accuracy of the control loop, a feed-forward approach 
will be investigated (see figure 1 c)). The rotor speed is used to 
predict the spindle error motion response. For the prediction 
model, information about recurring periodic error motions (also 
known as synchronous error motions) is essential. The spindle 
characterisation therefore focuses on these synchronous error 
motions. After the successful design and optimisation of the 
magnetic actuator and control parameters over several iteration 
loops, a functional model of the magnetic actuator is produced 
and integrated into the air-bearing spindle. Finally, the hybrid 
spindle system is validated via milling tests. Comparing cutting 
forces, tool wear and processing results of milling operations 
with and without activated closed-loop control will allow for an 
assessment of the influence of the hybrid spindle system.

 
Figure 1. Schematic control loop configurations: a) open-loop air bearing spindle, b) closed-loop hybrid-spindle, c) closed-loop feed-forward control 
hybrid spindle

3. Methods 

As outlined, the first step in developing the hybrid spindle is to 
characterize the radial error motion behaviour of the air bearing 
spindle (ABL1 160 MM). Therefore, a series of test runs at 
differing spindle speeds is performed. The displacement of the 
spindle rotor, i.e., a 3 mm diameter artefact with high 
concentricity, is measured during each test run individually. 
Starting at the minimum spindle speed (25 000 min-1), the 
spindle speed is increased by increments of 5 000 min-1 until 
120 000 min-1 is reached. See section 3.1 for details on the 
measurement system. 

The artefact is assumed to be perfectly round and centred 
along the axis of rotation. Thus, the measured radial run-out of 
the artefact surface is equated to the radial error motion of the 
spindle axis of rotation. To analyse the measurements in detail, 
the spindle error motion is broken down into its individual 
components using a frequency classification method. This 
enables the identification and characterisation of regularly 
occurring vibration components. Detailed information on the 
frequency classification method is given in section 3.2. 
 
3.1. Measurement system for radial error motions 

A capacitive displacement measurement system was used to 
measure the radial error motions for its high resolution and 
bandwidth, small measurement spots and it being not affected 
by adjacent magnetic fields. Two sensors measured the rotor 

displacement along the x and y axis respectively (see figure 2). 
An additional third sensor was used to provide accurate 
instantaneous spindle speeds and angular position information, 
as there is no encoder built into the air bearing spindle itself. By 
measuring against a triangular section at the end of the artefact 
and evaluating the peaks in the sensor signal, it was possible to 
reliably assign the x and y displacements to their individual 
revolutions. The three analogue sensor signals were 
simultaneously digitised by a DAQ at a sampling rate of 
50 000 samples/s and recorded via a MATLAB1 script. Refer to 
table 1 for additional data on the sensor system and the DAQ. 
 
Table 1. Specifications of the measurement system 

Micro-Epsilon1 capaNCDT 6222/DL 6222 

Measuring range 0.2 mm 

Resolution @20 kHz 0.05 % FSO 

Bandwidth 20 kHz (-3dB) 

Analogue output -5 V – +5 V 

Axial position x-sensor / y sensor 13.5 mm / 8 mm 

National Instruments1 NI-USB DAQ 6210 

Nominal range - Full scale -1 V – +1 V 

ADC resolution 16 bit 

Absolute accuracy at full scale 310 µV 

Sensitivity 10.4 µV 

Sample rate 50 000 samples/s 

Sample time 3 s 
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Figure 2. Placement of the capacitive sensors for x-, y-run-out and 
speed measurements 

3.2. Spindle metrology 
The total spindle error motion can be decomposed based on 

its frequency components i.e., synchronous and asynchronous 
[9]. It is useful to normalise the frequency contents using the 
rotational frequency, also known as fundamental frequency. As 
a result, the frequency spectrum is given in units of undulations 
per revolution. Multiples of the fundamental frequency are 
referred to as order. 

There are two ways of calculating the different frequency 
components, either in the time or frequency domain. In the 
time-based domain, the synchronous error motion is calculated 
by averaging the total spindle error motion over all sampled 
revolutions at each individual angular rotor position. The 
asynchronous error motion is calculated as difference between 
total and synchronous error motion. In the frequency domain 
synchronous and asynchronous error motions are separated by 
first transforming the raw data with a fast Fourier 
transformation (FFT), then separating integer and non-integer 
Fourier components, respectively, and finally retransforming the 
frequency information with the inverse FFT. The Fundamental 
error motion can be easily identified as the once per revolution 
component. 

The synchronous and asynchronous error motions describe 
periodic error motions that occur at integer and non-integer 
multiples of the fundamental frequency respectively. 

Apart from the frequency classification the spindle error 
motions can also be separated with respect to the sensitive 
direction, which describes the direction perpendicular to the 
workpiece/artefact surface at the point of 
machining/measurement [9]. Based on whether the point of 
machining/measurement is fixed and the workpiece is rotating 
or vice versa, fixed sensitive and rotating sensitive directions can 
be distinguished respectively. The spindle error motion is 
measured in the fixed sensitive direction, but in milling 
operations with a single point tool, as is the case in micro milling, 
the errors affect the workpiece according to the rotating 
sensitive direction. Therefore, the spindle error motion 
measured in the fixed sensitive direction (X and Y) has to be 
converted to the rotating sensitive direction error motion R 
according to equation 1 as a function of the spindle rotation 

angle  .[9] 
𝑅 = 𝑋 ∙ cos(𝜃) + 𝑌 ∙ sin(𝜃)   (1) 

Finally, the spindle error motion can also be classified based 
on directional information. In case of the hybrid spindle control, 
only the radial error motion at the tool tip is relevant. The radial 
error motion (Rnew) at any location (anew) along the rotation axis 
can be computed according to equation 2 once the pure radial 

error motion (R) at a given axial location (a) and the tilt error 
motion (α) are known [9]. 

𝑅𝑛𝑒𝑤 = 𝑅 + 𝛼 ∙ (𝑎𝑛𝑒𝑤 − 𝑎)   (2)  
To compute the tilt error motion with the chosen 

measurement setup, two measurements of the radial error (R1 
and R2) at a known axial spacing l are required [9]. 

𝛼 = (𝑅2 − 𝑅1) 𝑙⁄      (3) 

4. Results 

The fundamental and residual synchronous error motion 
values are shown in figure 3 a) and b) respectively. 

Generally, the fundamental error motion values rise 
moderately with increasing spindle speed up to 80 000 min-1. 
Beyond this point, the fundamental error motion values in the 
fixed x (fixed y) sensitive direction drop significantly from 1.7 µm 
(2.0 µm) to 0.4 µm (0.75 µm). This may be due to a shift in the 
axis of rotation of the spindle, caused by the rising imbalance 
forces, which are proportional to the square of the rotational 
speed. 

The residual synchronous error motions are almost constant 
over a wide span of spindle speeds with one exception. At a 
spindle speed of 95 000 min-1 the maximum error occurs with 
values as high as 1.5 µm, probably due to resonance with a 
natural oscillation frequency of the spindle. Increasing spindle 
speeds further led to a rise in the fixed sensitive direction 
synchronous error in the y-direction, but not in the x-direction. 
This implies that either some components of the spindle may 
exhibit structural asymmetry or there is additional tilt error 
motion at play. 

To identify the shape and highest relevant orders of the radial 
error motion at this spindle speed, the polar plot and the 
frequency spectra of the residual synchronous error motion are 
plotted in figure 4. Although the polar plots of the fixed x- and y-
sensitive direction reveal a three lobed shape of the error 
motion, the rotating sensitive direction, which correlates to the 
resulting form errors of a milling operation with this spindle, 
display a predominantly two and four lobed shape. Hence, the 
control loop and the magnetic actuator must be designed to 
compensate spindle error motions of 1.5 µm occurring at 
frequencies of up to 6 400 Hz, because of dominant error 
motion components at four times the fundamental frequency of 
approximately 1 600 Hz. 

 
Figure 3. a) fundamental and b) residual synchronous error motion 
values for the entire spindle speed range 
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Figure 4. Polar plots and frequency spectra of the residual synchronous error motions at a spindle speed of 95 000 min-1

5. Conclusion and outlook 

In this paper, we introduced a concept for controlling the 
radial error motions of air bearing spindles in micro machining 
with an additional active magnetic bearing. Enabling speed 
changes required for micro milling with constant feed per tooth 
without compromising manufacturing accuracy due to 
additional radial error motions is the main objective of this 
hybrid spindle concept under development. 

Essentially, there are four major steps involved in the 
development of the hybrid spindle according to the proposed 
concept. 1. Characterisation of the air bearing spindle i.e., 
measuring and analysing the spindle error motion. 2. Model-
based design of the magnetic actuator and the control loop. 
3. Design and integration of the magnetic actuator. 4. Validation 
of the hybrid spindle performance through milling tests. 

The first step was described in detail. A capacitive 
displacement sensor system alongside a precision ground 
artefact was utilised to measure the radial error motions near 
the tool tip in x- and y-direction simultaneously. Error motion 
data was gathered for the entire spindle speed range in 
5 000 min-1 increments. For the in-depth analysis of this raw 
displacement data a frequency classification method was used. 

The fundamental error motion values slowly rose with 
increasing spindle speed to a maximum of 2.0 µm for the y-
direction at 80 000 min-1. Increasing spindle speed further led to 
a significant drop in the fundamental error motion values. The 
residual synchronous error motion values showed a sharp 
exception at a spindle speed of 95 000 min-1 with a three to 
fourfold amplification of the fixed sensitive direction value to 
approximately 1.15 µm. A detailed investigation of the polar plot 
and the frequency spectrum of the residual synchronous error 
motion in the rotating sensitive direction at 95 000 min-1 
revealed the predominant influence of the second and fourth 
harmonic order elements. 

The following conclusions can be drawn from these results: 
- Radial error motions of the air bearing spindle can be 

measured with the implemented capacitive displacement 
measurement system. By attaching the probes to the spindle 
body, the system is also suitable to measure the radial error 
motions and provide the feedback path for the closed 
control-loop during milling operations. 

- Differences between the measurements in x- and y-direction 
suggest either the presence of structural asymmetries or an 
influence of tilt error motion. This needs further 
investigations in future works. 

- As the exception in the residual synchronous error motion 
values may be due to resonance with a natural oscillation 
frequency of the spindle, smaller speed increments are 
required in this range. In order to find the exact resonance 
frequency, a more detailed characterisation of the spindle 

will be carried out in the range of 90 000 min-1 to 
100 000 min-1. 

- The magnetic actuator and the control loop are required to 
at least compensate for a radial rotor error motions of up to 
1.5 µm at a frequency of approximately 6 400 Hz (i.e., four 
times the rotational frequency of 1 600 Hz). 

With these initial results for the vibration characteristics of the 
air bearing spindle and the derived requirements for the control 
loop and the magnetic actuator, the second step of the hybrid 
spindle concept will be conducted next. Any findings of the 
additional investigations into structural asymmetry of the 
spindle, rotor tilt error motion and the exact resonance 
frequency will also be considered in the model-based design of 
the magnetic actuator and the control loop. 
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Abstract             

  
Measurement of air gap height in aerostatic bearings is often necessary, for example, in closed-loop position control of precision 

stages. The air gap height can be measured directly with distance sensors, or indirectly from pressure in the bearing gap when the 
performance is well known.   

The present study investigated an air gap height measurement method for aerostatic bearings using an integrated capacitive 
sensor. The method was investigated experimentally with a thrust bearing. The structure of the bearing was made from conductive 
material which was used for one of the electrodes for the capacitive sensor. The second electrode, in this case, was the steel guide 
surface of the bearing. Thus, a plate capacitor was formed between the steel guide surface and the graphite restrictor, where the air 
gap is the dielectric medium. The distance between the two plates in a plate capacitor is inversely proportional to its capacitance. 
Therefore, measurement of the air gap between the bearing and the guide surface is possible.   

The integrated capacitive sensor consisted of a modified aerostatic bearing and a measuring circuit. The circuit consisted of a Wien 
bridge oscillator and an LC-tank in which the aerostatic bearing acted as the capacitor. Current through the LC-tank was measured 
using a resistor and an amplifier. The measurement results of the proposed method were compared to measurements obtained using 
an external gap-height sensor in a static test bench. The results show corroborative evidence on the feasibility of the proposed 
method.  

  
Capacitive displacement sensor, porous aerostatic bearings, integrated sensors             

 

1. Introduction      

 
Capacitive sensing is a widely researched topic with over 

2,000 publications in 2018 alone [1]. Capacitive sensing is a 
noncontact, low cost, and low-power sensing technique which 
uses the change in capacitance across two electrodes to 
measure the distance between them. The resolution of this 
technique is limited primarily by achievable signal to noise ratio 
[2].   

Measurement of the height of the air gap in aerostatic 
bearings is interesting, for example, in academical research and 
in precision applications. Because the performance of these 
types of bearings heavily relies on the thickness of the air gap 
between the restrictor and the guide surface, the accurate 
measurement can be useful in a multitude of applications. 
Typically, the air gap height is measured with external 
capacitive sensors [3, 4, 5]. These sensors are often mounted 
on the outside of the bearing or in the air gap region. The air 
gap height of aerostatic bearings is typically between 2 to 20 
µm, which is well within the measurement range and resolution 
of even simple capacitive sensing methods. 

Using an integrated approach to air gap measurement, 
instead, could reduce measurement uncertainty by reducing 
effects of external factors on the measurement loop and permit 
in-situ measurement in applications of the bearings.  

Furthermore, the integrated gap sensing could be used in 
actively controlled aerostatic bearings or in condition 
monitoring of aerostatic seals. Because it is critical that 

aerostatic bearings do not collide with or draw too near to their 
guide surfaces during operation, the live monitoring of a 
bearing’s air gap may be a useful tool in certain applications.  

The present study investigated a proof-of-concept method 
for the direct measurement of air gap height of a porous-
restrictor- type aerostatic bearing using capacitive sensing 
methods. The proposed gap-sensing concept was investigated 
experimentally and compared to the current state-of-the-art 
externally mounted capacitive sensors.  

 

2. Measurement principle 

 
A plate capacitor is formed between the graphite restrictor of 

the aerostatic bearing and the steel guide surface (Figure 1) 
since both surfaces are conductors separated by insulator. The 
air gap between the restrictor and steel surface of the bearing 
is a variable-thickness insulator with a relative permittivity of 
approximately 1. The capacitance of a plate capacitor is given 
by the well-known equation:  

𝐶 =  𝜀0𝜀𝑟 (
𝐴

𝑑
) 

(1) 

 
where 𝜀𝑜 is the permittivity of free space, 𝜀𝑟 is the relative 

permittivity (dielectric constant), A is the surface area of the 
electrode, i.e., the bearing, and d is the height of the air gap. 
From the equation, it is evident that the capacitance is directly 
proportional to the distance between the electrodes, i.e., the 
air gap height: 𝐶 ∝ 𝑑.   
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Figure 1. An axis-symmetric porous aerostatic bearing as a capacitor 
with conducting bearing surface. 

 
The capacitance, and, thus, the air gap height, can be 

measured using multiple methods such as frequency counting 
or by measuring the current running through the capacitor and 
its adjacent circuit [2, 6]. In the present study, an RLC-circuit 
was used to allow for the tuning of the resonant frequency of 
the circuit to match a specific gap height range to be measured. 
The basic circuit, presented in Figure 2, possesses a resonant 
frequency, 𝑓0. At this frequency, the reactance of the inductor 
and capacitor are at a minimum therefore allowing the greatest 
amount of current to flow through the circuit. The resonant 
frequency can be calculated using the formula: 

 

𝑓0 =
1

2𝜋√𝐿𝐶
 

 

 
where L is the inductance and C is capacitance of the 

capacitor. The reactance of the inductor and capacitor are 
defined as:  

𝑋𝐿  =  2𝜋𝑓𝐿 and  𝑋𝐶  =
1

2𝜋𝑓𝐶
 

 
where L is the inductance of the inductor, C is the capacitance 

between the aerostatic bearing and its counter surface, and f is 
the frequency of the supply voltage which is set to be 𝑓0. The 
current through the RLC-circuit can be found using:  

 

𝐼 =
𝑈𝑠𝑢𝑝𝑝𝑙𝑦

√𝑅2 + (𝑋𝐿 − 𝑋𝐶)2
  

(2) 

 
where Usupply is the oscillator output voltage, R is the current 

sense resistor, XL is the inductors reactance and XC is reactance 
of the capacitor formed between the aerostatic bearing and the 
bearing surface. The denominator of the equation 2 is the 
impedance 𝑍𝑅𝐿𝐶  of the RLC circuit. 
 

 
Figure 2. Simplified circuit diagram used in the experiments.     

 

2.1. Measurement circuit   
The capacitive sensing circuit consisted of an oscillator, an 

embedded sensor (capacitor formed between the bearing 
surface and aerostatic bearing), a rectifier and an output 

amplifier. The circuit design is presented in Figure 3. A Wien-
bridge oscillator consisting of a TL031 amplifier and adjacent 
RC-tanks was used for the AC voltage source. The frequency of 
the oscillator was set at 27 kHz and the circuit was tuned for 
corresponding measurement range of 5 to 20 µm. The voltage- 
drop over the current-sensing resistor (Fig. 3, R5) was rectified 
with a 1n4148 diode, and amplified with TL031 as the output 
amplifier. A virtual ground regulator TLE2426 was used for the 
amplifiers power supply.  

 

 
Figure 3. Capacitive sensing circuit. The circuit consisted of a Wien 
bridge oscillator and an LC Tank. 

 

2.2. Capacitance-Distance relationship  

The sensor output was not linear due to the nature of the RLC 
circuit. Thus, the voltage output signal was converted to 
displacement using equation 5. The voltage-drop over the 
current sensing resistor R5 (Figure 3.) is proportional to the 
change in the capacitance of the circuit. The current through 
the resistor is given by Equation 2.  

The sensor output is the voltage drop over the resistor 
multiplied by the gain of the amplifier. This relates the current 
through the sensing resistor and output voltage as:  

 

𝐼𝑅 =
𝑈𝑜𝑢𝑡

𝐺𝑅
  

(3) 

 
where Uout is the sensor output and G is the gain of the output 

amplifier (Figure 3. U3).  
Setting Equation 2 equal to Equation 3 yields:  
 

𝑈𝑆

𝑍𝑅𝐿𝐶
=

𝑈𝑜𝑢𝑡𝑅

𝐺
  

(4) 

 
which allows the displacement to be calculated as a function 

of the output voltage: 
 

𝑑(𝑈𝑜𝑢𝑡) =  2𝐴 𝜀0 𝜀𝑟  𝑓0 𝜋 
(𝑅 √−(𝑈𝑜𝑢𝑡 +  𝐺 𝑈𝑠)(𝑈𝑜𝑢𝑡  −  𝐺 𝑈𝑠) +  2 𝜋 𝐿 𝑈𝑜𝑢𝑡  𝑓0)

𝑈𝑜𝑢𝑡

 (5) 

  

2.3. Parasitic capacitance 

The aluminum body of the bearing was anodized with a layer 
of epoxy between the anodization and the graphite. This 
effectively insulated the graphite from the aluminum body. The 
wires used to connect the bearing surface and the graphite to 
the sensing circuit introduced some parasitic capacitance and 
inductance. The floating bearing body has some parasitic 
capacitance between itself and the bearing surface. However, 
this parasitic capacitance is minimal since the aluminum was 
recessed 2 mm from the graphite surface. The parasitic 
capacitance due to the bearing body was analyzed with 
equivalent circuit presented in Figure 4. 

    -         
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Figure 4. Equivalent circuit of parasitic capacitance due to the bearing 

body. 𝐶𝑏𝑒𝑎𝑟𝑖𝑛𝑔 is the capacitance formed between the bearing surface 

and the graphite, 𝐶𝑔𝑟𝑎𝑝ℎ𝑖𝑡𝑒−𝑏𝑜𝑑𝑦  is the capacitance between the 

graphite and the bearing body and 𝐶𝑏𝑜𝑑𝑦−𝑔𝑛𝑑  is the capacitance 

between the body and the bearing surface.  
 

The total parallel parasitic capacitance over the measured 
𝐶𝑏𝑒𝑎𝑟𝑖𝑛𝑔  is formed from series connected 𝐶𝑔𝑟𝑎𝑝ℎ𝑖𝑡𝑒−𝑏𝑜𝑑𝑦  and 

𝐶𝑏𝑜𝑑𝑦−𝑔𝑛𝑑 . The total parasitic capacitance can be calculated 

with: 
 

𝐶𝑝𝑎𝑟𝑎𝑠𝑖𝑡𝑖𝑐 =
𝐶𝑔𝑟𝑎𝑝ℎ𝑖𝑡𝑒−𝑏𝑜𝑑𝑦𝐶𝑏𝑜𝑑𝑦−𝑔𝑛𝑑

𝐶𝑔𝑟𝑎𝑝ℎ𝑖𝑡𝑒−𝑏𝑜𝑑𝑦 + 𝐶𝑏𝑜𝑑𝑦−𝑔𝑛𝑑
 

 
 

(6) 

The total parasitic capacitance due to the bearing body was 
below 1 pF, which was insignificant compared to the 
capacitance of the 𝐶𝑏𝑒𝑎𝑟𝑖𝑛𝑔 . 

 

3. Experiment        

A test setup, presented in Figure 5, was used for investigating 
the feasibility of the proposed capacitive sensing concept. A 
flat, 40mm diameter aerostatic thrust bearing sourced from 
New Way Air Bearings was selected for use in the study. The 
investigated bearing was loaded against the guide surface with 
loads ranging from 50 N to 600 N, corresponding to gap heights 
of approximately 20 µm to 1 µm. The supply pressure of the 
bearing was kept constant at 0.6 MPa during the experiments. 
The bearing was loaded incrementally to maximum load force 
and unloaded to minimum load force. This cycle was repeated 
twice. In each measurement trial, 24 points were measured and 
averaged from the force and displacement sensors.   

The measurements were conducted in two parts. The 
investigated integrated sensor and the external reference 
sensors could not be used simultaneously due to the 
interference from the electric field applied to the bearing 
surface. First, a reference measurement was made using 
external reference sensors. The reference sensors were Micro-
Epsilon CSH-05 capacitive displacement sensors with range of 
0-500 μm and accuracy of ±0.3% FS. In the second 
measurement, the integrated capacitive sensor was used 
instead of the external capacitive sensors. Both parts were 
conducted in succession using the same investigated bearing 
together with the same experiment parameters.   

 

 
Figure 5. Experiment setup.    

  

4. Results       

The sensor output voltage as a function of the air gap height 
is presented in Figure 6. The useable range of the investigated 
integrated sensor, limited by the nonlinearity of the RLC circuit 
and saturation of the output amplifier, was 4 to 12 µm. A 
comparison between the reference sensors and the integrated 
sensor is presented in Figure 7.  

 
Figure 6. Raw sensor output voltage vs air gap height measured with 
external sensors. The output saturates at approximately 4 µm gap 
height. 

 

 
Figure 7. Air gap height measured with the investigated integrated 
capacitive sensor (orange) and the external reference sensor (blue). 
Usable range of the investigated sensor, limited by the circuit, is shown 
with grey vertical lines. 

  

5. Discussion       

The results of the present study show that the proposed gap 
height measurement method is feasible. Figure 7 shows 
acceptable correlation between the investigated method and 
the reference method in the usable range of the measurement 
circuit (4 µm to 12 µm) of the investigated proof-of-concept 
sensor. The limitation in the measurement range is due to the 
tuning of the signal conditioning circuit.  

The output frequency of the signal conditioning circuit is 

proportional to 1/√𝐿𝐶 [2], as an LC oscillator was used. Thus, 
the output signal increases exponentially as the air gap 
decreases. Further studies include hysteresis analysis on the 
loading and unloading test cycles and improvements in circuit 
design, such as implementation of a synchronous demodulator 
circuit instead of an LC oscillator to aid in the linearization of the 
output voltage [2].   

One goal of further studies using an integrated sensor is to 
attain successful, accurate gap height measurements through 
the full gap height range of the bearing. The performance of the 
integrated sensor should be able to match the performance of 
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the external sensors to become a viable replacement for 
external capacitive sensing methods.   

Another possibility for future work includes the air gap 
measurement of radial aerostatic bushings using integrated 
capacitive sensing methods. Live measurement of air gap height 
for radial aerostatic bearings could be useful in high-load, high-
speed, and varying-load applications.  

 
6. Conclusions       

The present research investigated a proof-of-concept method 
for the measurement of air gap height of aerostatic bearings 
using capacitive sensing. The performance of the developed 
sensor was investigated experimentally with a comparison to 
external sensors. The results show that the integrated sensor 
performs effectively and can accurately measure the air gap in 
the specified usable range of 4 to 12 µm. Outside the range, the 
performance of the investigated sensor decreases rapidly 
before becoming unusable below 4 µm. The usable 
measurement range could be improved significantly by 
improving the design of the circuit.  

Overall, the results demonstrated the feasibility of the 
concept of integrated capacitive sensing in aerostatic bearings. 
The developed sensor is a low-cost solution, which could be 
implemented in applications where other methods are not 
suitable due to space or cost limitations. However, the method 
is limited for use only when conductive guide surfaces are 
present due to its reliance on forming a plate capacitor 
between the bearing and the guide surface. In further work, 
possible improvements in the measurement range, accuracy 
and hysteresis of the sensor will be further investigated.  
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Abstract 
 
In this work, rolling contacts are designed for evaluating water as a traction drive fluid. In traction drives, lubrication is secondary to 
providing traction for power transfer between rollers. Roller contacts offer an accessible high-pressure environment for testing. As 
lubricants often reach a solid-like transition in the contact area, water is hypothesized to undergo a similar transition with the 
potential to form Ice VI. 
 
In order to study the performance of water as a traction fluid in elements of rolling contact, a system is designed, built, and tested to 
measure properties as a function of contact stress and relative velocities between rollers. The experimental apparatus takes 
advantage of commercially available bearing systems. The system was used in static tests and can be further updated for dynamic 
tests. 
 
Bearing, Design, Evaluation, Experimentation  

 

1. Background and Introduction   

In traction drives, lubrication is secondary to providing traction 
for power transfer between smooth rollers. Traction drive 
transmissions are like gear drives where the teeth are replaced 
by smooth rollers that transmit the power through the shearing 
of a highly pressurized, viscous layer of traction fluid; the high 
pressure causes traction fluids to become more viscous and 
approach something similar to a solid like phase transition. With 
the replacement of teeth by a traction fluid, traction drives offer 
no backlash, no direct contact in operation, and lower noise [1]. 
Additionally, the lubricant film protects against wear and damps 
torsional oscillations [2]. Because power transmission is done by 
the tractive fluid, having good measurements of friction data is 
key to the design and modeling of traction drives. 

Previous research indicates that, if sufficient pressure is 
applied, water has the potential to perform comparably to oils 
as a traction fluid. Water can freeze into ice VI by increasing the 
pressure to around 1 GPa at room temperature and 0.6 GPa at 
0°C [3]. The coefficient of friction of steel on ice I is around 0.24 
[4] compared to the about 0.1 of oiled steel systems  [2]. 
Additionally, the limiting shear stress of Ice I is comparable to 
the limiting shear stress of traction oils ice [5]. Since Ice I has a 
slightly different structure than Ice VI, the tractive properties of 
Ice VI with bearing steels is to be studied. 

To study tractive properties, there are general guidelines to 
consider. Traction is considered a system phenomena and 
consequently testing should be focused on matching the test 
system with actual application [6] since deviations can lead to 
tests not matching application observations. [7] says a list of 
things that can affect the measurement include "material, 
surface finish, environment, load, velocity of relative motion, 
nature of relative motion, nature of contact, temperature, 
sliding history, characteristics of surrounding machine and 

fixtures” which are influenced by the application and system of 
interest.  

Thus, in this work, a rolling contacts system is designed for 
evaluating water as a traction fluid. Water is hypothesized to 
undergo a transition to ice VI within the rolling contacts to then 
have its tractive properties evaluated. This work focuses on the 
development of a rotary benchtop test rig to explore the 
performance of water as traction fluid. 

2. Design Process      

2.1. Functional Requirements    
The main functional requirements for the developed test 

system involve the measurement of the coefficient of friction 
(COF) of ice VI in a bearing steel system and flexibility for future 
developments. The system must create contact pressures large 
enough to create ice VI (around 1 GPa), measure the COF 
between the pressurized water and roller, and entrain water in 
between roller contacts with film thickness larger than the 
surface roughness of the rollers for full lubrication. The latter is 
required because if the layer is smaller than the surface 
roughness, the plates are considered essentially in contact, as 
lubrication cannot effectively occur at that condition. 

The system must also withstand water’s corrosive effects for 
longer than the duration of the experiments. For the initial 
rendition of the test, the test rig should be benchtop scale for 
easy build and test, and simple to assemble with few 
components. Lastly, for future work, the setup should have the 
capability to facilitate both static and dynamic tests.  

 
2.2. What was built and why      

A rotary static friction test apparatus is selected to best match 
the geometry of roller elements in a traction drive. This setup 
can initially confirm whether speed is required to entrain water 
and form a lubrication layer between the roller contacts. Static 
tests require much fewer components and a simpler design to 
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start while providing the structural foundation for future 
dynamic tests.   

 

 
 
Figure 1. Model of Test Apparatus 

 

  
 

Figure 2. Zoom-in of Test Apparatus Rollers 

 
Figure 1 shows the general concept of the rolling contact 

system built and tested in this work where Figure 2 is a zoom-in 
on the portions that hold the rollers. The rollers consist of a 
commercial-off-the-shelf (COTS) hardened steel shaft and a 
tooling ball press fit to be collinear with a second shaft. The 
nonconformal hertz contact between the sphere and the 
cylinder allows for smaller, benchtop-sized weights to still reach 
desired 1 GPa pressures in the contact patch to freeze water due 
to the very small contact patch area. The sphere is attached to a 
shaft so that the axis of rotation can be controlled to be the axis 
of the shaft. Misalignments of the shaft change the radius that 
the sphere touches at to apply the friction for torque transfer. A 
1” sphere and ¾” shaft are selected based on force requirements 
and Hertz theory scaling: 

𝑝𝑚 =
2

3
(
6𝐹𝑛𝑜𝑟𝑚𝑌𝑒

2

𝜋3𝑅𝑒
2 )

1

3
    (1) 

In equation (1), 𝑝𝑚 is the mean contact pressure set by the 
pressure needed to freeze the ice, 𝐹𝑛𝑜𝑟𝑚 is the normal force on 
the contact patch, 𝑌𝑒 is the effective Young’s modulus of the 
rollers, and 𝑅𝑒 is the effective radius of the rollers. 

The supports holding the hardened steel shaft and sphere are 
oriented vertically in order to submerge as little of the apparatus 
in water as possible. Additionally, threaded rods are used for 

precise control over the location of the weights on lever arms 
providing preload and sensing force. Having the preload and 
sensing force provided by lever arms about pivots allows for 
using mechanical advantage to provide desired forces in a 
configuration that matched the size of the surrounding general 
structure. 

 Corrosion-resistant materials such as acetal plastic bearings, 
hardened stainless steel, and aluminum are selected to address 
corrosion concerns. COTS ball bearings are used to decrease 
bearing friction that might confound with the traction properties 
to be measured. 

 

 
 
Figure 3. Schematic of Water Freezing in Hertz Contact Patch 
 

 
 
Figure 4. Diagram of Sensing Arm Torque Balance 
 

2.3. How it works      
As shown in Figure 3, if water is entrained between the rollers, 

the hypothesis is that ice will form in the center of the contact 
patch where the hertz pressure reaches and exceeds the 
freezing pressure, and water will stay liquid elsewhere. 

Once ice is presumably formed, the setup is designed to 
measure the point of slip of the sensing arm, indicating the 
moment the loading torque overcomes the friction in the 
system. This angle can be related to a COF of the system from a 
torque balance applied to the shaft holding the sensor arm with 

𝜇 =
(−𝑚𝑒

𝑙𝑒
2
sin𝜃+𝑚𝑟(−𝑙𝑒 sin𝜃+

𝑙𝑟
2
cos 𝜃)+𝑀(−𝑙𝑒 sin𝜃+𝑙𝑚 cos 𝜃))𝑔

𝐹𝑛𝑜𝑟𝑚𝑟𝑏𝑎𝑙𝑙
     (2) 

where the geometry of the balance is shown in Figure 4, 
𝑚𝑏 , 𝑚𝑒 , 𝑚𝑟 are the masses of the lengths 𝑙𝑏, 𝑙𝑒, and 𝑙𝑟 
respectively, 𝐹𝑛𝑜𝑟𝑚 is as previously described, 𝑟𝑏𝑎𝑙𝑙 is the radius 
of the ball, 𝑀 is the mass of the sensing arm weight placed 
whose center of mass is at 𝑙𝑚, 𝑔 is the acceleration of gravity, 
and 𝜃 is the angle at which the sensor arm slips completely. 
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2.4. Testing Conditions  
The general test procedure involves resetting the rollers to a 

position that the sensor arm would not immediately slip, 
pushing the sensor arm slowly to the point of complete slip and 
recording the angle at which it happened. This procedure is 
repeated in different environment conditions (dry, wet, cold) 
and shaft constraints (fixed, unfixed). The environment 
conditions of dry, wet, and cold correspond to tests run where 
the system was dry, placed in room-temperature water, and 
placed in ice water respectively. The typical temperature of the 
room was around 20°C and the ice water reached bulk 
temperature of 5°C during testing. The shaft constraints 
correspond to whether or not the shaft without the sensor arm 
was prevented from rolling. Fixed constraint corresponds to the 
shaft being constrained and unable to rotate with the other 
shaft during the test. Unfixed corresponds to the shaft being free 
to rotate with the other shaft during the test. 

Throughout the tests the preloading on the rollers is set such 
that high enough pressures occur for water to freeze at 0°C. One 
final test condition involves increasing the preload such the 
freezing would be expected to occur at water temperatures 
above 9°C and is labelled as “Higher Preload”. 

3. Data      

Figure 5 shows the data collected during the static tests with 
the ranges set by two standard deviations above and below the 
mean of ten repeated tests, exceptfor the test condition Cold 
Fixed. Outliers are ignored. The data is presented in the order 
that it was taken going left to right. The data includes initially a 
wet fixed and unfixed condition that was done on a separate 
day.  

Beyond the uncertainty from repeatability shown, there is 
expected extra uncertainty in the accuracy caused by 
uncertainty in the angle, mass, and length measurements used 
to calculate the COF with equation (2). The angle sensor had an 
uncertainty of 1° corresponding to about 0.01 variation in COF. 
The mass and length measurement uncertainties could 
contribute 0.02 and 0.001 variation in the values reported.  
 

 
 
Figure 5. COF Data from 10 Tests in each Condition except Cold Fixed 
which had only 3 Tests. 

4. Discussion      

In comparing friction coefficient data, [6][8] recommend using 
statistical analysis where one of the simplest tests is comparing 
the ranges of values between data sets where the range is made 
up of two standard deviations in both directions about the 
mean. If two ranges overlap, the two sets of data are not 
statistically different. Following this method of assessment, the 
majority of unfixed tests are not statistically different despite 
variation in testing conditions; the majority of fixed tests are not 
statistically different despite variation in testing conditions; and 

for the majority of testing conditions, fixed data and unfixed 
data are statistically different. 

Within the fixed condition, the similarity of results despite 
changing environment suggests that water did not play a role in 
affecting the COF measurements in the static test. The similarity 
within unfixed conditions despite changing environment 
suggests the same.  

Water not playing a role in the static tests seems reasonable 
since water can squeeze out of the contact area faster than it 
would experience the pressure to freeze, leading to surface 
contact instead of lubricated contact. As a first order calculation, 
the liquid evacuation time, defined as the time it takes for the 
water thickness to decrease from full film lubrication to thinner 
than the surface roughness of the plates, can be calculated using 
lubrication equations [9]. These lubrication equations treat the 
water-filled contact patch area as two flat plates pressed 
together with some normal force and result in an evacuation 
time of 

𝑡𝑓 =
9𝜇𝜋2𝑝0𝑅𝑠𝑅𝑐

4𝑌𝑒
2ℎ0

2      (3) 

where 𝑅𝑠 is the radius of the sphere, 𝑅𝑐 is the radius of the 
cylinder, ℎ0 is the initial film thickness, and 𝜇 is the viscosity of 
the fluid. The value that this equation predicts is on the order of 
tens of nanoseconds to tens of microseconds meaning that it 
takes very little time for water to evacuate from the contact 
area, resulting in surface contact.  

One way to counteract the liquid evacuation is to entrain the 
water into the contact by having the contacts move in a dynamic 
test as opposed to a static test. The speed at which to move the 
roller surfaces can be estimated by applying Poiseuille-Couette 
flow between two moving plates and finding the speed of the 
plates that leads to a net inflow of fluid which gives 

𝑣 >
Δ𝑃ℎ2

12𝑎𝜇
                 (4) 

where 𝑣 is the speed of the moving plates, Δ𝑃 is the pressure 
change between the edge and center of the contact patch, 𝑎 is 
the contact patch size, and ℎ is the film thickness. Alternatively, 
one could use the elastohydrodynamic film layer thickness fits 
provided by [9]. 

The difference between fixed and unfixed configurations is 
interesting. In the fixed configuration, the shaft roller is 
prevented from rotating while the ball roller can rotate under 
the driving force of the sensing arm. Thus, the motion is always 
pure sliding between the roller surfaces. The unfixed 
configuration involves the surfaces rolling on each other. It is 
unclear what the difference between these two conditions 
implies at the moment.  

One thought is that the rolling surfaces produce less friction 
between them. The question then is why the friction is so large 
still since rolling frictions are often much smaller than sliding 
friction values, often around 0.001.  Another possibility is that 
the rolling allows for movement of the elements below what 
friction could counteract at its maximum. Friction force can be 
any value below the max limit it can achieve to initiate motion 
and the friction force measured in the unfixed condition may be 
this less-than-max value. 

Another possibility is slippage between the surfaces during 
rolling might affect the measured COF. To test this, a separate 
test was applied to the setup after the friction tests to see if the 
shafts slipped relative to each other in the unfixed condition. 
This test was performed by preloading the setup in the dry 
unfixed condition and manually rotating the shafts various 
amounts and comparing the output rotation to the rotation 
expected if there was no slip. The results of that test suggest that 
there was no relative slippage within the angle sensor’s 
measurement error for the unfixed conditions, ruling out this 
possibility. 
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5. Conclusions and Next Steps      

A rotary benchtop test rig was designed and built to test the 
traction properties of ice VI. The static tests suggest that water 
did not participate in the system friction, possibly since there 
was no entrainment motion of the rollers to prevent the water 
evacuating the contact patch before freezing. To get ice VI 
traction properties, surface motion is needed to entrain the fluid 
for measurement. The test rig is a good foundation for 
development of these dynamic tests in the future for 
assessment of the traction properties of ice VI. 
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Abstract 
 
For the precise positioning of a flexible object using control, a specific point of interest is usually used as a reference point. If the 
position of this point cannot be detected directly by sensors, it is reconstructed from the positions of the sensors using a rigid body 
assumption. However, as soon as the object deforms, this assumption is no longer correct, so that the control system calculates the 
input of the actuators based on an incorrect position. This can lead to unstable system behaviour and performance losses. In this 
contribution, an observer-based approach is proposed that dynamically estimates the point of interest based on the signals from the 
sensors and the control signal from the actuators. This allows the control system to obtain correct position information even at higher 
frequencies and hence leads to an increase in performance and robustness. 
 

Position Estimation, Luenberger Observer, Flexible bodies     

1. Introduction 

    In high-precision applications a very common task is the 
precise positioning of an object with a feedback controller. Due 
to the elasticity of the object the position of a special point of 
interest (POI) is controlled.   
The POI position is measured by sensors at locations distributed 
over the object because of the use of highly sensitive 
unidirectional sensors. Hence, the system is not collocated, since 
the sensors and actuators are not at the same position [1,2]. The 
POI is reconstructed from the sensor positions by using a rigid 
body transformation, which leads to a collocated layout if the 
assumption of a rigid body holds true. As soon as first flexible 
resonances occur, the calculated POI does not match the actual 
POI. Therefore, the control cannot position the right POI and 
servo errors or even instability can occur [1,2].  
The commonly used approach is to use a lowpass-filter or notch 
filters that turn off the control as soon as flexible resonances 
occur [2]. Hence, the bandwidth of the controller is limited by 
the flexible resonance frequencies. This contribution focuses on 
an alternative approach to dynamically estimate the POI even in 
frequency regions, where the object has flexible resonances. 
Thus, a controller with a higher bandwidth can be used and the 
positioning of the object as well as disturbance rejection is 
improved. 
The dynamic estimation is based on a Luenberger observer, 
which is a basic observer suitable for systems without noise, but 
typically not used for virtual collocation. The POI is estimated by 
the observer using the sensor and actuator signals and a 
mechanical model. A model order reduction is needed to 
achieve real-time applicability.  
The observer output is used as an input for the controller, which 
can be either a full state feedback or output feedback, which 
uses only part of the estimated positions namely the POI. The 
advantage of using the whole state for feedback instead of just 
the output is that the object can be positioned with respect to 
the POI by a reduced occurrence of flexible mode shapes.  

 

Figure 1. Considered system with three masses connected via springs 
and dampers and their respective values. 

2. Problem statement 

    This section describes the basics needed to do model order 
reduction and design a Luenberger observer for the original as  
well as the reduced system to estimate the POI of a flexible 
object. 

 
2.1. Modelling & analysis of the plant  

An elastic object can be interpreted as an interconnection of 
several spring-mass-damper systems, as is also done in 
modelling using FEM. For proof of concept, a system with three 
masses is chosen in this contribution. The masses 𝑚1, 𝑚2, 𝑚3 
with their respective positions 𝑥1, 𝑥2, 𝑥3 are coupled by springs 
with stiffness 𝑘1, 𝑘2, 𝑘3 and dampers with damping 𝑑1, 𝑑2, 𝑑3. 
The lowest mass 𝑚1 is the POI, which is actuated and coupled to 
the fixed world. The third mass 𝑚3 is measured by sensors, see 
Fig. 1. Therefore, the system is not collocated. The equations of 
motion result in the system dynamics Σ𝑦 with the measured 

output 𝑦 ∈ ℝ1 , which is the position of mass 𝑚3 resp. Σ𝑧 with 
the POI output 𝑧 ∈ ℝ1, which is the position of mass 𝑚1 

 

�̇�(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡) 
𝑦(𝑡) = 𝐶1𝑥(𝑡) 
𝑧(𝑡) = 𝐶2𝑥(𝑡) 

(1) 

Hereby, the states 𝑥 ∈ ℝ6 represent the positions and velocities 
of the masses and the input 𝑢 ∈ ℝ1 displays the force acting on 
mass 𝑚1. The dimensions of the dynamic matrix 𝐴, the input 
matrix 𝐵 and the output matrices 𝐶1 and 𝐶2 are accordingly. 
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If looking at system Σ𝑧, alternating resonances and 
antiresonances arise in the Bode plot. Hence, the phase of the 
input-output behaviour will always be between 0 degree and -
180 degree. From a control point of view, this is particularly 
advantageous, since in the Nyquist diagram no further 
encirclement of the critical point can occur with any amount of 
amplification by a controller [1]. Therefore, the gain margin 
(GM) is infinity. However, this holds only true for academic 
examples without sensor or actuator dynamics or delay for 
example. If these parasitic effects are considered bounded 
phase shifts can occur, but not phase jumps like for the case with 
two resonances directly after each other. 
If looking at the input-output behaviour of system Σ𝑦, three 

resonances appear directly after each other. Therefore, phase 
jumps occur, and control design is more challenging regarding 
robust stability. With the observer, designed in the next section, 
the system is virtually collocated by estimating the position of 
the POI, which can then be used for control. However, normally 
FEM are high dimensional and cannot be used in the observer. 
Hence, system Σ𝑦 is reduced by balanced truncation resulting in 

system Σ𝑟. Hereby, states that contribute only slightly to the 
transmission behaviour are neglected. The dimension of the 
reduced system is then four, such that one resonance is missing 
in the reduced system. Differences between the reduced and 
the original model occur only high-frequent. 
 
2.2. Luenberger Observer  
    A Luenberger observer estimates not measurable states of a 
system based on a mechanical model. The observer structure is 
simple and suitable for systems without or little noise. Two 
approaches are considered in this contribution: In the first 
approach system Σ𝑦 is used in the observer as model resulting 

in overall system Σfull, in the second approach the reduced 
model Σ𝑟  is used as basis for the observer design resulting in 
combined system Σred. 
If the observer uses system Σ𝑦 as model, the separation theorem 

can be used to design observer and control. Therefore, the 
controller is designed based on system Σ𝑧 or with the whole 
state 𝑥 as feedback.  
If the reduced model is used, the separation theorem is not valid 
anymore. However, the differences due to the reduction only 
occur at high frequencies. Therefore, either a low-pass filter can 
be used, or the observer can be designed especially robust to 
take the differences between plant and observer model into 
account. Hereby, the reduction method via balanced truncation 
is beneficial, since it delivers also an error bound. In this 
contribution the assumption is made that the separation 
theorem is also valid for the case with the reduced model.  
The observer gain is designed with an LQR approach to get an 
optimal gain. The input to the observer is the input 𝑢 as well as 
the output 𝑦. The output of the observer is either the estimated 
position of the POI 𝑧 or the estimated state 𝑥, whose dimension 
is dependent on the choice of the model in the observer.  
 
2.3. Control design  
    The goal of the control is the positioning of mass 𝑚1 by 
actuating  it but using the measurement of mass 𝑚3. 
For proof of concept a simple proportional controller with gain 
𝑘𝑃  is used for output-feedback, which is aggressively tuned. For 
the state feedback a LQR control approach is used to show the 
potential of the presented approach [2]. In case without 
observer output 𝑦 is fed back. In case with observer the 
estimated position of the POI 𝑧 is used for the output feedback 
and the estimated states 𝑥 for state feedback. The interesting 
output is in all cases the position of the POI 𝑧. 

3. Simulations 

    The open loop of system Σ𝑦 from the control error to the 

measured output has a GM of 58.3 dB and a phase margin of 
10.4°, while the open loop of the observer with the full system 
as model from the estimated control error of the POI to the 
estimated position of the POI has an infinitely high GM and a 
phase margin of 12.8° and with the reduced system from the 
same input to output has a GM of 60.2dB and phase margin of 
12.8°. Increasing the proportional gain 𝑘𝑃  leads to a linearly 
increasing bandwidth while linearly decreasing the gain margin. 
Therefore, with the same robustness criterions a higher 
bandwidth can be achieved by using an observer. However, it 
must be considered that the observer shall be faster than the 
controller, which limits performance.  
For comparison an impulse output disturbance is applied. As 
performance criterion, the peak amplitude (PA), which is the 
maximum position of the POI 𝑧, and the transient time (T), which 
is when the position of the POI 𝑧 is converged, are chosen, see 
Table 1. As proportional gains 90% of the values are chosen for 
which one of the systems is close to instability. If a bar appears 
in the table, the respective system is unstable. For the LQR 
approach no special tuning was done. The 𝑄- and 𝑅-matrix are 
chosen as simple unity matrices. 
The higher the gain, the less high is the PA for the observer with 
the full model. However, from a certain gain decreasing PA 
comes with an increasing T. The observer Σred performs better 
for lower gains, which is due to the mismatch of the plant Σ𝑟  
used in the observer and system Σ𝑦. The best performance can 

be achieved by a state-feedback. The PA as well as the T are low 
compared to the output feedback. 
 

Table 1 PA | T (s) of the position of the POI. 
 

System 𝑘𝑃 = 740 𝑘𝑃 = 920 𝑘𝑃
= 2000 

LQR 

PA T PA T PA T PA T 

Σ𝑦 18  221 - -  

Σred 15 163 15 910 - 1 3 

Σfull 16 313 15 192 12 427 1 3 

4. Conclusion 

    In this contribution an approach to estimate the POI of an 
elastic object based on sensor positions and the applied control 
force was presented. Firstly, the problem was stated, and the 
resulting system was analysed with a special focus on 
collocation. Afterwards, the model was reduced with respect to 
its dimension and the basics for an observer design were 
presented. With the introduced control design, simulations 
were carried out. By using an observer concept, the control 
performance is increased. Using a reduced model in the 
observer leads to slightly decreasing performance. However, if a 
state-feedback is chosen, which is enabled due to the estimation 
of the full state, a huge performance increase is achieved even 
though the controller was not tuned especially. This translates 
directly into a more precise positioning of the object and 
therefore into increased system performance. In future work, 
the results will be transferred to more realistic models and 
finally validated in experiments. 
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Abstract 
 
Micro machining requires high spindle speeds but only needs low cutting power, making turbines a potential alternative to electric 
motors. As an increased surface quality and tool life can be achieved through a constant feed per tooth when using micro end mills, 
it is necessary to adapt the spindle speed to the feed rate alteration. Hence, the drive’s dynamics and torque must be sufficient to 
ensure fast adaptions of the spindle speed to the feed rate alteration, which is more difficult with turbines. 
This paper aims to model a speed control system for turbine-driven spindles, examining the suitability of a turbine’s dynamics and 
torque to adapt the spindle speed to feed rate alterations. The modelling approach consists of three stages: 1. Setup of a fluid dy-
namics simulation to determine torque across various inlet mass flow rates and generating lookup tables for later control system 
implementation. 2. Designing a controller featuring a feedback loop with feedforward control for fast adaptation and accurate control 
of model uncertainties and disturbances. 3. Integrating the turbine’s flow dynamics and rotor’s dynamics into the feedback loop. 
The evaluation of the control behaviour shows that effective control can be achieved. Hence, the devised control concept theoreti-
cally enables fast speed adjustments. However, the turbine's torque is not high enough to enable the required fast changes of the 
rotational speed to maintain a constant feed per tooth. A higher mass flow rate could generate sufficient torque, as shown by artifi-
cially increasing the mass flow rate, but it was not possible to increase the mass flow rate further with the chosen geometry and fluid 
dynamics boundary conditions. Turbine optimization could increase torque but might necessitate trade-offs between added rotor 
inertia and improved torque. Additionally, the employed turbines exhibit lower efficiency compared to electric motors. 
 

Micromachining, Simulation, Turbine blade, Control   

 

1. Introduction 

Micro machining is crucial for manufacturing high-precision 
and complex microstructures [1, 2]. In micro machining pro-
cesses such as micro milling, it is desirable to employ a constant 
optimal feed per tooth, as this can significantly influence the 
process result and reduce tool wear [2, 3]. As such, the spindle 
speed must be adapted to the feed rate to maintain a constant 
feed per tooth, which requires sufficient spindle torque and dy-
namics to enable fast speed control. 

High-frequency spindles used for micro machining are usually 
driven by electric motors [4], but this generates electromagnetic 
fields that can affect the run-out [5]. An alternative drive 
method is a turbine, which has no electromagnetic fields. Fur-
ther, high-frequency spindles are often equipped with air bear-
ings [6], which enables the use of compressed air for both the 
bearings and the turbine. In addition, turbines generate less heat 
than electric motors, which improves the thermal stability of the 
spindle-system [7]. Disadvantage of turbines in high-frequency 
spindles are their low efficiency, power output, and dynamics, 
as previous works have shown [8]. 

In this study, a speed control of a spindle’s turbine drive is de-
veloped. For this purpose, the control loop is modelled, includ-
ing the flow dynamics of the turbine. Further, the cutting torque 
is considered. The turbine is modelled via a numerical fluid dy-
namics model, which is implemented in the control loop in the 
form of lookup tables to enable efficient access to the required 
mass-flow-rate-speed-torque characteristics of the turbine. A 
compensation controller is designed using root locus analysis. 

2. Methods 

First, the fluid dynamics simulation is conducted to determine 
the mass-flow-rate-speed-torque characteristics of the turbine. 
Next, the kinematics for micro milling a groove with constant 
feed per tooth are described, as needed for defining the require-
ments for the speed control to keep a constant feed per tooth. 
Subsequently, the feedback loop and controller are modelled. 
 
2.1. Fluid dynamics simulation 

To determine the mass-flow-rate-speed-torque characteristics 
of the turbine, a fluid dynamics simulation was conducted, de-
scribing the behaviour of the fluid volume (air) between the tur-
bine and the casing. In Figure 1a), the CAD model of the rotor is 
depicted, consisting of a single axial and two radial bearing sur-
faces and two turbine geometries with eight semi-circular blades 
each. Two turbines with blades facing opposite directions are re-
quired for fast acceleration and deceleration. At the front end of 
the rotor, the micro milling tool can be mounted. Figure 1b) 
shows the CAD model of the fluid volume. The CAD model of the 
fluid volume was imported into ANSYS1 Fluent1 for computation 
of the resulting torque. 

The simulation requires boundary conditions defining external 
influences on the flow. In this case, the boundary conditions in-
clude mass flow rate at the inlet, rotor speed, and ambient pres-
sure at the outlet. The simulation was performed for four differ-
ent combinations of mass flow rate and rotor speed. For each 
combination, the resulting turbine torque was computed. Only 
four combinations were simulated because the torque is linearly 
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dependent on both the rotor speed and mass flow rate. Thus, 
four combinations/result points are sufficient to describe the 
characteristics. 

The mass-flow-rate-speed-torque characteristics of the tur-
bine were derived from the fluid dynamics simulation results by 
fitting a plane through the four result points using linear regres-
sion. The resulting values were stored in lookup-tables for the 
implementation in the feedback loop. The Curve Fitter App1 in 
MATLAB1 was employed for linear regression. 

 

 
 
Figure 1. a) schematic view of the spindle rotor with incorporated tur-
bines, b) modelled fluid region and boundary conditions 

 
2.2. Requirements to enable constant feed per tooth 

To keep the feed per tooth constant, the rotational speed n of 
the tool spindle must be adapted to the feed rate to maintain a 
constant feed per tooth. Hence, to fully define the requirements 
for speed control, the kinematics for micro milling a groove with 
a rounded corner are described in dependence of the feed rate. 
The feed per tooth fz is defined as the ratio between the feed 
rate vf and the product of the spindle rotational speed n and the 
number of cutting edges z: 

 

𝑓𝑧 =
𝑣𝑓

𝑛 ⋅ 𝑧
 (1) 

 
The milling path is divided into five regions, as shown in Figure 

2a). The corresponding feed rate of the feed axis to maintain a 
constant feed per tooth (equation (1)) is shown in Figure 2b). 
 

 
 

Figure 2. a) trajectory of a groove with rounded corner and b) corre-
sponding change of feed rate  

Regions 1 and 5 have a constant feed rate vf,0 (up to t1 and t5 
respectively), derived from the optimal feed per tooth and initial 
spindle speed n0. Regions 2 and 4 reduce the feed rate (up to t2 
and t4 respectively) to a reduced value vf,red before the transition 

area to lessen the demands on response time of the speed con-
trol. The feed rate decreases linearly in these regions when as-
suming maximum acceleration. Region 3 describes the transi-
tion area, where the feed rate is the lowest (up to t3). 

 
2.3. Feedback loop      

For the control system, the overall dynamics of the plant must 
be modelled in the feedback loop. This includes the rotor’s an-
gular dynamics, start-up dynamics of the inlet valve, the cutting 
torque, and the mass-flow-rate-speed-torque characteristics of 
the turbine. Herein, instead of the full fluid dynamics model of 
the turbine, the lookup tables featuring the turbine’s character-
istics were implemented in the feedback loop to avoid a time-
consuming recomputation during every simulation step. The 
mass-flow-rate-speed-torque characteristics of the turbine were 
limited to a maximum value corresponding to a maximum pres-
sure of 8 bar at the valve/inlet of the turbine. A dynamic torque 
equilibrium was established for the rotor, considering the result-
ant angular acceleration due to the applied turbine torque. Ad-
ditionally, frictional torque of the rotor’s bearings is calculated 
based on fluid shear forces as presented in [9]. The resulting dif-
ferential equation from the dynamic torque equilibrium can be 
converted into a state-space representation. Here, the rotor’s 
angular velocity is the state vector x(t), turbine torque is the in-
put vector u(t), and angular velocity is the output vector y(t). The 
state-space representation simplifies the differential equation 
by reducing its order through substitution to a first-order linear 
differential equation, eliminating the need for linearization. The 
state-space representation (the rotor’s inertia included in A and 
the input matrix B and the frictional torque of the bearings in-
cluded in the the state matrix A) is given in equation (2), the re-
quired input parameters are given in Table 1. 

 
�̇�(𝑡) = 𝑨𝒙(𝑡) + 𝒃𝑢(𝑡),   𝑦(𝑡) = 𝒄𝑇𝒙(𝑡) + 𝑑𝑢(𝑡) 

𝒙(0) = 𝒙𝟎,   𝒙(𝑡) = 𝜔𝑅,   𝑢(𝑡) = 𝑀𝑇,   𝑦(𝑡) = 𝜔𝑅 

𝑨 = −
𝜇𝐴 ⋅ 2𝜋 ⋅ 𝑅𝑖

3 ⋅ 𝑙𝑟𝑎

𝐽𝑧 ⋅ ℎ𝑟𝑎

−
𝜇𝐿 ⋅ 𝜋 ⋅ (𝑅𝑜

4 − 𝑅𝑖
4)

2 ⋅ 𝐽𝑧 ⋅ ℎ𝑎𝑥

 

𝒃 = 1/𝐽𝑍;  𝒄𝑇 = 1;  𝑑 = 0; 𝒙𝟎 = 𝑛𝑚𝑎𝑥 ⋅ 𝜋/30 

(2) 

 
Table 1. Input parameters required for modelling and simulation 

parameter  value 
dynamic viscosity of air μA 18 µPa⋅s 

inner radius of rotor Ri 10.5 mm 

outer radius of rotor Ro 19 mm 

length of radial bearing lra 67 mm 

mass moment of inertia in z-direction Jz 185,4 g⋅cm2 

air gap height of radial bearing hra 21.5 µm 

air gap height of axial bearing hax 25 µm 

intended maximum rotational speed nmax 125,000 min-1 

 
The start-up dynamics of the inlet valve can be modelled as 

part of the feedback loop or be considered during the controller 
design. However, the valve’s fast rise times make it unsuitable 
for controller design, as its impact is brief and would increase 
controller complexity. Hence, the start-up dynamics of the inlet 
valve are considered as a disturbance input in the feedback loop. 

The cutting torque was also modelled as a disturbance input in 
the closed-loop model. The cutting force was simplified as a si-
nusoidally oscillating force with zero crossings instead of nega-
tive values. An amplitude of 0.2 N and a tool radius of 25 µm was 
assumed, adopted from previous works [10]. The sinusoidal fre-
quency was based on spindle speed. 
2.4. Controller design      

The desired control behaviour for the process variable (actual 
value of speed) was specified to follow the setpoint value (set-
point speed). A second-order (PT2) response was sought for sta-
bility, characterized by simple and stable control with a short 
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settling time and minimal overshoot. For this, a PIT1 compensa-
tion controller was designed using the root locus method. The 
PIT1 controller inherently has an integrator pole at zero, a sys-
tem pole defined by the plant, and another adjustable pole and 
root. Parameters were chosen to ensure a PT2 response for the 
closed-loop system, offering a short settling time with minimal 
overshoot: Initially, the gain factor was set for the desired set-
tling time, and then the rightmost pole was shifted along the real 
axis. Using the Controller System Designer App1 in MATLAB1 to 
determine parameters for the adjustable pole and root through 
linear regression results in the equation for the controller: 

 

𝐺𝑅(𝑠) = 0,045 ∙
1 +

0,02
𝑠

𝑠 + 100
 (3) 

 
To enable fast speed adjustments, a feedforward control was 

added. This anticipates the setpoint value, reducing control er-
ror. The feedforward control consists of the inverse model of the 
plant, multiplied by a PT1 element. The feedforward time of the 
PT1 element is an adjustable parameter and was iteratively set 
to 20 s, offering good control behaviour without introducing ad-
ditional oscillatory behaviour. The derived equation for the feed-
forward control is: 

 

𝐺𝑉𝑆
𝑟𝑒𝑎𝑙(𝑠) = (

53940

𝑠 + 0,03713
)

−1

∙
1

1 + 20 ∙ 𝑠
 (4) 

 
The complete closed-loop model was set up in Simulink1, as 

shown in Figure 3. It includes feedforward control (green, solid 
lines), the controller (red, dashed lines), and the plant (yellow, 
dotted lines), consisting of the turbine’s mass-flow-rate-speed-
torque characteristics, the rotor’s angular dynamics, start-up dy-
namics of the inlet valve, and the cutting torque (see section 
2.3). The setpoint speed was calculated corresponding to the 
change of the feed rate during the manufacture of a groove with 
constant feed per tooth (see Section 2.2 and Figure 2). 
 

 
 

Figure 3. Schematic view of the modelled feedback loop with feedfor-
ward control 

3. Results      

This section examines how well the control requirements (see 
section 2.1) are met and how the maximum mass flow rate and 
torque affect the speed control. The results (Figure 4 to 6) in-
clude a numbering of regions (1 to 5), as outlined in the model-
ling of the milling path and feed rate in Section 2.2 and Figure 2. 

 
3.1. Test with unlimited mass flow rate and torque 

To evaluate the performance of the developed controller 
(equation (3)) and the feedforward control (equation (4)), the 
controller’s transient response under ideal conditions is exam-
ined with a time-varying setpoint, without limits of the mass 
flow rate and torque imposed by the turbine drive. Figure 4 
shows the behaviour of the setpoint value (setpoint speed) and 
the process variable (actual value of speed) during adjustments 
of the rotational speed as required to machine the described 

grooves with constant feed per tooth (see section 2.2 and Fig-
ure 2). The results show that the combination of controller and 
feedforward control provides fast and accurate speed adjust-
ment. Further, there is no oscillatory characteristic of the pro-
cess variable, the rise and settling times are very low, and the 
process variable converges without steady-state error. By delib-
erately omitting a derivative term (D-term) in the controller, the 
high-frequency signal of the cutting force is not amplified further 
and has a negligible influence on the process variable. 
 

 
 

Figure 4. Behaviour of the setpoint value (setpoint speed) and the pro-
cess variable (actual value of speed) during adjustments of the rotational 
speed with unlimited mass flow rate and torque 

 
3.2. Test with maximum mass flow rate and torque 

The control input (mass flow rate) of the control loop is limited 
by the maximum possible mass flow rate, which is determined 
by the mass throughput through the inlet valve, inlet nozzle and 
the geometry of the turbine. This subsequently limits the control 
output (torque). Figure 5 shows the additional influence on the 
control output and the process variable (actual value of speed) 
due to the maximum achievable turbine torque. 

 

 
 

Figure 5. a) control output (torque) during adjustments of the rotational 
speed with maximum mass flow rate and torque and b) setpoint value 
(setpoint speed) and process variable (actual value of speed) 

 
Figure 5a) shows that the achieved torque is lower than the 

required ideal torque, which also leads to torque having to be 
applied for a longer time (as seen by the longer required simula-
tion time (150 s) to achieve a steady-state behaviour in Fig-
ure 5b)). This leads to the process variable no longer being able 
to match the setpoint value, as the available torque is not suffi-
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cient to control the speed sufficiently quickly and reach the tar-
get speed, as Figure 5b) shows. This is reflected in an increased 
rise and settling time, an overshoot, and a steady-state error. 

 
3.3. Test with artificially increased mass flow rate and torque 

For further assessment of the controller, in this section an ar-
tificially increased maximum mass flow rate of 0.005 kg/s is as-
sumed, which is higher than the actual possible mass flow rate 
(approx. 0.002 kg/s). The new transient response resulting from 
the higher maximum mass flow rate is shown in Figure 6a). This 
new transient response only exhibits a slight overshoot that con-
verges slowly (as seen by the longer required simulation time 
(150 s) to achieve a steady-state behaviour in Figure 6a)). This is 
again a consequence of the maximum mass flow rate. The over-
shoot characteristics can be improved with further increase of 
mass flow rate and thus torque. 

The feed per tooth can be calculated (using equation (1)) and 
compared for the two cases without and with speed control, as 
seen in Figure 6b). Due to the limited mass flow rate and thus 
low torque, constant feed per tooth is not achieved, even when 
speed control is used. Due to the controller and feedback loop, 
the speed adjustment leads to an increase in the feed per tooth. 
This increase is smaller than the reduction of the feed per tooth 
when no speed control is used (blue dotted lines in Figure 6b)). 
The small increase in feed per tooth may be better suited for 
machining applications, because lowering the feed per tooth can 
cause the minimum chip thickness to be undercut. This is not the 
case for a small increased feed per tooth. In that case, the opti-
mal value for the feed per tooth is not reached for a short time 
and the wear of the micro milling tool is increased for the period. 
 

 
 

Figure 6. a) setpoint value (setpoint speed) and process variable (actual 
value of speed) and b) feed per tooth during adjustments of the rota-
tional speed with artificially increased mass flow rate and torque 

4. Conclusion 

In this study, a control system for the speed control of a spin-
dle’s turbine drive was developed. For this purpose, a fluid dy-
namics model of the turbine was set up to determine the de-
pendence between mass flow rate, rotational speed, and 
torque. The resulting characteristics were then stored in the 
form of lookup tables. The speed control was modelled as a con-
troller in a feedback loop with feedforward control for fast ad-
aptation and accurate control of model uncertainties and dis-
turbances such as cutting torque. The following conclusions can 
be drawn: 

• Tests with unlimited mass flow rate and torque show that 
effective speed control is possible with the devised con-
troller and feedback loop. 

• Tests with the actual possible mass flow rate and torque 
show that the turbine's power output is too low to adapt 
the spindle speed sufficiently quickly and to reach the tar-
get speed. Thus, while the presented control system is 
suitable, the modelled turbine is not feasible for the re-
quired speed control to enable constant feed per tooth. 

• Tests with artificially increased mass flow rate show how 
much torque of the turbine is necessary to enable effi-
cient speed control. Based on this, the turbine can be op-
timised towards a defined torque and thus required tar-
get mass flow rate and pressure at the inlet. 

In future works, necessary turbine optimisations to increase 
the torque will be investigated to evaluate if the required inlet 
mass flow rate and pressure is feasible. Additionally, the turbine 
diameter can be increased. However, the increased moment of 
inertia of the rotor and the low efficiency of turbine drives in 
high-frequency spindles compared to electric motors must be 
considered. 
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Abstract 
 
The vibrations of an end effector of a wafer handling system, moving wafers between the atmospheric and vacuum environments, 
can be excited during systems operation. Conventionally, to cope with this, the operations of a system are slowed down and dwell 
intervals are introduced so any undesired vibrations can settle. This requires significant time, since the damping levels in the system 
are low, because of the materials used. Vibration attenuation in thin structures, like the considered wafer gripper, can be improved 
with active means. Collocated piezoelectric patch sensors and actuators are attached to the gripper and the damping is increased 
using appropriate controllers. In the literature, such controllers are tuned with the aim of minimizing the transfer of vibrations from 
a selected disturbance source to a single measurement point or a modal response. This approach is not effective if multiple 
disturbance sources are present in the system. Especially, the influence of electronic noise is amplified as the gains of a controller are 
increased. In this paper, the effect of multiple disturbances on beam-like active vibration control systems is investigated using the 
dynamic error budgeting approach. The system dynamics are studied with a focus on disturbance propagation paths in open and 
closed loops. The performance of the system is represented by the cumulative power spectrum (CPS) of acceleration at the point of 
interest. The well-established Positive Position Feedback (PPF) is used as the controller, and a tuning method, based on the 
optimisation of the predicted CPS, is presented. The overall performance of the proposed and conventional tuning methods is 
compared, which highlights the trade-off between resonance peak reduction and noise amplification. The improvement over the 
conventional method is clear, with almost 75% smaller noise amplification and 13% decrease in the total CPS in the considered case. 
 

Keywords: Active Vibration Control, Dynamic Error Budgeting, Positive Position Feedback, Piezoelectric Patch Transducers  

 

1. Introduction   

 The demand for smaller and more potent chips is ever-
growing, leading to higher requirements for all the systems 
involved in the semiconductor manufacturing process, which 
must be met while maintaining high productivity. The same 
applies to the wafer handling systems, moving the wafers in and 
out of the machines where the production steps happen. The 
main component of the wafer handling system is a robot arm 
with a gripper for manipulating the wafers, illustrated in Figure 
1. It is a thin structure with beam-like prongs with wafer 
attachment points at the tips.  

During the operation of the wafer handler, the vibration 
modes of the gripper may be excited. The vibrations of the base 
of the gripper are amplified at the resonance frequencies, 
leading to large accelerations at the tips of the prongs, which 
may result in mispositioning or damaging wafers. Stiffening the 
end-effector by using a ceramic material was not sufficient to 
alleviate the problem. To cope with the vibrations, the 
operations of a system are slowed down, and dwell intervals are 
introduced so any undesired vibrations can settle. However, this 
requires significant time, since the damping levels in the system 
are low, because of the materials used. In the previous 
investigation it has been shown that the damping of the gripper 
cannot be sufficiently increased by passive means like 
viscoelastic materials[1], tuned mass dampers[2] or shunted 
piezoelectric transducers[3].  

Vibration attenuation in thin structures, like the considered 
wafer gripper, can be improved actively using piezoelectric 

patch transducers. When attached to a structure, the patch 
sensor output is related to the average beam curvature at its 
location, and the actuator produces a pair of moments with 
amplitudes proportional to the applied voltage[4]. While ample 
configurations are available in the literature, collocating sensors 
and actuators assures predictable dynamics[4] and facilitates 
robust stability of the system[5]. When the loop is closed, 
vibration attenuation can be improved with an appropriate 
controller. Low-order fixed-structure controllers are preferred 
rather than elaborate optimization-based schemes, which are 
sensitive to model inaccuracies. Especially well-established is 
Positive Position Feedback (PPF) control, in which signal 

Figure 1. Experimental setup. The wafer gripper with piezoelectric 
transducers attached is suspended on elastic cords. The base of the 
gripper is connected to a shaker by a thin strut. Accelerations at the tips 
of grippers prongs are measured for performance validation.  
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measured by the patches, related to the generalized position, is 
fed back to the actuators via a second-order low-pass filter[6]. 
This provides a stronger vibration attenuation at the target 
frequency thanks to the presence of the resonance and smaller 
amplification of high-frequency noise thanks to the roll-off. 

In the literature, PPF controllers are tuned with the aim of 
minimizing the transfer of vibrations from a selected 
disturbance source to a single measurement point or a modal 
response[7], [8]. This approach is not effective if multiple 
disturbance sources are present in the system. The use of more 
aggressive controllers, for example with a higher gain, leads not 
only to stronger attenuation of resonance peaks but also to 
amplification of noise entering the system via electronic 
components used for implementation. Consequently, the 
system does not work as intended. 

In this paper, the effect of multiple disturbances on beam-like 
active vibration control systems is investigated using the 
dynamic error budgeting approach[9]. The performance of the 
system is represented by the cumulative power spectrum (CPS) 
of acceleration at the point of interest. The disturbances acting 
on the system, as well as the transfer functions relating them to 
the performance measurement, are studied. This information is 
used to design an optimal PPF controller in the frequency 
domain, using experimental data. The obtained performance is 
then compared with the conventionally tuned controllers. 

The details of the studied problem are presented in section 2, 
section 3 presents the obtained results, and the paper is 
concluded in section 4. 

2. System analysis      

In this section, we clarify the studied problem. In 2.1 we 
introduce the plant, with the focus on all the considered input 
and output signals. In 2.2 we define the performance of the 
system using the dynamic error budgeting approach. Sections 
2.3 and 2.4 introduce the disturbances and their propagation 
within the system. The controller design is studied in section 2.5. 
2.1. Plant description 

Figure 1 presents the experimental setup and the signals 
acting on it are shown in figure 2. The wafer gripper is suspended 
on flexible cords and attached to a shaker, applying the 
disturbances 𝑧𝑖𝑛, that represent the excitation of the system 
during operation. Two pairs of collocated piezoelectric patch 
sensors and actuators are attached to the gripper, so the low-
frequency vibration modes can be influenced. The location 
selection for the piezo transducers was a subject of a previous 
study[10]. With appropriate amplifiers included, the measured 
and applied signals are denoted 𝑉𝑖𝑛,𝑖, 𝑉𝑜𝑢𝑡,𝑖 respectively. To 

check the performance, the accelerations 𝑧𝑜𝑢𝑡,𝑖, are measured 

at the two tips of the fingers, where the wafer is attached. The 
complete system is represented by a transfer matrix with three 
input and four output signals 

[

𝑧𝑜𝑢𝑡,1 

𝑧𝑜𝑢𝑡,2

𝑉𝑜𝑢𝑡,1

𝑉𝑜𝑢𝑡,2

] = [

𝑃11 𝑃12 𝑃13

𝑃21 𝑃22 𝑃23 
𝑃31 𝑃32 𝑃33

𝑃41 𝑃42 𝑃43

] [

𝑧𝑖𝑛

𝑉𝑖𝑛,1

𝑉𝑖𝑛,2

]. 

2.2. Performance definition 
The goal of the AVC system is to minimize the movement of 

tips of the prongs, in the presence of disturbances. Formally, this 
can be expressed using the Dynamic Error Budgeting (DEB)[9] 
approach. Due to systems symmetry, a single acceleration 
measurement 𝑧𝑜𝑢𝑡,1 is used for the controller design and the 

objective is then to minimize the variance of this signal. For all 
the calculations the signals are assumed to be stochastic and 
zero-mean. In such a case, the variance of a signal 𝑥(𝑡) is equal 
to its power  

𝜎𝑥
2 =  �̅�2 = ∫ 𝑥(𝑡)2𝑑𝑡

∞

−∞

. 

The power disruption of a signal over frequencies can be 
modelled using one-sided Power Spectral Density (PSD), 
denoted 𝑆𝑥(𝑓). The Cumulative Power Spectrum (CPS) shows 
how different frequencies contribute to the total power of the 
signal and is defined by 

𝐶𝑥(𝑓0) = ∫ 𝑆𝑥(𝑓)𝑑𝑓,
𝑓0

0

 

with lim
𝑓0→∞

𝐶𝑥(𝑓0) = 𝜎𝑥
2. The CPS is useful for visualising the 

biggest contributions to the error, that should get the designers 
attention. The influence of different disturbance sources on the 
total PSD can be calculated as 

𝑆𝑧𝑜𝑢𝑡 (𝑓) = ∑ 𝑆𝑗(𝑓)𝑇𝑗(𝑓)2

𝑛

𝑗=1

, 

where 𝑆𝑗 represents the PSD of the 𝑗th disturbance signal and 𝑇𝑗 

denotes the transfer function form that source to the 
performance signal 𝑧𝑜𝑢𝑡, presented in equation (TFS). If the 
disturbances due to sensors and amplifiers are negligible, the 
simplification 𝑆𝑧𝑜𝑢𝑡

(𝑓) ≈ 𝑆𝑧𝑖𝑛
(𝑓)𝑇𝑧𝑖𝑛

(𝑓)2 can be used. Then, for 

a given 𝑆𝑧𝑖𝑛
(𝑓) it is sufficient to minimize 𝑇𝑧𝑖𝑛

(𝑓). While this 

assumption supports the use of 𝐻2 or 𝐻∞ tuning methods for 
AVC controllers, it is often not satisfied in practice. 
2.3. Disturbance signals 

The disturbance 𝑧𝑖𝑛 acting on the base of the gripper is created 
by the shaker. In this paper, a signal consisting of ten 20ms 
impulses with 3s pauses between them is considered. The 
disturbances due to the piezo actuator amplifier 𝑛𝑢,1/2 were 

neglected, since their contribution was expected to be small. 
The noise sources acting on the measurements of the 
piezoelectric patch sensors 𝑛𝑣,1/2  were assumed to be equal. 

This is explained by the fact that both measurements were 
filtered by charge amplifiers implemented using the same 
integrated circuit and the same power supply. Assuming 
uncorrelated noise sources in this case would lead to significant 
overestimation of the total CPS. PSD of 𝑧𝑖𝑛 and 𝑛𝑣 are presented 
in Figure 3.  

Figure 2. a) Schematic representation of the experimental setup, b) 
Overview of signals in a single prong of the gripper in closed loop. 
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2.4. Disturbance propagation 
First, for clarity, the propagation of signals in the wafer gripper 

will be presented only for a single prong, which is justified by 
systems symmetry. Figure 2.b presents the closed-loop active 
vibration control system for a single prong, with the disturbance 
signals included, where 𝑛𝑢 is the noise introduced by the piezo 
amplifier and 𝑛𝑧, 𝑛𝑣 denote the measurement noise of the 
accelerometer and the piezoelectric transducer respectively. 
The propagation of the signals through the simplified system is 
described by transfer functions  

𝑇𝑧,1 =
𝑧𝑜𝑢𝑡,1

𝑧𝑖𝑛
= 𝑃11 + 𝑃31

𝐶𝑉

1 − 𝐶𝑉𝑃32
𝑃12, 

𝑇𝑛𝑢,1 =
𝑧𝑜𝑢𝑡,1

𝑛𝑢,1
= 𝑃12

1

1 − 𝐶𝑉𝑃32
, 

𝑇𝑛𝑉,1 =
𝑧𝑜𝑢𝑡,1

𝑛𝑉,1
= 𝑃12

𝐶𝑉

1 − 𝐶𝑉𝑃32
, 

𝑇𝑛𝑍,1 =
𝑧𝑜𝑢𝑡,1

𝑛𝑍,1
= 1. 

In reality, there is a strong coupling between the halves of the 
gripper which cannot be ignored in final systems analysis. To 
represent it, the closed loop transfer function is calculated as 

𝑃𝑐𝑙 = 𝐶(𝐼 + 𝑃𝐶)−1, 
with 𝐶2,3 = 𝐶3,4 = 𝐶𝑉 and all other components of 𝐶 equal to 0. 

Note, that the same controller is applied for both piezoelectric 
sensor-actuator pairs, which is justified by systems symmetry. 
Considering all the transducers, the transfer function from the 
base disturbance to acceleration at the tip of the first prong is  

𝑇𝑧,1 =
𝑁𝑧

𝐷𝑧
, 

𝑁𝑧 =  𝑃11 + 𝐶𝑉(𝑃11𝑃32 − 𝑃12𝑃32 + 𝑃11𝑃43 − 𝑃13𝑃41)

+ 𝐶𝑉
2(𝑃11𝑃32𝑃43 − 𝑃11𝑃33𝑃42 − 𝑃12𝑃31𝑃43

+ 𝑃12 𝑃33𝑃41 + 𝑃13𝑃31𝑃42 − 𝑃13𝑃32𝑃41), 
𝐷𝑧 = 𝐶𝑉

2(𝑃32 𝑃43 − 𝑃33𝑃42) + 𝐶𝑉(𝑃32 + 𝑃43) + 1. 
Using the assumption that sensor noise acting on both piezo 
patch sensors is equal, the noise contribution to the acceleration 
on the tip of the first prong depends on the transfer function 

𝑇𝑛𝑉,1 = 𝑇𝑛𝑉,1 + 𝑇𝑛𝑉,2 = 𝐶𝑉𝑃𝑐𝑙,12 + 𝐶𝑉𝑃𝑐𝑙,13 =
𝑁𝑛𝑉

𝐷𝑛𝑉

, 

𝑁𝑛𝑉
= 𝐶𝑉

2(𝑃13𝑃42 − 𝑃12𝑃33 − 𝑃13𝑃32 − 𝑃12𝑃43) + 𝐶𝑉(𝑃12 + 𝑃13), 
𝐷𝑛𝑉

= 𝐶𝑉
2(𝑃32𝑃43  − 𝑃33𝑃42) + 𝐶𝑉(𝑃32 + 𝑃43) + 1. 

The transfer function from 𝑛𝑢,1/2is not shown for the full system 

as these contributions are neglected. As a result, we have for the 
total PSD of the AVC system 

𝑆𝑧(𝑓) ≈ 𝑆𝑧𝑇𝑧,1
2 + 𝑆𝑛𝑉

𝑇𝑛𝑉,1
2 + 𝑆𝑛,𝑧. 

Since 𝑆𝑛,𝑧 is not influenced by control, the optimal controller can 

be found by minimizing 

𝑆𝐶(𝑓) =  𝑆𝑧𝑇𝑧,1
2 + 𝑆𝑛𝑉

𝑇𝑛𝑉,1
2 ∝ 𝑆𝑧(𝑓). 

2.5. Controllers 
In this section, the controller designs used in the study are 

presented. Positive position feedback (PPF) controllers  

𝐶𝑉 =
𝑔

𝑠2/𝜔𝑐
2 + 2𝜁𝑐𝑠/𝜔𝑐 + 1

, 

are considered, with 𝜔𝑐  denoting the resonance frequency, 𝜁𝑐 
the damping ration and 𝑔 the gain of the controller. As explained 
earlier, due to systems symmetry, the same values of 𝜔𝑐  and 𝜁𝑐 
are applied for both transducer pairs in each considered case. 
The stability of a system with a PPF controller is determined 
from a condition on the steady-state loop gain 

𝐶𝑉,1(0)𝑃32(0) < 1,   𝐶𝑉,1(0)𝑃43(0) < 1. 

To satisfy this condition with a sufficient margin, the gains 𝑔1 =

𝑘𝑃32
−1(0), 𝑔2 = 𝑘𝑃43

−1(0) with 𝑃32(0) ≈ 𝑃43(0) and 𝑘 = 0.7 are 
selected for each of the considered cases. The remaining 
parameters of the controllers are selected using three methods: 

1. Analytical solution minimizing the 𝐻2 norm of the 
transfer function 𝑇𝑧,1 [7] 

2. Analytical solution minimizing the 𝐻∞ norm of the 
transfer function 𝑇𝑧,1 [7] 

3. Minimizing the 𝑆𝐶(𝑓), which corresponds to minimal 
𝑆𝑧(𝑓). 

3. Results  

The transfer functions of controllers designed in the three 
considered cases are show in figure 4.a. The controller designed 
for minimizing the 𝑆𝑧(𝑓) is characterized by significantly higher 
damping and lower resonance peak than the two others. This 
corresponds to less aggressive attenuation of the resonance 
peaks of 𝑇𝑧,1 , visible in figure 4.b, where the closed loop transfer 

functions are shown.  
Figure 5 compares the cumulative power spectra obtained in 

absence of control and in all the considered closed-loop 
scenarios. In all the cases, the predicted values of the CPS 
underestimate the measured value but are sufficiently close for 
designing the controllers. From the open-loop plot it is clear that 
the second resonance mode at 78 Hz has the strongest influence 
on the systems performance and is therefore the target for the 
active damping controllers. A strong reduction of the CPS was 
achieved in all the considered closed-loop cases. For the 
analytically derived 𝐻2 and 𝐻∞ controllers’ aggressive reduction 
of the resonance peak corresponds to a large decrease of the 
contribution from the base vibration. However, the overall 
performance is deteriorated by the influence of amplified noise, 
highest at the frequency of 50 Hz. When the controller is 
designed for  𝑆𝑧(𝑓), improved reduction of total CPS is possible, 
despite less radical attenuation of the resonance peaks. While 
the contribution due to the base excitation remains stronger 
than for 𝐻2/𝐻∞ optimized controllers, the noise in the system is 
amplified to a lesser extent. For the proposed controller, the 
contribution due to the noise is nearly 75% smaller than in the 
𝐻2 case, which leads to 13% decrease in the total CPS.  

While the obtained results are promising, the issue of optimal 
active damping of the wafer gripper requires further studies. The 
measured transfer functions, crucial for the tuning of the 
controllers, depend strongly on the boundary conditions of the 
gripper. Additionally, the final optimization results depend on 
the disturbance present in the systems. For these reasons, 
experiments in operational conditions of the device are 
necessary to fully validate the usability of the proposed design. 
Additionally, the large differences in the noise amplification 
between the analytical 𝐻2/𝐻∞ controllers and the optimization-
based one cannot be intuitively explained by the differences in 
the final controllers presented in Figure 4.a, which requires 
further investigation. To further reduce the noise contribution 
at 50 Hz additional passive and active filters can be used. The 

Figure 3. Power spectral densities of the base excitation 𝑧𝑖𝑛 (blue) and 
the actuator noise 𝑛𝑉 (red). 
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obtained results suggest that even simple measures like use of 
notch filters could be sufficient for to achieve strong 
performance improvements. 

4. Conclusion    

In this paper, the effect of multiple disturbances on an active 
vibration control system for a wafer gripper was investigated 
using the dynamic error budgeting approach. The system 
dynamics were studied with a focus on disturbance propagation 
paths. The performance of the system was represented by the 
cumulative power spectrum (CPS) of acceleration at the point of 
interest. A tuning method for a PPF controller, based on the 
optimisation of the predicted CPS, was applied. A clear 
improvement over conventional tuning method was achieved, 
with almost 75% smaller noise amplification and 13% decrease 
in the total CPS in the considered case. 

This paper demonstrates how both the structure excitations 
and electronic noise determine the performance of an AVC 
system. This means one must not only look at a transfer function 
from the excitation to performance measurement, but also the 
propagation paths and frequency domain characteristics of all 
the expected excitation and disturbances to design an effective 
AVC system. The best overall performance of the system can be 
achieved by balancing the resonance peak attenuation and noise 
amplification. As a continuation of this research, further studies 
on the disturbance sources and propagation in distributed AVC 
systems should be conducted. To facilitate the practical use, 
more intuitive design methods sufficient for an initial design of 
a well performing controller will be developed. Moreover, the 
applicability of the proposed method will be validated in the 
operational conditions of the device.  
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Figure 5. Cumulative power spectra of the tip acceleration 𝑧𝑜𝑢𝑡,1 in open and closed loop with different considered controllers.  

 

 

Figure 4. a) Bode plots of controllers designed using the analytical 𝐻2 and 𝐻∞design approaches and with the DEB method. b) Calculated and 
measured closed-loop transfer functions from the base excitation 𝑧𝑖𝑛 to tip acceleration 𝑧𝑜𝑢𝑡,1. 
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Abstract 
 
High precision positioning of mechatronic components in industrial applications requires a robust system design. Resonances within 
mechanical structures affect the stability of position control loops. To achieve high positioning bandwidth, passive damping strategies 
such as relative or tuned-mass dampers are used. Passive dampers are often made of viscoelastic materials such as elastomers, which 
are sensitive to temperature and vary in manufacturing tolerances. Due to the large uncertainties of viscoelastic materials system 
performance needs to be guaranteed for all possible configurations. In this contribution we present the use of the µ-analysis for 
viscoelastic materials to evaluate robust system performance for geometrical, material and temperature tolerances.  
 
The system performance can be evaluated by analyzing the sensitivity function of the closed loop system within the µ-analysis. The 
used dynamic model is based on a finite element model, where viscoelastic damper models are added by a feedback loop. Tolerances 
such as variations in Young’s modulus are also represented by a feedback loop, typical structure for the µ-analysis. The frequency 
dependent Young’s modulus of viscoelastic materials is approximated by a linear transfer function based on a dynamic mechanical 
analysis.  For elastomers the Young’s modulus mainly varies in amplitude and shifts in frequency due to temperature. There is a direct 
relation between temperature change and frequency shift of the Young’s modulus. Considering the temperature change instead of 
a stiffness change reduces conservatism in the performance analysis. For example, using several elastomers and considering only 
stiffness variations leads to the possibility that one elastomer sees an increase and the other a decrease in stiffness as a worst-case 
scenario, a non-physical behavior. µ-analysis with reduced conservatism improves design costs of mechatronic components and gives 
a robustness guarantee instead of a time-consuming Monte-Carlo simulation. 
 

Robust control, Viscoelastic material, µ-Analysis    

 

1. Introduction 

Neglected component tolerances in system design of high 
precision mechatronic systems can lead to system performance 
losses during qualification of series production. Consequently, 
significant costs occur for solving the out of specification 
situation. Therefore, a robust design of mechatronic systems is 
necessary, where the tolerance effects on system performance 
are investigated. For example in high precision positioning 
systems passive dampers are used to prevent instabilities of the 
control loop due to undamped structural dynamics. These 
dampers are often made of viscoelastic materials, which are 
strongly sensitive to temperature and the manufacturing 
process such as geometry and the material properties. 
Occasionally, a Monte-Carlo simulation is used for investigating 
the system performance with tolerances. However, in high 
precision mechatronic systems there are several tolerances, 
where you cannot guarantee a robust performance within a 
Monte-Carlo simulation in finite time due to the large number of 
combinations. For that reason, we use the μ-analysis [1], an 
optimization-based approach to investigate robust performance 
of a controlled system. This approach can guarantee robustness 
for a large number of tolerances. For that reason, we present in 
this paper the use of the μ-analysis for large mechanical 
structures with viscoelastic damper materials. The temperature, 
geometrical and material tolerances are considered within the 
μ-analysis.  
 

The paper is organized as follows: First, we show a structural 
dynamic model generation out of a finite element solver. Then, 
we describe how to add viscoelastic damping to that model. A 
dynamic model for the Young’s modulus is derived in the time 
domain, where a description of the temperature, geometrical 
and material tolerances is included. Based on the parametric 
model an overall state-space model is presented for the use in 
the μ-analysis. Then, conditions for robust performance based 
on the μ-analysis are defined. Finally, the approach is applied to 
a three mass-spring example. 

2. Viscoelastic damper modeling 

Due to the small movements in high precision position control 
the mechanics can be described by the linear elasticity theory. 
The corresponding analytical partial differential equations are 
approximated by the finite element method (FEM). In order to 
analyze the dynamic behavior of the viscoelastic dampers, we 
extract a state space description from the FE solvers such as MSC 
Nastran or Ansys. Because of the large number of degree of 
freedoms (DOF) only the information of the modal analysis is 
used. To also consider viscous dampers, the normalization of the 
eigenvectors needs to be considered. In a FE-solver the modal 
analysis is performed by the created model based on the mass 
𝑀, stiffness 𝐾 and viscous damping 𝐷 matricesThe equations of 
motion can be represented by [2] 

[
𝐷 𝑀
𝑀 0

]
⏟    

�̃�

[
�̇�FE
�̈�FE

] + [
𝐾 0
0 −𝑀

]
⏟      

𝐾

[
𝑥FE
�̇�FE
]

⏟  
𝑧FE

= [
𝑓FE
0
]

⏟
𝑓

,                 (1)
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where 𝑥FE is the displacement and 𝑓 the force at each node in 
all considered DOFs. The ordinary differential equations can be 
transformed into modal space by 𝑧FE = 𝑄𝑞FE, where Q contains 
the eigenvectors of eq. (1). Due to symmetry eigenvectors are 

normalized to 𝑄T�̃�𝑄 = 𝐼, where 𝐼 corresponds to the unity 
matrix. Considering this normalization in the modal analysis of 
the FE-solver a state space in modal representation can be 
generated based on calculated eigenvectors within the FE-solver 

𝛴FE: �̇�FE = −𝑄T𝐾𝑄⏟  
𝛬

𝑞FE + 𝑄
T𝑓

𝑧FE = 𝑄𝑞FE,
                        (2) 

where 𝑞FE denotes the state in modal coordinates. Due to the 
frequency-dependent Young’s modulus of viscoelastic materials 
the damping behavior cannot be considered in the modal 
analysis. However, the damping can be added by a dynamical 
model in a feedback loop afterwards, which is mechanically 
comparable to a parallel frequency-dependent spring. For that 
reason, the in- and outputs (IOs) of the 𝛴FE state space are 
modified by only selecting the IOs with respect to the 
viscoelastic dampers and to the position control 

[
𝑥M
𝑥VE

] = [
𝐶M
𝐶VE

] 𝑧FE

𝑓 = [𝐵A 𝐵VE] [
𝑓A
𝑓VE
] ,

                      (3) 

where 𝐶M, 𝐶VE selects the displacements and 𝐹A, 𝐹viscIO the 
forces for the position control and the viscoelastic damper 
element nodes, respectively. The FE model already contains the 
stiffness of the viscoelastic damper. Therefore, only the stiffness 
change over frequency is described by an additional force to the 
FE model 

𝐟VE(𝑠) = (
𝐞(𝑠)

𝐞(0)
− 1)𝐾VE 𝐱VE(𝑠),                      (4) 

where 𝑠 represents the variable of the Laplace transformation, 
bold letters correspond to the laplace transformed variable and 
𝐾VE is the stiffness matrix of the viscoelastic damper. The 
viscoelastic material behavior is described by a frequency-
dependent Young’s modulus 𝑒. Based on the introduced 
equations an overall state space 𝛴VE can be derived 

𝛴VE: �̇�FE = −(𝛬 + 𝑄T𝐵VE𝐾VE𝐶VE𝑄)𝑞FE

+𝑄T𝐵A𝑓A +
1

𝐞(0)
𝑄T𝐵VE𝑓e

𝑥M = 𝐶M𝑄𝑞FE
𝑥e = 𝐾VE𝐶VE𝑄 𝑞FE.

                                   (5) 

in Figure 1 the feedback loop with respect to the Young’s 
modulus is represented. 

 
Figure 1. Considering viscoelastic materials in dynamic models by a 
feedback of a frequency-dependent Young’s modulus. 

The dynamic behavior of the Young’s modulus of the viscoelastic 
material is often determined by a FRF measurement, also known 
as the dynamic mechanical analysis (DMA). In order to analyze 
the impact on the position control, a dynamic model is fitted into 
the measurement data. The number of poles and zeros of the 

transfer functions are chosen to be equal, to obtain a proper 
transfer function. Here, the fitting can also be interpreted as a 
parameter estimation of the generalized Maxwell model [3], a 
physical model. Then, the frequency-dependent Young’s 
modulus is described by 

𝐞(𝑠) = 𝑔∏
(𝑠+𝑧𝑖)

(𝑠+𝑝𝑖)
𝑛−1
𝑖=0 ,                                    (6) 

where 𝑝𝑖 and 𝑧𝑖 describe the poles and zeros, and 𝑔 a scaling 
factor. Moreover, the Young’s modulus of viscoelastic materials 
significantly depends on temperature 𝑇, which can be modeled 
by frequency scaling of the dynamic Young’s modulus. For 
viscoelastic material the Williams-Landel Ferry model is a state 
of the art approach for shifting frequencies of the Young’s 
modulus [4] 

𝐞T(𝑗𝜔, 𝑇) = 𝐞(𝑗𝑎(𝑇)𝜔)

log10(𝑎) = −
𝑐1(𝑇−𝑇0)

𝑐2+(𝑇−𝑇0)
,
                                  (7) 

where 𝑎T is the frequency scaling factor, 𝑐1, 𝑐2 are viscoelastic 
material parameters, 𝑇0 is the reference temperature of the 
measured Young’s modulus FRF and 𝑗 is the complex number. In 
order to study the temperature-dependent control 
performance, we need a dynamic model, that represents the 
frequency shift as in eq. (7). A frequency shift can be realized by 
scaling the poles and zeros of the Young’s modulus in eq. (6). For 
the 𝜇-analysis the Young’s modulus is described in a modal state 
space representation 

�̇�e =

[
 
 
 
 
−𝑝1 0 … … 0
0 −𝑝2 0 … 0
⋮ ⋱ ⋱ ⋱ ⋮
⋮ ⋱ ⋱ 0
0 … … 0 −𝑝𝑛−1]

 
 
 
 

⏟                  
𝐴𝑒

𝑞e +

[
 
 
 
 
1
⋮
⋮
⋮
1]
 
 
 
 

⏟
𝑏𝑒

𝑥e

𝑓e = −𝑔 [𝑟0 … 𝑟𝑛−1]⏟        
𝑟𝑒
𝑇

𝑞e + 𝑔𝑥e,

           (8) 

where 𝑟e describes the residual based on the zeros and poles of 
the transfer function. Now, the system matrix and the residuals 
are scaled to 

�̇�e = 𝑎(𝑇)𝐴e𝑞e + 𝑏e𝑥e
𝑓𝑒 = −𝑎(𝑇)𝑔𝑟e

T𝑞e + 𝑔𝑥e.
                              (9) 

 
2.1. Uncertainty modeling 

In this paper the robust system performance of a position 
controlled system is analyzed by the 𝜇-analysis. In order to use 
the corresponding framework, uncertainties are represented in 
a feedback structure as depicted in Figure 2. The mechanical 
system from actuator forces to position measurements, also 
called plant, are combined with two feedback loops for the 
position controller and the uncertainties. The 𝛥 block represents 
the tolerances of the viscoelastic material, where we consider 
structured uncertainties, diagonal blocks for each tolerance 
scaled to −1. . .1. Plant and Controller combined to the nominal 
system 𝛴𝑁. 
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Figure 2. Generalized plant representation of the mechatronic system 
for the µ-analysis framework. 

The uncertain parameters of the viscoelastic Young’s modulus 
need to be described in a relative representation to receive a 
uncertainty between -1 and 1. For the temperature we can 
derive the interval of the shift factor by 

𝑎𝛥 = 𝑎0(1 + 𝛥T𝑎r), 𝛥T = −1. . .1

𝑎0 =
𝑎(𝑇max)+𝑎(𝑇min)

2

𝑎r =
𝑎(𝑇max)−𝑎(𝑇min)

𝑎(𝑇max)+𝑎(𝑇min)
,

                 (10) 

where 𝑎0 corresponds to the mean value of the interval, 𝑎r 
scales uncertainty feedback to -1...1 and 𝑇min, 𝑇max are the 
minimum and maximum temperature of the tolerances. The 
geometrical and material uncertainties are considered in the 
gain factor of the Young’s modulus 

𝑔𝛥 = 𝑔0(1 + 𝛥g𝑔r),                                       (11) 

where 𝑔0 corresponds to the center of the interval and 𝑔𝑟  the 
relative change of the scaling factor. Based on the relative 
representation the state space of the Young’s modulus can be 
formulated in a structure, where the introduced uncertainties 
are described within a feedback loop 

�̇�e = 𝑎0𝐴e𝑞e + 𝑏e𝑥e + [𝐼 0]𝑢T
𝑓e = −𝑎0𝑔0𝑟e

T𝑞e + 𝑔0𝑥e + [0 𝑔0𝐼]𝑢T + 𝑔r𝑢g

𝑦T = [
𝑎r𝑎0𝐴e
−𝑎0𝑟e

T ] 𝑞e

𝑢T = 𝛥T𝑦T
𝑦g = −𝑎0𝑔0𝑟e

T𝑞e + 𝑔0𝑥e + [0 𝑔0𝐼]𝑢T
𝑢g = 𝛥g𝑦g.

       (12) 

Combining eq. (3) and eq. (6) results in an overall state space of 
the mechatronic system with uncertainties 𝛴U, which can be 
used for the 𝜇-analysis. The nominal model is based on the 
closed-loop system without uncertainties. A typical position 
controller in mechantronic system is based on a proportional-
integral-derivative (PID) controller 𝐜(𝑠). The feedback law is 
defined by 

𝐟A(𝑠) = 𝐜(𝑠)𝐱error(𝑠) = 𝐜(𝑠) (𝐱M(𝑠) − 𝐱ref(𝑠))⏟            
𝐱error(𝑠)

,
       (13) 

𝑥ref defines the position reference. A parallel PID structure is 
used and for the derivative part a pole is added to not amplify 
high frequency flexible modes, which can lead to instabilities. 
Then, we obaint the following controller transfer function 

𝐜(𝑠) =
𝐟A(𝑠)

𝐱error(𝑠)
= 𝑘P + 𝑘I

1

𝑠
+ 𝑘D𝑠

1

1+𝜏d𝑠
,                        (14) 

where 𝑘P, 𝑘I and 𝑘D are the controller gains and 𝜏d the roll-off 
time constant for the derivative part. In order to combine the 
controller in a state space model, the transfer function is 
reformulated in the time domain by 

𝛴K: [
�̇�1
�̇�2
] = [

0 0

−
𝑘P

𝜏d
2 −

1

𝜏d

] [
𝑧1
𝑧2
] + [

1

− (
𝑘P

𝜏d
+
𝑘D

𝜏d
2)
] 𝑥error

𝑓A = [(𝑘I +
𝑘P

𝜏d
) 1] [

𝑧1
𝑧2
] + (𝑘P +

𝑘D

𝜏d
) 𝑥error.

      (15) 

From eq. (12), eq. (13) and eq. (15) we obtain an overall state 
space for our nominal model 𝛴N with in- and outputs for the 
uncertainties. 

2.2. Robustness analysis 

For analyzing the robust performance, we use the 𝜇-analysis, 
a frequency domain approach. Therefore, from the 𝛴N state 
space a transfer function 𝐍(𝑠) = 𝐶N(𝑠𝐼 − 𝐴)

−1𝐵N +𝐷N is 
determined. The transfer matrix can be divided into the 
following representation 

[
𝐲𝛥

𝐱error
] = [

𝐍11(𝑠) 𝐍11(𝑠)

𝐍21(𝑠) 𝐍22(𝑠)
] [
𝐮𝛥
𝐱ref

] ,                      (16) 

where 𝐲𝛥,𝐮𝛥 are the in- and outputs for the uncertainties. For 
studying the robust performance, the output sensitivity is used, 
the transfer from reference to servo error signal, a quantity for 
the distance from open-loop function to the critical point of the 
Nyquist stability criterion. The structured singular value, also 
known as 𝜇 is defined by  

𝜇(𝐌) =
1

inf{𝜎max(𝛥)|det(𝐼−𝐌𝛥)=0}
,                           (17) 

where 𝜎max denotes the maximum singular value of the block 
matrix 𝛥. If the nominal system is stable and 𝜇(𝐍11) < 1, the 
system is robust stable. Performance criteria can be considered 
by uncertainties as well. To fulfill feedback values < 1, the 
corresponding sensitivity outputs need to be scaled. As a 
performance criterion we claim a maximum output sensitivity 

𝑆𝑚𝑎𝑥 Therefore, we get a scaling factor 𝑊o =
1

𝑆𝑚𝑎𝑥
. For the 𝜇-

analysis a new transfer matrix is defined by 

𝐎(𝑠) = [
𝐍11(𝑠) 𝐍11(𝑠)

𝐍21(𝑠) 𝑊o𝐍22(𝑠)
]                         (18) 

Robust performance is achieved, if 𝜇(𝐎) < 1. 

3. Example      

 

The robustness analysis of viscoelastic materials for 
temperature, geometrical and material tolerances is applied for 
a three mass-spring system to illustrate the method. In Figure 3 
the spring-mass system is depicted. A mass 𝑚 is controlled by a 
actuator with a clearly smaller mass 𝑚A and stiffness 𝑘A. Then, 
the corresponding resonance frequency can be approximated by 

𝜔A
2 =

𝑘A

𝑚A
. The resonance frequency is significantly higher than 

the cross-over frequency of the control loop, but it causes 
instabilities without damping.  
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Figure 3. Depiction of a three mass-spring system example to analyze 
robust performance with viscoelastic materials. 

For that reason, the actuator is damped by a tuned-mass-
damper (TMD), which is modeled by a mass 𝑚TMD and a 
frequency dependent stiffness 𝐤TMD(𝑠). The TMD mass is also 
by a factor ten smaller and the stiffness is designed in a way that 
the actuator resonance is sufficient damped. The viscoelastic 
damping effect is modeled by the frequency dependent Young’s 
modulus. The corresponding stiffness and mass matrix of the 
example is described in the representation from eq. (1), where 
the frequency-dependent stiffness 𝐤TMD is chosen at 0 Hz. 
Moreover, the used normalized Young’s modulus for the 
frequency dependency is depicted in Figure 4. A transfer 
function with three poles and zero is fitted into a data set of an 
elastomer by the least square approach.  

 
Figure 4. Comparison of the measured Young’s modulus of an elastomer 
and the fitted transfer function. There is a significant deviation between 
1 Hz and 10 Hz due to the limited number of poles and zeros to three. In 
our example the interesting damping frequency is larger 100 Hz.  

The position controller is tuned for a cross-over frequency of 160 
Hz. For the geometrical and material tolerances we assume 20 
% deviation at the maximum. Moreover, two temperature 
intervals for a robust (22 °C … 27 °C) and non-robust case 
 (22 °C ... 37 °C) are considered. The calculated 𝜇-values over 
frequency are depicted in Figure 5. For the robust case the µ-
value is clearly smaller than one. Worst case parameters are at 
20 % for geometrical and material deviations and at 27 °C. For 
an interval 22 °C … 37 °C the robust performance is violated 
around the resonance frequency of the actuator, µ-values 
clearly larger 1. The worst-case parameters are at -20% 
geometrical and material deviations, and at 37 °C.  As a result, 
the stiffness for the TMD is as weak as possible for the non-
robust case. In Figure 6 impact on output sensitivities are 
depicted of the nominal, non-robust and robust case.  

4. Summary 

In this paper a method is shown to analyze robust performance 
of mechatronic systems with viscoelastic damper materials. A  

 
Figure 5. Example results of the μ-analysis for a non-robust and robust 
performance. An interval of the μ value based on lower and upper bound 
are given due to complex calculation of μ. Increasing the temperature 
tolerances leads to a performance violation. 

 
Figure 6. Representation of the  5 dB robust performance criterion, the 
output sensitivity with worst case parameters, for the nominal, robust 
and non robust case.  

dynamic model is fitted into measured frequency response 
functions of the Young’s modulus. The dynamics model can be 
adapted to different temperatures and geometrical and material 
tolerances. In order to study the impact on position control of 
mechatronic system, the robustness can be investigated by the 
µ-analysis. The presented method allows an analysis of large FE 
models with viscoelastic damping materials. This cannot be 
considered in the FE-solvers by default. Moreover, temperature 
effects can be covered within the robustness analysis by taking 
in account of the frequency-dependent effect of the Young’s 
modulus. Based on that conservatism can be taken out from the 
µ-analysis by using temperature tolerances instead of pure 
stiffness variation. 
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Abstract 
 

The dimensional accuracy of machined parts can be influenced by numerous factors, among which inaccuracies in the machine’s 
structural loop and thermal expansion of components have the biggest impact. Hence, highly accurate machining requires effective 
error compensation. This motivates the development of a real-time compensation system implemented on a five-axis machine tool. 
In this study, a physical monitoring device is installed in the feedback loops of the machine’s axial position control circuit, to intercept 
and modify linear encoder signals. It communicates with a custom software application that processes the data and generates 
corrected signals according to geometric model based on the rigid body assumption. The numerical controller (NC) is then induced 
to perform volumetric error correction based on its default programming. The key advantage of this software-based compensation 
strategy over the use of look-up tables or NC program modification is the total independence from the NC. The same real-time 
program is also used for the characterization of linear axis controls. This article outlines the behaviour of an NC machine when an 
axis displacement is generated via the modification of measuring systems feedback. The rate of change of the virtually added 
movement appears to be more of a limiting factor to the controller than the magnitude. Moreover, virtual displacements can be 
injected with discontinuous velocity profiles, resulting in unbounded acceleration and jerk.  
 
Machining – Compensation– Positioning – Monitoring  

 

1. Introduction   

In machine-tools, many sources of errors, including geometric, 
thermal, loading, and servo errors may contribute to the 
inaccuracies during manufacturing processes. Quasi-static 
errors, such as link and motion errors, are highly responsible for 
the contouring error [1]. If they cannot be avoided during 
machine design, or mechanically corrected, the so-called 
volumetric error can be modelled by applying the rigid-body 
assumption for the elements in the machine structure [2]. The 
tool positioning is then modified accordingly, through a software 
compensation strategy. The main approaches are the use of 
compensation tables that can be filled with axis motion or link 
errors, the discretization and modification of NC program [3], 
and the interception and modification of feedback signal in the 
position control loop [4]. When a CNC is customizable enough, 
the addition and multiplication of look-up tables are available 
and compensation algorithms can run in real-time. This is, for 
instance, a Siemens 840D numerical controler feature [[5] – [6]]. 

 
Implementing the re-computation of tool path before 

machining is the easiest compensation method because it does 
not require extra hardware. However, it is not the best industrial 
strategy. Indeed, different programs are required for machining 
one type of part on different machines and each compensated 
program is referenced to a specific origin point within each 
workspace. Other compensation methods mostly rely on the 
CNC controller, whereas the modification of feedback signals 
strategy can be developed on any machine tool. It has the 
advantage of being independent of numerical controller 
algorithms, which are often proprietary and not exposed to the 
end-user. Nevertheless, the response of the controller to the 

modification of its position feedback signals needs to be 
investigated, so as to determine kinematic limitations for the 
simulated displacement. Indeed, the feedback signal change 
induces a shift between the axis position deduced by the 
rotational velocity sensor and the linear position sent to the 
controller. This can be interpreted as the application of a virtual 
force on the axis, inducing a virtual displacement, to which the 
controller reacts. However, such multi-axis machines tend to 
have built-in restrictions on the response to such displacements, 
and if this is not properly considered, the machine’s internal 
emergency stop may be triggered. This type of study has been 
done in the past with the use of a compensation register of a 
specific incremental encoder interface board [7]. The present 
article introduces a real-time system running on a dSPACE 
Scalexio LabBox, that is installed in the axis position control 
feedback loops. It intercepts and regenerates analog position 
signals and can be used for system identification. This report will 
first introduce the software’s functionalities and architecture, 
before the measured magnitude, velocity, acceleration and 
jerk’s limitations of the virtual displacement injected into the 
controller are presented. Finally, the proposed solution is used 
for the position control loops identification and its applicability 
in error compensation problems is discussed. 

2. Materials and methods 

The experimental setup is installed in a GFMS HSM600U 5-axis 
machine-tool with a [wC’B’XbYZ(C1)t] architecture. The 
associated CNC is a Heidenhain iTNC530 (cf. Figure 1). The linear 
position is estimated by the motor’s rotary encoder but the 
value used in the position control loop is measured by a linear 
encoder closest of the linear guideway. To date, the proposed 
solution is developed for linear axes X, Y and Z. 
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2.1. Virtual encoder principle 
The linear encoders mounted in the machine-tool used for 

experiments are Heidenhain DIADUR LS486C. The position 
information is obtained through the counting of individual 
increments from any set point of origin. Moreover, an additional 
track bears distance-coded reference marks. The distance 
between two marks is unique and provides the absolute 
reference. This distance is read by the NC during the homing 
procedure, but also each time the axis is moved.  

The response of an NC machine-tool to the modification of its 
position feedback is studied by comparing the virtually added 
displacement (∆𝑋 in Figure 2) to the actual compensation 
movement of the axis. The basic principle is to regenerate the 
sine analog signals of the linear encoders, simulating an axis 
movement whereas it is not caused by motor rotation. The NC 
then compensates for a linear positioning error by moving its 
axes. The virtual encoder principle is depicted in Figure 2 and can 
be summarised as follows:  
 

 

 
1. In the normal configuration, the virtual encoder is read by 

NC and its value matches the desired joint coordinate 𝑋𝑑, 
set by the NC as the nominal position. 

2. A gradual displacement is induced on the virtual encoder 
whereas the actual position 𝑋 remains the same. The NC 
compares the command position 𝑋𝑑  to the virtual 
encoder value 𝑋𝑣 and measures a positioning error Δ𝑋. 

3. The NC signals for a linear displacement to compensate 
the previously estimated positioning error. Therefore, 
the tool is shifted by Δ𝑋 in workspace compared to the 
nominal configuration. The NC assumes that the actual 
axis position is 𝑋 = 𝑋𝑑 while it is 𝑋 = 𝑋𝑑 + Δ𝑋. 

 
2.2. Real-time software and hardware architecture 

The signal interception and modification block, shown in blue 
in Figure 1, is a real-time software running on a dSPACE real-time 
platform (i.e. Scalexio LabBox), equipped with a DS6001 
processor board. To achieve the signal manipulation, a block 
diagram is constructed within MATLAB Simulink© and signal 
conditioning is performed with ConfigurationDesk© software. 
Afterwards, the C code is generated with Matlab and uploaded 
to the LabBox. The signal acquisition is enabled by DS6121 Multi 
I/O and DS6221 A/D boards while the signal generation is 
performed by a DS6241 D/A board.  
 

 
Figure 3. Real-time developed software architecture. 

The software reads the sine analog signals of each linear 
encoder. It interpolates the actual axes positions, and 
regenerates the analog signals with a possible additional shift. 
This virtual displacement is also called “virtual perturbation”. It 
can be controlled by the operator thanks to a computer 
connected to the LabBox on which runs the software interface 
(i.e. ControlDesk©). Any other signal or program’s variables can 
be monitored with this real-time interface. The global 

Figure 1. Cascade control loops of the iTNC530, for linear axes, with the addition of a feedback signal modification block. The usual configuration is 
shown in black (inspired by iTNC530 Technical Manual [8]). 

Figure 2. Virtual linear encoder principle: a virtual displacement of the 
linear encoder induces a real shift of the tool in the workspace (W frame). 
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architecture of the Simulink block diagram is depicted in Figure 

3.  
Multiple tasks are running simultaneously when the real-time 

system is on. For instance, the virtual displacement computation 
can take more time, and therefore has a lower priority, than the 
basic task which has to copy the positions from the actual 
encoders towards the NC. This task has a 125 kHz running 
frequency, meaning that the signal delay induced by the LabBox 
is about 8 µs and could represent a following error of 1 µm if the 
axis moves at 10 m/min. This delay is mostly negligible for the 
presented purpose.  

3. Solution performance: results and discussion   

The proposed solution is characterised by firstly investigating 
the kinematic and temporal response of the NC to virtual 
displacements. The performance of the solution for error 
compensation is then analysed. 
 
3.1. Kinematic properties of the simulated displacement   

As emphasized in Figure 3, virtual perturbations must be 
inserted carefully into the feedback loop to avoid triggering an 
emergency stop. Their computation can depend on axis position, 
to perform volumetric error compensation for instance. It can 
also be configured in the real-time interface as, for example, a 
sine wave or a step command. The following precautions must 
be taken when generating virtual displacements:   
 

- Magnitude: When a virtual displacement is simulated, 
the NC measures a gap between the axis position 
estimated by the motor’s rotary encoder and its feedback 
position, sent by the virtual encoder. This difference can 
reach 10 mm, as set by the CNC provider, which is a 
substantial compensation range. Nevertheless, a range 
limit of ± 2 mm is imposed on the displacement 
computation, in case of the compensation algorithm 
diverging. 

- Velocity: Virtual incremental travel speeds were tested 
until the emergency stop was triggered. The maximum 
velocity was found to be 35 mm/s. For safety purpose, a 
rate of change limiter is installed after the magnitude 
limiter. Its limit is chosen to be set to 10 mm/s for linear 
axes.  

- Acceleration and jerk: Virtual displacement can be 
injected with discontinuous velocity profiles, resulting in 
unbounded acceleration and jerk. As shown in Figure 4, 
the jerk measured by the NC integrated oscilloscope 
exceed the limits (i.e. 100 m/s3) used for the tool-path 
generation, without causing any internal errors, because 
actual acceleration is filtered by the axis control-loop. 

 
As shown in Figure 5, the compensation reaction of the NC is 

particularly slow. Indeed, a delay is induced by the position 
controller’s cycle time which is equal to 2 ms. Moreover, the 
acceleration at which the axis reacts does not reach the 
maximum value set for trajectory generation (i.e. 10 m/s2).  
 
3.2. Position control closed-loop behaviour and identification 

In order to improve the response time of the NC to a virtual 
displacement with a corrector, a transfer function of the position 
control closed loop needs to be identified. Models were fitted 
for each linear axis, with the virtual displacement as input and 
the actual position as output, meaning that the function includes 
every filter, NC algorithms, feed drives and physical behaviour of 
the axis (according to the parameters of Figure 1). A series of 
time- and frequency- domain experiments were conducted so as 
to identify a transfer function.  

 
Figure 4. Kinematic measurements of a 100 µm virtual displacement (NC 
integrated oscilloscope measurements for the nominal and virtual 
curves, dSPACE measurements for the actual ones). 

On the one hand, gain and phase of the position control closed-
loop system were measured using sine displacements injection. 
On the other hand, a transfer function was estimated with time-
domain measurements like those displayed in Figure 5.  

 
Figure 5. Virtual displacements (continuous lines) and machine response 
(dashed lines) for various step magnitudes. 

The transfer function estimation algorithm is the Simplified 
Refined Instrumental Variable method for Continuous-time 
systems (SRIVC) with the implementation in the System 
Identification Toolbox in MATLAB [9]. Results of the two types of 
identification experiments are superposed on Figure 6. The 
differences between the two identification methods, 
particularly in terms of gain, are due to the numerous non-
linearities of the system modelled (e.g. NC algorithm, axes 
mechanical behavior).  

 
Figure 6. Bode diagrams of X-axis position control-loop. 
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3.3. Error compensation application 
The main objective of studying the response of the NC to the 

modification of its position feedback is the development of a 
new software geometric error compensation method. However, 
dynamics of the studied response is slow and could induce 
volumetric error. This is why modelling of linear axes position 
control loops helps predicting the residual tracking error. This 

error depends on the compensation geometric rate 
𝑑𝐶

𝑑𝑋
 and on 

the axis feed rate 
𝑑𝑋

𝑑𝑡
, with 𝐶 the necessary virtual displacement 

for a given volumetric error compensation. Kinematic properties 
specified in the previous section bound the rate of change of the 
virtual displacement to be: 
 

𝑑𝐶

𝑑𝑡
=

𝑑𝐶

𝑑𝑋

𝑑𝑋

𝑑𝑡
< 10 mm/s (1) 

 

A surface predicting the tracking error on a linear axis is 
plotted in Figure 7, and compared to experimental points. For 
example, for a finishing operation in an aluminium alloy, the 
linear axes can move at up to 6000 mm/min. For a compensation 
slope of 10 µm/mm, the expected maximum tracking error 
reaches 22 µm. 

 
Figure 7. Estimation of the tracking error along a linear axis (X), 
superimposed with experimental results. 

Despite a low-performance modelling (the difference between 
experiments and expectations can reach 50 µm in the tested -
speed and compensation rate – area, especially in unrealistic 
compensation conditions), the tracking error can be reduced 
with the addition of a feed-forward controller 𝐻𝐹𝐶 [10] just after 
the virtual displacement computation block (Figure 3). Its 
coefficients are estimated via the axis model 𝐻𝑋 and the desired 
NC response 𝐻𝑖𝑑𝑒𝑎𝑙 as: 
 

𝐻𝐹𝐶 .  𝐻𝑋 = 𝐻𝑖𝑑𝑒𝑎𝑙 (2) 
  

Because of the 2 ms delay and the fact that the trajectory of 
command is not known by the LabBox in advance, 𝐻𝑖𝑑𝑒𝑎𝑙 cannot 
be equal to 1. Nevertheless, this feed-forward controller gives 
promising performances as shown in Figure 8, where the 
maximum measured tracking error was reduced from 31.6% to 
4.7 % of the set point.  

4. Conclusion and outlook 

A device for modifying the axis position signal in real-time has 
been introduced and tested in a CNC machine-tool. The linear 
position control closed-loops were modelled via the virtual 
encoder principle. Feed-forward controllers were then added to 
the software solution so as to ensure better virtual displacement 
tracking performances. Moreover, no noticeable slowdown was 
measured due to any coupling between the axes. For the future 
work, geometric errors of the machine must be identified. 

Afterwards, the real-time compensation solution can be applied 
to the machining of a part, using three-axis milling first, before 
extending to 5-axis machines via including both swivel and 
rotational degrees of freedom in the software and develop 
multi-axis compensation strategy. 

 
Figure 8. (a) Vertical straightness error supposed along X-axis – (b) 
Tracking error before and after inserting a feed-forward controller, for 
two different feedrates F. Vertical black lines correspond to X-axis stops. 
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Abstract 
 
Spindle maintenance is a crucial process in the metal-cutting industry. If the spindle's operation is not adequately observed, it could 
lead to significant damage that increases exponentially with each use. Therefore, a spindle maintenance system is a top priority for 
any metal-cutting factory looking to enhance spindle performance while reducing overall operating costs. The most vulnerable part 
of the spindle is the bearing, which can fail due to factors such as a lack of lubrication, over-lubrication, contamination, overloading, 
excessive temperature, or misalignment. These issues can result in inner race fault (BPFI), outer race fault (BPFO), ball defect (BSF), 
or cage failure (FTF).  Edge computing devices have emerged as a promising solution for reducing traffic load to the cloud and can be 
employed to monitor machine operation and diagnose spindle failures. In this article, we present an algorithm for diagnosing BPFI, 
BPFO, BSF, and FTF based on Kurtosis, Hilbert transform, and Wavelet Transform methods. The results demonstrate that the 
developed algorithms are accurate and computationally efficient, meeting the demands of edge devices. 
 
Embedded algorithm, Edge device, Spindle, Bearing fault diagnosis   

 

1. Introduction  

Spindles play critical role in machining processes, offering 
rotational motion to cutting tools for precision and efficiency in 
manufacturing. Being crucial components of machine tools, 
their performance directly impacts machining quality. Ensuring 
spindle reliability requires focused maintenance, particularly in 
bearing fault detection and chatter detection. 

Early fault identification is critical to prevent costly failures, 
minimize downtime, and ensure safety. By implementing 
effective bearing fault detection techniques, particularly 
vibration monitoring, potential issues can be identified in their 
early stages. The types of bearing faults include inner race fault 
(BPFI), outer race fault (BPFO), ball defect (BSF), or cage failure 
(FTF) and grease failure [1][2]. In comparison to ISO 17243 [3], 
our method has incorporated the signal enhance technique for 
better bearing fault detection. 

Chatter refers to the unwanted vibration and oscillation that 
can occur during metal-cutting processes, leading to poor 
surface finish quality, accelerated tool wear, and, in extreme 
cases, catastrophic tool failure. Chatter detection is essential to 
prevent these detrimental effects and optimize the machining 
process. By employing advanced sensing technologies and real-
time monitoring systems, manufacturers can promptly identify 
the presence of chatter and take corrective actions, such as 
adjusting cutting parameters or implementing damping 
techniques. 

2. Bearing fault detection algorithm 

   To detect the ball bearing parameters, the Hilbert transform is 
employed. The Hilbert transform of the signal xH(t), is obtained 
through the convolution of the original signal  x(t) with 1/πt. The 
crucial step in utilizing the Hilbert transform for bearing fault 
diagnosis involves acquiring the envelope of the analytic signal 

s(t). The envelope reflects variations in the amplitude of the 
signal over time, aiding in the identification of fault-related 
frequency components. The analytic signal is formed using the 
following formula, and the power spectral density of this analytic 
signal is capable of detecting bearing fault frequencies. 
 

s(t) = x(t) + j xH(t)                    (1) 
   

There are alternative ways to address the noise problem in the 
signal, such as Kurtosis and wavelet transform, which are 
compared with experimental results. We gathered spindle 
vibration data and implemented the system for the bearing with 
the following configuration: 

 

 

Table 1 Bearing configuration and its calculated fault frequencies (fs , Nb, 

Db , dc,  and  are spindle speed(Hz), # of ball, ball diameter, pitch 
diameter, and contact angle respectively):  

Theoretical Bearing 
fault frequency 

Bearing fault 
frequency 

BPFI 
𝑓𝑠
𝑁𝑏
2
(1 +

𝐷𝑏
𝑑𝑐

𝑐𝑜𝑠(𝛼)) 
11.7076 × 𝑓𝑠 

BPFO 
𝑓𝑠
𝑁𝑏
2
(1 −

𝐷𝑏
𝑑𝑐

𝑐𝑜𝑠(𝛼)) 
9.2924 × 𝑓𝑠 

FTF 𝑓𝑠
2
(1 −

𝐷𝑏
𝑑𝑐

𝑐𝑜𝑠(𝛼)) 
0.4425 × 𝑓𝑠 

BSF 
𝑓𝑠
𝑁𝑏
2
(1 − (

𝐷𝑏
𝑑𝑐

𝑐𝑜𝑠(𝛼))
2

) 
4.1438 × 𝑓𝑠 

 
In Table 1, theoretical bearing fault frequencies such as BPFI, 
BPFO, BSF, and FTF coexist with the calculated bearing fault 
frequencies derived from the current spindle system. In Figure 
1, raw data is captured from a spindle with an inner race fault, 
and the calculated BPFI is depicted using the three 
aforementioned algorithms. As investigation from experiment 
data, the BPFI and its harmonic 1x, 2x, 3x appear as 585.8 Hz, 
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1070.7 Hz, 1756.14 Hz in the frequency domain implying fault in 
the inner raceway (red lines in Fig. 1 (b)). 
 

 
(a) Time   domain signal 

(b) Frequency   domain transformed signals  
Figure 1. BPFI fault signal in time  and frequency domain 

3. Chatter detection algorithm      

Chatter refers to undesirable vibrations or oscillations that 
occur during machining, resulting in poor surface quality, tool 
wear, reduced machining efficiency, and potential damage to 
the workpiece, cutting tool, or the machine itself. Two methods 
for chatter detection include analyzing the power spectrum 
density (PSD) of the signal and employing the wavelet packet 
decomposition transform or stationary wavelet transform 
(SWT).  

Each cutting condition is associated with the tool passing 
frequency, fc. This frequency represents the integer 
multiplication of the spindle speed, i.e., the number of flutes on 
the tool. The vibration signal we collected consists of the 
periodic component sp(t), aperiodic component sa(t), and noise 
sn(t) as indicated with its indies a and p. In the scope of this noise 
is considered to be negligible. The PSD of the signal is calculated 
by: 

 
PSDtotal = PSDa + PSDp  (2) 

The energy of aperiodic signal is  
 

     Ea = ∑ PSDa
𝑁−1
0  

     Ep = ∑ PSDp
𝑁−1
0  

E = ∑ PSDtotal
𝑁−1
0                               (3) 

The chatter index (CI) is calculated by the formula: 
 

CI = Ea/E                                      (4) 
The Ea is representative of the aperiodic signal, signifying that 

when the CI is large, i.e., close to the normalization value , there 
is the presence of unwanted signal. The PSD of the periodic 
signal is associated with vibrations generated from collisions 
between the tool flute and the workpiece. This periodic data 
occurs consistently, regardless of the presence of chatter. 
Therefore, this part is excluded from the PSDtotal obtain the PSD 
of the aperiodic signal.[4] 

The Chatter Index can also be determined using the wavelet 
transform, specifically the SWT, similar to the PSD method. This 
approach leverages the wavelet transform's ability to detect 
transient features in vibration signals, which are often signs of 
bearing faults. Unlike the PSD, the wavelet transform uniquely 
identifies various data frequencies over time, making it a good 

method for chatter detection. The calculation is based on the 
randomness of the wavelet coefficients, with higher 
randomness indicating a higher chance of chatter. This principle 
underlies our method for calculating the Chatter Index using the 
wavelet transform.  

  
(a)CI from PSD          (b) CI from SWT  
Figure 2. Chatter index based on PSD and SWT (red line is SLD, dots 
indicate cutting condition, and are colored according to CI level) 
 

Table 2 shows the cutting conditions and their Chatter Index 
(CI) using the SWT and PSD methods. Despite a cutting speed of 
10500 rpm showing no clear chatter indicator, both methods 
effectively predict chatter, as shown in Figure 2's red line of 
stable lobe diagram (SLD). The dots are the cutting condition 
from experiment with spindle speed and depth of cut. 
Conditions below this line are stable, while those above are 
unstable.  

 

Table 2  Cutting condition and the corresponding chatter index 
 

ADOC 
(mm) 

Speed  
(RPM) 

CI  
(SWT) 

CI  
(PSD) 

0.15 4500 0.007 0.35 

0.15 4785 0.015 0.39 

0.15 4870 0.022 0.87 

0.15 10500 0.0144 0.54 

0.2 10500 0.0026 0.27 

0.2 13140 0.0119 0.29 

0.2 17200 0.0311 0.77 
 

4. Conclusions  

In this paper, we present an embedded algorithm for bearing 
fault detection and chatter detection, designed for application 
in embedded systems. A robust and easily calculable algorithm 
is essential for embedded systems. Therefore, the Hilbert 
transform and PSD approach are recommended for bearing fault 
and chatter detection due to their robustness and fast 
calculation. The choice of method depends on the operator's 
requirements. If there is no constraint on the edge calculation 
system, more complex methods like fast kurtosis for bearing 
fault detection and wavelet transform, along with SWT for 
chatter detection, are viable options. These methods offer a 
deeper analysis, but it is crucial to consider the trade-off 
between calculation time and performance. 
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Abstract 
 
Linear motor-based CNC machine tools have been competitively advanced for higher machining and motion performance. While 
linear motor and ball screw-based feed drives have been reviewed in academics and industries, performance differences between 
the two drive systems have yet to be rigorously examined with machining and motion analysis. This article details the performance 
comparisons between the direct drive and ball-screw-based feed systems with dynamic tool paths and external impulse responses. 
The tracking errors from dynamic motion were measured using a linear-scale encoder and analyzed for both feed drive systems. From 
experimental comparisons for the given adaptive machining paths, it is found that the linear motor-based direct drive system 
generates errors of 0.023 mm less in one direction and 0.012 mm less in the other direction than the ball screw-based one. While 
the linear motor-based feed drive was known to have less servo stiffness than a ball screw-based system, the difference in servo 
displacements at external impulse forces of 4000 N is found to be only within a few micrometers. Based on the test result, the 
configured linear motor-based machine is capable of performing heavy machining like face milling as well as adaptive dynamic 
machining, and it can maintain a precision motion without backlash over disturbance. In addition, a comprehensive evaluation is 
tabularized to contrast the strengths and weaknesses of two different drive-based machine tools. 
 
Computer Numerical Control (CNC), Drive, Machining, Motion  

 

1. Introduction  

Linear motor-based feed drive systems in CNC machine tools 
have recently made significant strides in terms of machining and 
motion performance. The benefit of linear motor-based direct 
drive is that it achieves higher acceleration and speeds with less 
wear and tear than a ball screw-based machine [1-2]. Moreover, 
it is widely acknowledged that the linear motor-based feed drive 
maintains better tracking accuracy in complex tool paths and 
high-speed motion than the conventional feed drive system. 
Despite the extensive academic and industrial reviews of linear 
motor and ball screw-based feed drives, the performance 
between the two drive systems has yet to be experimentally 
examined and compared under actual CNC tool paths and 
external disturbances. 

CNC tool paths are composed of constant speed vectors and 
transient varying speed ones, which may generate errors during 
acceleration and deceleration [3-4]. The feed rates for the tool 
paths critically affect machining quality and productivity [5-7]. 
Since the feed drive performance has been dramatically 
improved in the last decades, various dynamic tool paths, such 
as rapid trochoidal ones, have been enabled and exploited [8-
10]. The adaptive toolpaths aim to maintain constant tool 
engagement or constant material removal at each point along 
the path. The tool paths have the advantages of reducing cutting 
forces, reducing tool wear, minimizing vibration, etc. However, 
it is not to overlook control tracking accuracy, which may worsen 
at such rapid speed vector changes during the trochoidal 
motion. Tracking errors need to be examined at high 
accelerations and decelerations of adaptive transient speed. In 
order to benefit from trochoidal motion, dynamic tracking errors 

should be minimized when speed vectors change frequently. 
This article compares tracking accuracy from linear motor-based 
and ball screw-based feed drives during the adaptive motion.  

The drawback of the linear motor drive system was known as 
less damping due to less contact stiffness from mechanical 
components, and researchers worked on the compensation 
method against disturbance [11-12]. As impulse responses 
exhibit how the system acts against disturbance forces, two feed 
drive responses are benchmarked under the same magnitude of 
impulse forces. In this article, the precise feed drive motion is 
measured with a resolution of less than 0.05 micrometer and 3-
millisecond sampling using the linear scale encoder attached 
between the moving table and the fixed bed as the impulse force 
is applied to the table connected to the feed drive.  

Overall, two modern commercial CNC systems, linear motor-
based feed drives (LMFD) and ball screw-based feed drives 
(BSFD), installed with linear scale encoders, are selected to 
compare the servo responses at the adaptive motion and the 
impulse disturbance. The experimental results are analyzed to 
explain the characteristics of the feed drives in terms of the 
tracking errors and disturbance responses from both systems. 
Finally, further comparisons and discussions are summarized, 
and future direction is suggested based on these experimental 
comparisons. 

2. Feed drive performance under dynamic tool path 

In order to utilize dynamic feed motion, the feed drive should 
be able to provide a rapid dynamic response that encompasses 
acceleration and jerk. While the controller could be tuned with 
high acceleration and jerk values, it should still be noted that the 
tracking errors may be accordingly increased by fast-moving 
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mass, which is a bottleneck for high-speed dynamic motion. The 
feed drivers’ responses can be benchmarked under the moving 
velocity profiles by comparing the tracking errors under the 
same dynamic tool path. 

Figure 1 illustrates the machined geometry and tested 
adaptive tool path at the feed drive systems. The dynamic tool 
path has 0.25 mm lifts in the tool axis when the tool returns to 
the machining position, which induces more cooling and less 
tool wear, as depicted in Figure 2. The return feed rate is 8000 
mm/min, the cutting feed rate is 4500 mm, and the cutting 
depths are Ae = 1.5 and Ap = 5 mm for the dynamic motion. The 
solid carbide flat-end mill tool has four flutes and a diameter of 
12 mm. Limited information from commercial controllers is 
listed for control parameters in Table 1; it is not permissible to 
change or disclose the detailed controller parameter sets of the 
commercial system. As the tested LMFD system has a higher 
maximum acceleration and jerk setting than the BSFD system, 
the LMFD system may have a disadvantage regarding tracking 
error, which tends to increase at high acceleration and jerk for 
the comparisons.  

Table 1   Commercial machine controller setting 

 The tested commercial 
LMFD  

The tested commercial 
BSFD 

Maximum 
acceleration 
setting  

X 10000, Y 10000, Z 

10000 mm/s
2   

 

G0 X 5263, Y 4412, Z 
3750  
G1 X 2222, Y 2222, Z 

2222 mm/s
2
 

Maximum 
feed rate 

60000 mm/min X 48000 Y 36000 Z 
36000 mm/min 

Controller 
version 

Heidenhain TNC 620 Fanuc professional P 

Look ahead 
function 

HSC mode on AICC2 mode on 

Position 
control 

Closed loop control with 
linear scale encoder 

Closed loop control with 
linear scale encoder 

Interpolator 
cycle time 

3 msec 3 msec 

 
(a) The machined geometry with the material Al6061-T6 

 
(b) The adaptive tool paths in XY plane 

Figure 1. The machined geometry with the material Al6061-T6 and the 
adaptive tool path  

 
Figure 2. Return and cutting feed rates 

According to the total adaptive tool paths shown in Figure 1(b),  
Figures 3(a) and 3(b) display the resultant feed rates in the XY 
plane from the LMFD and BSFD systems, respectively. Due to the 
different controller settings, the actual feed rates cannot be the 
same for the given adaptive tool path. Figure 3(c) illustrates the 
comparisons of the resultant feed rates for the path section A. 
As expected from the maximum acceleration setting shown in 
Table 1, LMFD may lead to a shorter operation time than the 
BSFD.  

In order to perform a fair comparison over the different 
controller settings, the analysis is performed to benchmark the 
ratio of tracking error over acceleration in both systems since 
changing the controller parameters in the commercial system is 
not allowed. Tracking errors are generated by the acceleration 
or deceleration of the fast-moving masses in each axis, as those 
may excite the structure from the acceleration or deceleration 
force. For example, if acceleration increases, the tracking error 
is expected to increase accordingly.  

 
(a) X and Y axis resultant feed rates profile from the LMFD system 

 
(b) X and Y axis resultant feed rates profile from the BSFD system 

 
(c) XY resultant feed rates for section A 
Figure 3. Resultant feed rates for LMFD and BSFD system for the 
adaptive tool path 

The actual feed rate and acceleration profiles are measured 
from the linear encoder of LMFD for the tool path section A, as 
displayed in Figures 4(a) and 4(b), respectively. The tracking 
errors in the x and y directions are visualized in Figures 4(c) and 
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4(d). The x-axis tracking errors are from -0.005 mm to 0.00438 
mm, while the x-axis acceleration ranges from -2.420 g to 1.870 
g. The y-axis tracking errors are from -0.0194 mm to 0.0189 mm, 
while the y-axis acceleration ranges from -2.370 g to 2.370 g. The 
ratio (mm/g) of displacement over acceleration in terms of the 
range magnitude is 0.0022 and 0.0081 in the x-axis and y-axis, 
respectively. 

  
(a) X and Y axis feed rate profiles measured from linear encoder  

  
(b) X and Y axis acceleration profiles measured from linear encoder 

 
(c) X axis tracking errors 

 
(d) Y axis tracking errors 
Figure 4. Corresponding tracking errors for feed rate and acceleration 
profiles from the tested LMFD system for the tool path section A 

The experimental velocity and acceleration profiles and the 
corresponding tracking errors from BSFD are displayed in Figure 
5. The BSFD system has a lower range of acceleration profiles 
during the adaptive motion, as shown in Figure 5(b), than the 
LMFD system, as displayed in Figure 4(b). The x-axis tracking 
errors range from -0.0168 mm to 0.0145 mm, while the x-axis 
acceleration ranges from -1.512 g to 1. 198g. The y-axis tracking 
errors are from -0.0366 mm to 0.0221 mm, while the y-axis 
acceleration ranges from -2.078 g to 2.098 g. The ratio (mm/g) 
of displacement over acceleration in terms of the range is 0.0116 
and 0.0140 in the x-axis and y-axis, respectively. 

The x-axis motion driven by the BSFD has larger tracking errors 
in the adaptive motion than the LMFD. From the tested results, 
the LMFD generates lower ranges of tracking errors over 
acceleration than the BSFD. Even though higher acceleration is 
executed in the LMFD system, the tracking error over 
acceleration is smaller than in the BMFD system, which is found 

to be the benefit of the LMFD system from the experimental 
study.  

 
(a) X and Y axis feed rate profiles  

 
(b) X and Y axis acceleration profiles measured from linear encoder 

 
(c)  X axis tracking errors 

 
(d) Y axis tracking errors 
Figure 5. Corresponding tracking errors for feed rate and acceleration 
profiles from the tested BSFD system for the tool path section A 

3. Feed drive response under external impulse forces 

Impulse responses of two feed drive systems have been 
compared to analyze the dynamic responses against 
disturbance. The impulse magnitude of 4000 N with a bandwidth 
of less than 1KHz was applied to the table feed axis center using 
the Kistler impact force hammer (9728A20000). Both feed drive 
responses are measured using the linear scales installed beside 
the linear guide of the feed drive system. Linear scale encoder 
measurements display the relative motion of the machine bed 
and the moving table, which is a precise indicator of feed drive 
motion.  

Figure 6(a) displays the test configuration example in the BSFD. 
As the impulse force shown in Figure 6(b) is applied, the linear 
scale measurements from the LMFD and the BSFD are displayed 
in Figure 6(c). With an impulse force of 4000 N, the LMFD system 
has a peak-to-valley response of 0.0164 mm, which is larger than 
the BSFD system's response of 0.0144 mm. This is because the 
linear motor-based feed drive has less damping than the ball 
screw-based feed drive due to fewer mechanical components. 
Both systems' dynamic displacements are reduced within 1 
micrometer in less than 50 msec. However, it takes longer for 
the displacement to reduce to less than 0.5 micrometer in the 
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case of BSFD (129 msec) compared to LMFD (50 msec). This 
phenomenon may be attributed to the pitch error of the ball 
screw tested, which can be minimized by using a fine-pitch ball 
screw with backlash compensation. 

 
(a) Impulse response test in BSFD  

 
(b) Impulse force applied to table center in X direction 

 
(c) Impulse responses from LMFD and BSFD 
Figure 6. Feed drive responses with external impulse forces 

It is commonly understood that the linear motor, which has 
fewer mechanical components, generally has less damping than 
the ball screw-based feed drive system. However, the difference 
between the two system responses is found to be insignificant. 
For a 4000 N impulse disturbance, the difference is only 0.002 
mm.  

For additional insights regarding the analysis, it is important to 
note that the response to disturbances can vary depending on 
factors such as motor performance, control algorithm, and 
structural design, regardless of whether a linear or rotary motor 
is used. By implementing advanced control algorithms and 
optimizing the structural design of the system, the dynamic 
stiffness of each system can be further enhanced, thus 
improving the system's ability to resist disturbances. 

4. Summary and discussions 

As linear motor-based feed drive (LMFD) has been increasingly 
adopted, it is necessary to compare it with a ball screw-based 
feed drive (BSFD) in terms of control accuracy under dynamic 
motion and disturbances. This article compares two different 
systems' dynamic responses under the adaptive motion 
requiring moving mass control with continuous acceleration and 
deceleration. For the machining tool paths, the tested LMFD 
generates less tracking error (0.023 mm difference in the X-axis 
and 0.012 mm in the Y-axis) than the BSFD. This relative 
comparison indicates that the tested LMFD has better control 

accuracy in dynamic motion than the BSFD and can generate 
better control accuracy for complex motion profiles requiring 
frequent acceleration and deceleration. 

Another aspect is whether the systems have high dynamic 
stiffness and damping against external disturbance. In order to 
see the relative dynamic response between the table and the 
base, linear encoder data was recorded and analyzed with the 
application of impulse forces around 4000 N. As BSFD is known 
to have more damping than the other, it exhibits less peak-to-
valley displacement, but the difference between the two 
systems' responses is within a few micrometers at 4000 N. Even 
though BSFD also has a shorter time to settle within 0.001 mm, 
it has a 79 msec longer time to settle within 0.0005 mm than 
LMFD, which may be due to ball screw specifications like screw 
pitch. Based on the test result, the configured LMFD is capable 
of performing heavy machining like face milling as well as 
dynamic machining, and it can maintain a precision motion 
without backlash over disturbance. 

Two kinds of test results provide some insights into the 
different commercial feed drive systems, and with other well-
known facts, the relative comparisons are presented in Table 2. 
As cycle time mainly depends on control setting and motor 
power, it is not meaningful to mention which system is faster in 
cycle time. In addition, LMFD has an advantage in terms of life 
span and backlash compared to BSFD. As LMFD has relatively 
better control accuracy than BSFD under acceleration or 
deceleration, precision engineering industries are also 
increasingly adopting LMFD to achieve fine surface finish and 
tight dimensional requirements.  

The insights gained from the experimental results will be used 
to further study the feed drive design and control and to 
overcome the drawbacks of each drive. Furthermore, by 
optimizing the physical properties and structures of the entire 
machine tool based on the studied feed drive characteristics, 
better performance can be achieved for high precision and high-
performance cutting. 

Table 2 Relative comparisons between LMFD and BSFD 

 LMFD BSFD 

Disturbance dynamic 
stiffness or damping 

++ +++  

Backlash +++ ++ 

Tracking error under 
dynamic motion 

+++ ++ 

Cycle time ++ ++ 

Life span considering 
wear/tear 

+++ ++ 

(+ means positive point. More + means better only in relative manner.) 
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Abstract 
 
Customer demands for piezo positioning systems focus on higher closed-loop bandwidths and increased precision. However, poorly 
damped resonance frequencies often limit achievable bandwidths. Linear control limitations, such as Bode’s gain-phase relation and 
the waterbed effect, constrain controller performance. Recent research suggests that nonlinear control methods, like reset control, 
can overcome these limitations. The "Constant in Gain – Lead in Phase (CgLp)" structure offers a lead in phase without sacrificing 
gain, unlike its linear counterpart. This work aims to leverage this property to improve closed-loop bandwidth, steady-state tracking, 
and disturbance rejection while maintaining the transient properties of the systems. 
The controllers have been implemented and tested on a one-degree-of-freedom precision positioning stage with multiple dominant 
resonance frequencies. The CgLp element is used as an extension to the linear control structure in series with a proportional-integral 
(PI) tracking controller. To dampen the first dominant resonance frequency, a Positive Position Feedback (PPF) controller has been 
used in the inner loop. The controllers have been optimized solely based on the describing function (DF) analysis of the system using 
a Particle Swarm Optimization (PSO) algorithm. It has been shown that when properly setting the CgLp parameters, the effect of 
higher-order harmonics introduced by the resets is negligible, and the first-order DF approximation delivers an accurate frequency 
domain analysis. The results have shown that by using the additional CgLp element-based structure, the closed-loop bandwidth could 
be improved by 60%, and the overshoot could be kept below 5%. Additionally, steady-state tracking performance and disturbance 
rejection capabilities could be significantly improved. 

 

1. Introduction   

 The current customer demands for nanopositioning systems 
such as piezo actuators go towards even higher closed loop 
bandwidths, increased precision and disturbance rejection 
capabilities. However, the maximum achievable bandwidths of 
these systems are often limited by one or multiple poorly 
damped resonance frequencies. The maximum achievable 
closed loop bandwidth of these systems is typically below the 
value of the first resonance frequency [1]. Additionally, 
fundamental limitations of linear control such as Bode’s gain 
phase relation and the waterbed effect limit the achievable 
performance of these controllers.  

Recent work has shown that nonlinear control strategies such 
as reset control can be used to overcome these limitations and 
improve the tracking performance of these systems [2]. Two of 
the most promising reset elements are called “Constant in gain 
– Lead in phase (CgLp)” and “Continuous Reset – Constant in gain 
– Lead in phase (CRCgLp)” and are typically used as an addition 
to a linear tracking controller [3]. In contrast to linear 
controllers, these elements are able to provide a lead in phase 
while having an almost constant gain. With linear controllers, 
Bode’s phase gain relation for minimum phase systems states 
that a lead in phase always coincides with an increase in gain. 
Hence, if the robustness of the system has to be improved by for 
instance adding phase in the crossover region using a lead 
element, that also comes along with a decreased slope of the 
loop gain at the crossover frequency. This is not desired since a 
high gain at low frequencies and low gain at high frequencies 
with a steep crossover is desired for a proper tracking 

performance, according to the loop shaping constraints. With 
the previously mentioned CgLp and CRCgLp elements, this 
increase in gain can be avoided. Therefore, this additional phase 
can be used to either increase the phase margin of the system 
while maintaining a similar tracking performance or to increase 
the loop gain of the system compared to the linear case without 
affecting the stability margins according to the describing 
function (DF) analysis. 

There are various methods for analyzing reset control systems 
or in general nonlinear controllers in the frequency domain. 
However, to make them an appropiate choice for industrial 
applications, the tuning and optimization process should be 
intuitive and take as little time as possible. One of the most well 
known methods is DF analysis of the reset control system which 
is based on the first order Fourier series expansion of the 
elements output [4]. Even though higher order harmonics of the 
signal are neglected with this approach, it can deliver an 
accurate estimation of the performance of the system, when it 
is ensured that these higher order harmonics are low enough in 
magnitude. This paper validates this approach using a single 
degree of freedom nanopositioning system. The CgLp and 
CRCgLp element based control structures are adjusted manually 
to ensure that the mentioned higher order harmonics are low 
enough in magnitude and the remaining parts of the linear 
control structure is optimized using the closed loop frequency 
response of the system. For a fair comparison, the reset 
controller based structures are also compared to the optimized 
linear controllers in terms of closed loop bandwidth, steady-
state tracking performance and disturbance rejection 
capabilities.  
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Section 2 of this paper introduces the reset control 
fundamentals including an overview of the CgLp and CRCgLp 
elements. In section 3, the linear control structure is introduced. 
The tuning and optimization procedure as well as the results are 
shown and compared in section 4. Finally, section 5 concludes 
the paper and gives recommendations for future work.  

2. Reset Control    

This section introduces the relevant reset control essentials 
ranging from the basic state-space description of the reset 
controllers to the relevant frequency domain analysis tools. The 
general state-space description of the most basic reset element 
is given by [4]: 

 

{

𝑥r⃗⃗  ̇⃗(𝑡) = 𝑨r𝑥r⃗⃗  ⃗(𝑡) + 𝑩r𝑒(𝑡)     if 𝑒(𝑡) ≠ 0

𝑥r⃗⃗  ⃗(𝑡
+) = 𝑨𝜌𝑥r⃗⃗  ⃗(𝑡)                     if 𝑒(𝑡) = 0

𝑢(𝑡) = 𝑪r𝑥r⃗⃗  ⃗(𝑡) + 𝑫r𝑒(𝑡),                           

 

 

where 𝑨r, 𝑩r, 𝑪r and 𝑫r are the base-linear state-space 
matrices of the reset control system and 𝑨𝜌 is the so called reset 

matrix which determines the portion of reset and is given by: 

𝑨𝜌 = [
𝑨𝜌r

𝟎

𝟎 𝑰
], 

with 𝑨𝜌r
= 𝑑𝑖𝑎𝑔(𝛾1, 𝛾2, … , 𝛾𝑛𝑟

) and 𝛾𝑖 ∈ [−1, 1] being the 

resetting part of the reset matrix. The identity matrix can hence 
be used for states that should not reset. When looking at the 
state-space description above, it can be seen that a 𝛾-value of 
zero represents a full reset of the state and that negative values 
even negate the states.  

In figure 1, the output of this general reset element is shown 
as well as the first order Describing Function. Here, the clear 
advantage of the reset control element can be seen by taking a 
look at the phase difference between the input and output 
signal, which in this case is in fact only -38° instead of the -90° of 
the standard linear integrator. 

 

 
 

The set of equations to analytically calculate the first order 
describing function and the higher order harmonics of the 
output is given in [4]. As already mentioned, these higher order 
harmonics are generally not desired, especially in the low 
frequency region. There are also other methods for analyzing 
reset control systems in the frequency domain such as the so 
called pseudo-sensitivity method [2]. Whereas these methods 
are considered to be more accurate than the DF-based analysis, 
the calcution requires significantly more time and hence limits 
their industrial applicability. In addition to that, the reset control 
system can be designed such that the DF-based analysis delivers 
an accurate estimation of the frequency response.  

To make use of the phase advantages of the reset controller 
only in the appropiate frequency range, which is typically the 
open loop crossover region, the CgLp and CRCgLp elements have 
been introduced. 

An overview of the CgLp and CRCgLp elements can be seen in 
figure 2.  

 

 
 
The CgLp element consists of a so called “First order reset 
element (FORE)” [5] which is essentially the nonlinear equivalent 
of a linear first order lowpass filter [4]. Similar to the previously 
introduced reset integrator, this element shows a reduced phase 
lag. In addition to that, a lead filter is located behind this FORE 
element. The advantage of this combination is that the gains of 
these elements almost exactly cancel but due to the reduced 
phase lag, a total lead in phase is obtained, which can not be 
achieved with linear controllers. The CRCgLp element contains 
an additional lead filter in front of the CgLp element and a lag 
filter behind it. Due to the lag filter behind the reset element, 
the influence of the higher order harmonics can be reduced 
compared the CgLp element. In addition to that, the lead filter 
changes the reset condition to [4]:  

�̇�(𝑡)

𝜔l
+ 𝑒(𝑡) = 0 

The lead and lag filters do not influence the DF of the open loop 
if 𝜔ℎ ≫ 𝜔r and 𝜔ℎ ≫ 𝜔c. Another interesting property of this 
lead element is that a reduction of the ratio 𝜔l/𝜔c decreases the 
overshoot of the system, which can be used to optimize the 
transient response of the system. However, a reduction of this 
ratio also leads to a longer settling time. 
 

 
 
Figure 3 shows the frequency response of the 1st and 3rd order 

harmonics of an example CgLp and CRCgLp element. The 
constant gain of the two elements can clearly be seen up until a 
frequency which is far above the desired control bandwidth. 
Similarly, the additional phase lead of the elements is visible 
which starts approximately at the frequency 𝜔r. When taking a 
look at the magnitude of the 3rd order harmonics, it can be seen 

Figure 1. Output of a general reset element and the 1st order Describing 
Function of the output  

Figure 2. Structure of the CgLp and CRCgLp elements [3] (The arrow 
indicates the output of the filter reset to 𝛾) 

Figure 3. High Order Sinusoidal Inout Describing function (HOSIDF) 
comparison between a CgLp and CRCgLp element.  

486



  

that the magnitude is significantly lower for the CRCgLp element 
due to the additional lag filter after the CgLp element.  
 
3. Linear control structure 

 
As already mentioned before, the CgLp and CRCgLp structures 

are typically used as an addition to the linear control structure. 
For the tracking controller, a proportional-integral (PI) controller 
has been used with an integrator cut-off well before the 
crossover frequency. This prevents the phase lag of the 
integrator from influencing the phase in the crossover region.  

To effectively attenuate the resonance frequency of the 
system, an active damping control scheme has been 
implemented. Therefore, a Positive Position Feedback (PPF) 
controller has been used, which is given by [6]: 

𝐶ppf(𝑠) =  
𝛤

𝑠2 + 2𝜁d𝜔d𝑠 + 𝜔d
2 

where 𝛤 is the gain of the PPF controller, 𝜁d the damping ratio 
and 𝜔d is cut-off frequency. An overview of the complete 
control scheme can be seen in figure 4.  

 

 
 

During initial optimizations it has been observed that the PPF 
damping controller was not sufficient to effectively dampen 
higher frequency resonance modes. Hence, a notch filter has 
been used in the inner loop as well. 
 
4. Results 
 

The results obtained with a single degree of freedom piezo 
actuator will be shown in this section. This includes an 
introduction to the system as well as the optimization algorithm 
that has been used to tune the controllers.  
 
4.1. Plant model 
 

The piezo actuator that has been used in this work has multiple 
weakly damped resonance frequencies ranging from 125 Hz to 
350 Hz. The frequency response measurement (solid line) as well 
as the frequency response of an identified model of the system 
(dashed line) can be seen in figure 5.   

 

 
 

4.2. Optimization algorithm  
 

To optimize the control structure in the frequency domain, a 
Particle Swarm Optimization (PSO) algorithm has been used [7]. 
The cost function that has been used is based on the closed loop 
frequency response of the system and is given by: 

𝐽T = ∫ 𝑊(𝜔)||𝑇(𝑗𝜔)| − |𝑇ideal(𝑗𝜔)||𝑑𝜔
𝜔max

𝜔min

 

where 𝑇(𝑗𝜔) is the complementary sensitivity function obtained 
with the parameter set and 𝑇ideal(𝑗𝜔) is a targeted closed loop 
frequency response that is set beforehand. The frequency 
dependent weighting function 𝑊(𝜔) has been set to: 

𝑊(𝜔) =
1

√𝜔4
 

to ensure that low frequency deviations of the complementary 
sensitivity function are penalized more than high frequency 
ones.  

Furthermore, a constraint for the sensitivity function has been 
implemented which is essentially just an upper limit for the 
sensitivities. Since the peak sensitivity is a measure for the 
robustness of the system, this parameter could be adjusted 
according to the desired robustness properties of the system. In 
this work a peak sensitivity of 3.5 dB has been used.  

To evaluate the stability of the systems during the 
optimizations, the so-called Nyquist Stability Vector [8] has been 
used. To reduce the required time for the optimization, the 
stability has been checked first, such that the cost function has 
only been evaluated for stable systems.  
 
4.3. Measurement results 
 

For a fair comparison, the control structure which is solely 
based on the linear PI and PPF controllers is optimized as well 
using the PSO algorithm. To evaluate the performance of the 
optimized controllers in terms of closed loop bandwidth, steady-
state tracking performance and disturbance rejection 
capabilities, the system has been excited by sinusoidal inputs for 
frequencies between 1 Hz and 1 kHz and the steady-state inputs 
and outputs have been recorded. To ensure that the higher 
order harmonics introduced by the reset controller are 
significantly lower in magnitude than the first harmonic, such 
that the DF analysis delivers an accurate analysis of the 
frequency response, the reset control parameters have been 
fixed and tuned prior to the optimization. Since it could be 
expected that higher open loop crossover frequencies can be 
achieved with the CgLp and CRCgLp elements, 𝜔𝑟  has been set 
to 100 Hz, which is slightly larger than the achievable crossover 
for the linear control structure only. This frequency determines 
the start of the phase lead which is desirable in the crossover 
region of the system. The reset parameter has been set to 𝛾 =
0.4 for the CgLp element and 𝛾 = 0.15 for the CRCgLp. The 
lower value for the CRCgLp element is possible since higher 
order harmonics are further reduced to the additional lag filter 
behind the CgLp element. The two taming pole frequencies have 
been set to 𝜔𝑓 = 𝜔ℎ = 2𝜋/(10𝑇s) such that they do not 

interfere with the relevant dynamics. The cut-off frequency of 
the lead and lag filter 𝜔𝑙  when using the CRCgLp element has 
been set to 60 Hz. Hence, the only parameters left to optimize 
using the PSO algorithm were the PI control and PPF controller 
parameters: 𝛤, 𝜁d, 𝜔d, 𝑘p and 𝜔i. 

Figure 6 shows the closed loop response comparison of the 
steady-state outputs of the systems for the linear controllers 
only (PI-PPF) and the CgLp and CRCgLp controller-based 
structures. The CgLp and CRCgLp controllers significantly 
outperform the linear control structure in terms of the achieved 
closed loop bandwidths of the systems.  

Figure 4. Overview of the control structure.  

Figure 5. Frequency response of the measured and identified system   
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In figure 7 the steady-state peak to peak error values for the 
chosen frequency range is shown for the three control 
structures which is essentially the sensitivity response of the 
systems. The lower sensitivity in the low frequency region 
indicates a superior steady-state tracking performance of the 
CgLp and CRCgLp based control structures compared to the 
linear structure. This is due to the higher loop gains that could 
be achieved because of the additional phase the reset elements 
can provide. The higher loop gains also indicate an improved 
disturbance rejection capability of the reset controller-based 
systems. 

  

 

 
 

A step response comparison for the three control structures 
can be seen in figure 8. The higher loop gains and crossover 
frequencies of the two reset controller optimization results can 
clearly be seen in the reduced rise time of the response. In 
addition to that the overshoot of the CgLp and CRCgLp 
structures is reduced compared to the linear control structure 
only and could be reduced to 5 % for the CRCgLp based 
controller.  

5. Conclusion    

In this paper, a DF analysis based frequency domain 
optimization method has been investigated for the usage with a 
single degree of freedom nanopositioning stage. The reset 
control parameters have been tuned prior to the optimization 
process to ensure the exclusive use of the DF analysis of the 
system delivers an accurate estimation of the system’s 
frequency response and to reduce the required time for time for 
the optimization algorithm to converge. The results have shown 
a significant improvement of the closed loop bandwidth, the 
steady-state tracking performance and disturbance rejection 
capabilities of the systems based on the CgLp and CRCgLp 
elements. The closed loop bandwidth of the system with the 
CRCgLp element has improved by 60 % and the overshoot in the 
step response was kept below 5 %. 

Given the current customer demands of higher closed loop 
bandwidths and an improved steady-state tracking performance 
and disturbance rejection capabilities, linear control reaches its 
limits at some point. This paper has shown that reset control can 
help to overcome these limitations using a DF-based analysis of 
the system. Due to the optimization in the frequency domain, 
not much time is required for the algorithm to converge, which 
makes it a promising procedure for industrial usage. Further 
research could investigate an improvement of the linear control 
structure which does not require the usage of the additional 
notch filter. In addition to that, more intuitive design methods 
for the initial design of the linear controller could be developed.  
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Figure 6. Closed loop frequency response of the three controllers.    

Figure 7. Sensitivity comparison of the three controllers.    
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Abstract 
 
The moving reflector is a key component of the multi-species gas detection in the optical gas imaging device which can serve a 
repetitive high-speed moving function in the spectroscopic sensor. In particular, it is very important to stably acquire a spectral signal 
by generating a linear motion of the moving reflector assembly as precise as possible. In addition, by miniaturizing a bulky element 
in an interferometer, it can have many advantages in portability. In this study, a moving reflector for an optical gas imaging device 
capable of detecting various harmful gases at a distance was manufactured and performance tests were performed. A moving 
reflector that satisfies the requirements of the spectroscopic sensor in the optical gas imaging device was manufactured using a voice 
coil motor and a flexure mechanism. The fabricated flexure mechanism is installed on both sides of the drive unit to realize the 
requirement of the stroke in the direction of the optical axis and to constrain the movement in the radial direction. A prototype was 
fabricated through precision machining technique and its performance was tested. The experimental test result shows that the 
flexure-based moving reflector is capable of motion with its stroke of 0.974 mm and 0.5 Hz. Therefore, optical testing result shows 
that the proposed flexure-based moving reflector can be applied to the actual spectroscopic interferometer in the future. 
 
Keywords: Moving reflector, Flexure, Voice coil motor, optical gas imaging     

 

1.  Introduction  

The spectroscopic sensor has been widely used for gas 
monitoring at a distance and Michelson interferometer unit 
among the components that make up this spectroscopic sensor 
plays most important role for the multi-species gas detection. 
Especially, inside the Michelson interferometer unit, the light 
path difference between two divided beams which are reflected 
by a fixed and a moving mirror respectively, is very important for 
precise detection of various several gases [1,2]. In most cases, 
the optical path difference is generated by precision 
electromagnetic actuators which can produce a linear repeated 
motion of several millimetres and nearly flat motion profile [3]. 
However, the optical path generated by these actuators can be 
distorted due to the product assembly and other environmental 
errors which can occur in the mechanical actuation unit guided 
by bearing components. Also, because of the portability of the 
spectroscopic sensors, smaller electromagnetic actuators are 
increasingly being demanded in industrial settings.  

In this study, a flexure-based moving reflector with voice coil 
motor for the gas imaging was designed and fabricated, and a 
performance test was conducted. A flexure-based moving 
reflector that can satisfy the required specifications of the 
spectroscopic sensor was manufactured using voice coil motor 
and flexure spring with pantograph pattern. By finite element 
method, these specifications were reviewed in advance whether 
the proposed flexure-based moving reflector can meet the 
required specifications or not, for example, the moving distance 
and yield condition, etc. Also, after fabrication, the performance 
of the proposed flexure-based moving reflector has been 

verified in the optical test bench. Especially, for the portability 
of the spectroscopic sensors, the mechanical structure with 
small-sized voice coil motor and flexure spring, were proposed. 
Also, in order to verify the possibility to an actual spectroscopic 
sensor, its moving distance and tilting error were measured in 
the optical test bench by measuring the amount of deviation 
using an autocollimator. 

 

2. Design and testing of flexure-based moving reflector  

2.1. Design and manufacture 
Our moving reflector assembly is applied to the Michelson 

type interferometer unit in the spectroscopic sensor as shown in 
figure 1. Example of the interferometer unit is shown in this 
photograph. In this interferometer unit, there are several 
components including moving reflector assembly, fixed mirror 
assembly, interferometer housing, beam splitter, etc. Among 
these components, moving reflector assembly performs the 
function of receiving the incident light from the external 
environment and reflecting the light to the beam splitter. 
Meanwhile, fixed mirror can perform the function of reflecting 
the light in the same way along the other optical path. These 
optical path difference between these two lights are essential 
for the precise detection of several gases. Here, moving reflector 
assembly should make very linear motion along the optical axis 
and as precise as possible. But this device can have a motion 
error and this is due to product assembly and other 
environmental errors. In order to overcome these difficulties, by 
introducing flexure-based moving reflector, it is possible to 
prevent the performance degradation and secure the alignment 
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of actual spectral sensor. Also, the user wants to handle the 
spectroscopic sensor easily, smaller moving reflector assembly 
should be designed. 

 

 

Figure 1. Optical components of Michelson interferometer unit 

 
The moving reflector assembly has several design 

specifications including moving distance, dimensions and tilting 
error, etc. It should be able to move at least ±0.5 mm and its 
tilting error should be below dozens of arcseconds. Also, size of 
the total assembly should be as small as possible for the 
portability of the spectroscopic sensor [4]. For these purposes, 
the moving reflector assembly in this study is equipped with 
flexure springs at both ends of the voice coil motor to 
supplement the linear motion. These flexure springs are 
installed on both sides of the shaft so that the voice coil motor 
can move in a straight line. Also, the moving distance of the 
reflector is determined by the thrust of the voice coil motor and 
the stiffness of the flexure spring. This pantograph flexure spring 
part with a diameter of 20.9 mm can secure a longer arm length 
compared to those of other shapes, so the axial stiffness can be 
designed to be very small. Also, it can bring about an advantage 
in manufacturing costs using mass production facilities [5,6]. 

 
Table 1. Design specifications of flexure-based moving reflector 
Name Items Design specification 

Moving 
reflector 

Moving distance ±0.5 mm 

Dimensions ∅20 mm X 2.5 mm (mirror) 

Tilting error 10 arcsecond 

Speed 0.5 Hz 

 
 

  Figure 2 shows the flexure-based moving reflector assembly 
that has been designed for the application of spectroscopic 
sensor considered in this investigation. The moving reflector 
holds a flat fused silica mirror with diameter of 20 mm and it is 
bonded on a mirror adapter guided with two flexure springs. We 
determined the dimensions of the flexure spring so that the 
moving reflector assembly can satisfy the design specification by 
reducing the axial stiffness. Also, we designed the flexure spring 
with higher lateral stiffness so that its motion should be as 
straight as possible in the optical axis by reducing the parasitic 
motion in the lateral direction. Before manufacture, the finite 
element analysis was performed to predict whether the 
proposed moving reflector assembly can meet the design 
specification. Figure 4(a) shows the deformation contour when 
the force of 1 N is applied in axial(y) direction. As in the analysis 
result, the axial stiffness is estimated to be 1.30 N/mm which is 
sufficiently enough to satisfy the design specification of ±0.5 

mm. Similarly, figure 4(b) shows the deformation contour when 
the force of 1 N is applied in lateral(z) direction resulting in the 
lateral stiffness of 12.9 N/mm. Also, its maximum stress level of 
269 MPa at 1 N can be estimated as shown in figure 4(c). 
Therefore, the stress level when the moving reflector assembly 
moves at ±0.5 mm is below the yield strength of the material. 
Also, for the portability as a spectroscopic sensor, the 
dimensions of flexure springs and other components of the 
moving reflector were designed as small as possible.  

 
 

 

Figure 2. Solid drawings of flexure-based moving reflector assembly 

 

 

(a) Deformation contour when the axial force of 0.24 N is 
applied at the center of the flexure 

 

(b) Deformation contour when the lateral force of 1 N is applied 
at the center of the flexure 

490



  

 

 

 

(c) Maximum stress contour when the axial force of 1 N is 
applied at the center of the flexure 
 

Figure 3. Proposed design of flexure-based moving reflector and 
deformation contour of the flexure when the mirror was moved  
 

 

2.2. Testing  
As shown in figure 4(a), the reflecting mirror is moved by voice 

coil motor with small circular cross-section, whose dimensions 
are 16x16mm. An optical encoder assembly with high resolution 
is installed within the moving reflector to measure the linear 
motion of the voice coil motor, which is subsequently closed 
loop controlled to compensate for the displacement error. As 
shown in figure 4(b), a prototype of flexure-based moving 
reflector was manufactured with a size of 30.9x31.7x30.1 mm, 
horizontal × vertical × length. It was built with titanium alloy 
(Grade 5) and the flexure spring was manufactured by wire 
electrical discharge machining technique. Figure 4(c) shows the 
photograph of the moving reflector assembly with prism 
element installed in the interferometer unit for spectroscopic 
sensor.  

 

 
(a) Proposed design of flexure-based moving reflector 

 

 
(b) Flexure-based moving reflector manufactured for spectroscopic 

sensor 
 

 
(c) Photograph of the moving reflector assembly installed in the 

interferometer unit 
 

Figure 4. Proposed design and manufactured flexure-based moving 
reflector with prism element in the interferometer unit 

 
To measure the moving distance of the proposed moving 

reflector assembly, driving test was performed as shown in 
figure 5(a). For a sinewave with amplitude of ±0.5 mm and 
frequency of 0.5 Hz, the moving reflector assembly can move 
back and forth and its moving distance can be measured by 
optical encoder mounted inside the assembly housing. As a 
result of driving test of the moving reflector, figure 5(b) shows 
that the moving distance was measured to be 0.974 mm at the 
frequency of 0.5 Hz. The measurement results that do not meet 
the design specifications are because the actual displacement 
did not reach the commanded value (±0.5 mm) during the 
closed-loop control process resulting in an error. In actual 
operation, these errors can be overcome by resetting the 
commanded values during actual operation. 

Also, the tilting error of the moving reflector can be measured 
by applying the autocollimator as shown in the figure 5(c). When 
the moving reflector moves repeatedly with movement distance 
of 0.974 mm and frequency of 0.5 Hz, the tilting error was 
measured by aligning the moving reflector assembly and 
autocollimator. As a result of the measurement, tilting error of 
30 arcsecond was obtained and shows that the proposed moving 
reflector can be applied to an actual spectroscopic sensor 
successfully by performing the additional alignment when 
installing the interferometer unit. 

 

 

(a) Photograph of the driving test setup of flexure-based 
moving reflector 
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(b) Repsonse of proposed moving reflector for a sinewave with 
amplitude of ±0.5 mm and frequency of 0.5 Hz 
 

  

(c) Photograph of experimental setup for measurement of straightness 
by autocollimator 

 
Figure 5. Driving test of proposed moving reflector for a sinewave with 
amplitude of ±0.5 mm and frequency of 0.5 Hz and photograph of 
experimental setup for measurement of straightness by autocollimator  

3. Conclusions  

We designed and manufactured a flexure-based moving 
reflector in a spectroscopic sensor for optical gas imaging. It is 
composed of a voice coil motor and flexure springs that generate 
the axial displacement which is required for the optical path 
length in the interferometer unit. Also, to minimize the tilting 
errors, two mechanical flexure springs which can reduce the 
lateral displacement were installed at both ends. Also, the 
several dimensions of flexure springs were examined advance by 
finite element analysis in advance. As a result of the 
performance test, axial displacement of 0.974 mm was 
measured at the driving frequency of 0.5 Hz. Also, the moving 
reflector assembly can move with tilting error of 30 arcsecond 
by autocollimator. This measurement shows that proposed 
moving reflector assembly can be applied to an actual 
spectroscopic sensor successfully. 
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Abstract 
 
Achieving tight tolerances is a challenging problem encountered during turning of thin-walled workpieces. Due to the low stiffness 
of thin-walled workpieces, inadequate workpiece deformation can occur even when clamping forces are low. Therefore, the 
workpiece deformation needs to be precisely controlled. Conventional approaches use additional measuring devices (e.g. a touch 
probe) to measure the workpiece deformation. Afterwards, the clamping force is adjusted accordingly in an iterative, manual process 
step resulting in non-productive time. To ensure low workpiece deformation and reduce non-productive time, a chuck is required 
which combines workpiece deformation measurement and automatic clamping force adjustment. Thus, this paper presents a novel 
method to measure workpiece deformation using a chuck with four integrated electric drives. The electric drives are used to precisely 
adjust the clamping force. Based on the measured clamping force, the workpiece deformation is calculated considering previously 
identified correlations between the clamping force and the workpiece deformation. To identify these correlations, workpieces with 
different ratios between inner to outer diameter are clamped and the resulting workpiece deformation is measured using a 
coordinate measuring machine. The new method allows to measure workpiece deformations within a tight tolerance grad of up to 
ISO 286 IT5. 
 
Keywords: Sensory chuck, thin-walled workpieces, deformation, precision clamping 

 

1. Introduction 

Precision turning of thin-walled workpieces such as bearings, 
tubes or hollow shafts is of key importance in aerospace, 
automotive and medical applications [1, 2]. The system to clamp 
the workpiece has a significant influence on the achievable 
machining accuracy [3]. To ensure high machining accuracy, 
clamping systems with special designs, e.g. floating jaws, collet 
or diaphragm chucks were developed [4, 5]. However, these 
clamping systems are only suitable for certain workpiece 
diameters or manufacturing processes. In contrast, the most 
commonly used clamping device in turning are chucks with three 
or four jaws [3]. Jaw-chucks allow an adaptable clamping of 
different workpiece diameters. Therefore, jaw-chucks are 
universally used for turning. However, the clamping forces of the 
jaws applied to a thin-walled and thus elastic workpiece lead to 
shape deformation (Fig. 1) even when clamping forces are low 
[7]. 

 
Figure 1. Workpiece deformation caused by clamping force 

For jaw-chucks, the workpiece deformation needs to be 
determined in order to adjust the clamping force if necessary. 
Conventional approaches measure the workpiece deformation 

directly by a contact measurement device (e.g. a touch probe or 
dial test indicator) [8]. In addition, systems for contactless 
measurement of workpiece deformation have been developed 
[9-11]. Furthermore, methods to indirectly measure workpiece 
deformation based on FE-simulations or analytical calculations 
have been proposed [12]. In this context, Sergeev et al. 
proposed an algorithm to adjust the appropriate clamping force 
by an external clamping cylinder [13]. However, due to losses in 
the force transmission between cylinder and chuck, high 
clamping force errors and thus shape deviations of 12-15% 
occur.  

In summary, the deformation determination and clamping 
force adjustment is typically performed manually in an iterative 
and thus time-consuming process step. For this reason, a novel 
chuck is presented in this paper, which combines workpiece 
deformation measurement and automatic clamping force 
adjustment. The design of the chuck and the concept to measure 
workpiece deformation are explained in section 2. In section 3, 
the achievable workpiece deformation measurement accuracy 
is analysed.  

2. Sensory chuck for thin-walled workpieces 

In this section, the design of the sensory chuck is described in 
section 2.1. Afterwards, the concept to measure and control 
workpiece deformation is explained in section 2.2. 

 
2.1. Sensory chuck design 

The design of the sensory chuck is shown in Fig. 2. It is 
composed of two different modules: A standard four-jaw-chuck 
VT-S031 from HWR Spanntechnik GmbH and a module with four 
electrical actuator units. A four-jaw chuck is capable of clamping 
cylindrical, prismatic as well as irregularly shaped workpieces. 
This is achieved by a balancing clamping mechanism. The 
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clamping mechanism ensures that the clamping force Fcl is only 
applied on the workpiece once there is contact on all four 
clamping jaws. To apply the clamping force, the actuation force 
Fact is required. Therefore, four electrical actuator units are 
integrated into the chuck. Each of the four actuator units 
consists of a leadscrew and a FHA-14C gear motor from 
Harmonic Drive SE. The leadscrew allows the transmission of 
rotational movement of the motor into a linear positioning 
movement required to actuate the four-jaw-chuck. The 
leadscrews are mechanically connected in parallel via a coupling 
element to transmit the actuating force Fact.   

 
Figure 2. Sensory chuck design 

 

A total of four EJ7411 measuring and control boards from 
Beckhoff Automation GmbH & Co. KG are integrated into the 
chuck. Each EJ7411-module can measure and control the drive 
signals (motor current Im, angular position p) in a closed 
feedback loop. Furthermore, a strain gauge sensor of type N2A-
06-S1783 from ME-Meßsysteme GmbH is integrated into the 
base-jaw to measure the clamping force. The EJ7411-modules as 
well as the strain gauge sensor are part of the measurement and 
control scheme for workpiece deformation as explained in the 
following section. 

 
2.2. Concept to measure and control workpiece deformation 

The concept to measure workpiece deformation is shown in 
Fig. 3. The concept is designed for thin-walled, ring-shaped 
workpieces. 

 

 
Figure 3. Concept to measure and control workpiece deformation 
 

A linear-elastic workpiece deformation is assumed for the 
control system. The resulting workpiece deformation Δd 
correlate therefore linearly proportional to the applied clamping 
force Fcl and the stiffness of the workpiece. The workpiece 
stiffness is determined by material properties and the geometry 
of the workpiece. Such workpiece parameters (e.g. workpiece 
diameter d, diameter ratio δ or material) are provided by the 
chuck operator and serve as input variables for the deformation 
characteristic diagram. Based on a provided workpiece 
deformation tolerance Δdtarget, the appropriate clamping force is 
calculated by the deformation characteristic diagram. The 
calculated clamping force Fcl,target is then applied by the chuck in 
a closed-loop control. The system to measure and control the 
clamping force does already exist. As described in [14], a low 

clamping force error of ΔFcl = 1.4% was achieved. In section 3, 
the deformation characteristic diagram is characterised. 

3. Experimental setup and results 

In this section, the experimental setup to obtain the 
deformation characteristic diagram is described in section 3.1. 
Afterwards, the results are discussed in section 3.2. In this paper, 
only the influence of geometry parameters on the characteristic 
diagram is investigated. The experiments were carried out for a 
total of nine workpiece samples made from the constant 
material 16MnCr5. Each workpiece sample represents a hollow 
cylinder with a cylinder height hZ = 60 mm. The outer diameter 
do is varied between 80 mm and 120 mm, which is a typical 
workpiece diameter range for the chuck. The other geometry 
parameters are listed in Table 1. With the selected geometry 
parameters, the influence of varying geometry parameters 
(outer diameter do, inner diameter di, wall thickness s and 
diameter ratio δ) on the workpiece deformation measurement 
is analysed in the following chapters. 

 
Table 1 Geometry parameters of the nine workpiece samples 

No. do di s = (do-di)/2 δ = do/di 

1 80 mm 52 mm 14 mm 1,53 

2 80 mm 60 mm 10 mm 1,33 

3 80 mm 64 mm 8 mm 1,25 

4 100 mm 72 mm 14 mm 1,38 

5 100 mm 80 mm 10 mm 1,25 

6 100 mm 84 mm 8 mm 1,19 

7 120 mm 92 mm 14 mm 1,30 

8 120 mm 100 mm 10 mm 1,20 

9 120 mm 104 mm 8 mm 1,15 

 
3.1. Experimental setup to measure workpiece deformation 

The experimental setup is shown in Fig. 4. A coordinate 
measuring machine was used to determine the contour of the 
inner surface along the Z-axis on the four clamping jaws. 

 
Figure 4. Experimental setup to determine the deformation 
characteristic diagram 

 

The workpiece contour along the four clamping jaws was 
measured with five repetitions. This process was repeated for 
ten clamping force steps (between minimum and maximum 
clamping force). In the first step, each workpiece sample was 
clamped with a minimal clamping force Fcl,min ≈ 250 N. Up to the 
minimum clamping force, a rigid body displacement of the 
workpiece can occur due to movements of the clamping 
mechanism. The position of the workpiece can be assumed to be 
constant above the minimum clamping force. In addition, all 
nine workpieces are deformed by Δd < 1 µm at the minimum 
clamping force and therefore below the measuring accuracy of 
the coordinate measuring machine. The workpiece shape at the 
minimum clamping force is therefore used as an almost 
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undeformed reference state. The workpiece deformation is the 
difference between the inner surface area in the reference state 
and the inner surface area for the respective clamping force 
step.  

 
3.2. Deformation characteristic diagram 

The workpiece deformation measured along the four clamping 
jaws is shown as an example for workpiece sample 3 in Fig. 5. 
For each jaw, the workpiece deformation Δd is shown as the 
mean value from five measurements for a clamping force 
Fcl = 74 kN. 

 
Figure 5. Workpiece deformation of sample 3 
 

The workpiece deformation varies depending on the clamping 
jaw. This is due to an uneven force distribution on the for four 
clamping jaws. In contrast, uniform deformation curves are 
achieved for the sum of the deformation on the opposing 
clamping jaws. The deformation sum for jaw 1 and jaw 3 is the 
workpiece deformation ΔdY and the workpiece deformation ΔdX 
is the sum of jaw 2 and jaw 4. In Fig 6., the workpiece 
deformation in X-direction is shown. The curves for both the Y-
direction and the other workpiece samples show a similar 
behaviour. 

 
Figure 6. Workpiece deformation for sample 3 in X-direction  
 

Due to the workpiece roughness, deformation peaks occur for 
every clamping force step at stochastically distributed cylinder 
heights. In addition, the deformation along the cylinder height 
occurs unevenly. This is due to the application point of the 

clamping force, which is located at 1/3 of the total clamping jaw 
height hjaw = 48 mm [15]. This corresponds to a cylinder height 
hZ = 16 mm, at which the maximum deformation nearly occurs 
in both X and Y direction. The deformation maximum is key for 
the achievable manufacturing accuracy. The deformation 
maxima are therefore used for the deformation characteristic 
diagram. In addition, a single deformation characteristic diagram 
is needed for the proposed deformation control concept. 
Therefore, the deformation is combined as the mean value of 
the X and Y directions. The combined deformation maxima for 
all nine workpiece samples are shown for the clamping force 
Fcl,max = 80 kN in Fig. 7. At a constant clamping force, there is a 
reciprocal correlation between the diameter ratio of the 
workpiece samples and the workpiece deformation. For the 
asymptote δ = 1 (infinite compliance of the workpiece), an 
infinitely high deformation occurs. For the asymptote δ = ∞ 
(infinite stiffness of the workpiece), only the chuck is deflected 
by Δd = 17 µm.  

 

 
Figure 7. Correlation between diameter ratio and workpiece 
deformation for Fcl,max = 80 kN 
 

If the clamping force is varied (Fig. 8), a linear proportional 
correlation between the clamping force and the workpiece 
deformation can be observed. 

 
Figure 8. Deformation characteristic diagram 
 

A low standard deviation occurs for each data point with a 
mean value of σ = 0.65 µm. The chuck can therefore achieve a 
very high repeatability. In addition, both the linear and the 
reciprocal correlation between the clamping force Fcl, the 
diameter ratio δ and the resulting workpiece deformation Δd 
can be approximated by equation (1). 

𝛥𝑑 = (𝑎 + 𝑏 ⋅ 𝐹𝑐𝑙) ⋅ (𝑐 ⋅ 𝛿
𝑛 + 𝛿)2 (1) 

a = -0.1858; b = -0.07932; c = 12.91; n = -9.109  
Equation (1) approximates the deformation characteristic 

diagram with a high coefficient of determination of R2 = 99.54%. 
To evaluate the accuracy of the deformation characteristic 
diagram, the difference between the characteristic diagram and 
the measured workpiece deformation was calculated (Fig. 9).  
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Figure 9. Accuracy of the deformation characteristic diagram 
 

Overall, the characteristic diagram shows a deviation in the 
range of -3.4 µm to +3.16 µm to the measured deformations. In 
addition, typical target tolerances for turning according to 
ISO 286 are shown. The deviations are within a tolerance grade 
of IT5, which is a commonly used tolerance for precise turning. 
Consequently, the method for workpiece deformation 
measurement allows a precise measurement of workpiece 
deformation. However, the following possible influencing 
factors on the deformation characteristic diagram must be 
mentioned: 

• The measurements were carried out while the chuck was 
at a standstill. According to [15], the clamping force varies 
significantly due to centrifugal forces during turning. Such 
influence has not yet been quantified. 

• In Fig.  5, the deformations on the individual clamping 
jaws are uneven. This indicates a workpiece tilting due to 
an alignment error caused by the clamping mechanism. 
Alignment errors are minimized by jaw boring [16]. 
However, jaw boring was not performed to maintain 
identical jaws and thus a constant chuck stiffness.  

• Concentricity errors of the workpiece samples occur of up 
to 194 µm. The influence of shape errors on the 
deformation characteristic diagram has not yet been 
quantified. 

• An error of up to 2.5 kN occurs when measuring the 
clamping force with the integrated strain gauge sensor. 

4. Conclusion 

This paper presents a novel sensing chuck for determining 
workpiece deformation. The workpiece deformation is 
calculated considering previously identified correlations 
between the clamping force and the workpiece deformation. 
This correlation is approximated by a deformation characteristic 
diagram with a high coefficient of determination of R2 = 99.54%. 
The measurement deviations are within a tolerance grade of 
ISO 286 IT5, which is a commonly used tolerance for precise 
turning. Thus, future work aims to evaluate the machining 
tolerance achieved in cutting processes. In addition, further 
possible influences on the chuck accuracy (e.g. workpiece 
misalignment, centrifugal forces during turning) will be 
investigated. 
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Abstract 
 
A control waveform and frequency of an inchworm-type actuator utilizing piezoelectric elements (piezos) are described. Linear and 
rotational displacements are generated by the rapid deformation of three piezos connected in an equilateral triangle on a horizontal 
plane. The inchworm-type actuator takes advantage of friction and inertial forces. The rapid deformation of two piezos produces a 
minute displacement based on the law of inertia. The piezos are driven by rectangular waveforms, with either two piezos extending 
and contracting simultaneously or one piezo extending while the other contracting. The repeated minute displacements achieve both 
linear and rotational displacement. The deformation of the piezo and the frequency of deformation vary the velocity of the inchworm. 
The velocity is proportional to the drive frequency, and a small voltage applied to the piezo reduces the displacement. These results 
contribute to the improvement of the inchworm-type actuator.    
 

Inchworm, piezoelectric actuator, friction, inertia drive    

 

1. Introduction   

The goal of this project is to realize a long-travel stage without 
guide mechanisms. Conventional positioning components 
usually require guide mechanisms and typically have one 
degree-of-freedom (DOF). We have developed multi-DOF 
inchworm-type actuators (inchworms) using piezoelectric 
actuators (piezos) and electromagnets [1]. The inchworms are 
implemented in a compact manufacturing system that saves 
energy and materials. In contrast, rapid deformations of piezos 
are used in precise positioning [2]. The rapid deformation of the 
piezos can achieve step movements of several nanometers. In 
this paper, the inchworm’s piezos are controlled by rectangle 
waveforms. Although nanopositioning stages are realized by  
sinusoidal waveform inputs and control circuit [3], the 
rectangular waveform is easily prepared by a microprocessor. 

2. Inchworm      

Figure 1(a) shows a photograph of an inchworm. An 
equilateral triangle is formed by three multi-layered piezos 
(AE0505D18F, TOKIN) inserted into holders. Three weights are 
attached to the apexes of the triangle, with each weight having 
a mass of 0.12 kg. Figure 1(b) illustrates the fundamental 
displacements of Weight A. When two piezos rapidly extend, 
Weight A moves perpendicular to Piezo a. When one piezo 
extends and the other contracts, Weight A moves parallel to 
Piezo a. 

(a) (b)  
Figure 1. (a) Photograph and (b) illustration of inchworm-type actuator.  

The motion principle of linear displacement is shown in Figure 
2(a).  Weight A moves according to the rapid extension of Piezo 
b and Piezo c, while the equivalent mass of Weight b and Weight 
c inside the broken rectangle is approximately twice of that of 
Weight A. The moving direction of Weight A is perpendicular to 
Piezo a. Subsequently, in sequence A(ii), Piezo c contracts and 
Piezo a extends simultaneously, causing Weight B to move in 
parallel with Piezo b. Next, Piezo b and Piezo a contract, resulting 
in Weight C moving perpendicular to Piezo c. This sequence tilts 
the angle of the inchworm. To counteract this, sequence B, 
where the contraction of the piezo is reversed, is introduced. 
Piezo b contracts first while Piezo a extends, and then Piezo c 
contracts wile Piezo a contracts. By repeating the two sequences 
of three intervals, the inchworm moves in Y-direction.  

Figure 2(b) shows the motion principle of rotational 
displacement in counterclockwise (CCW) direction. One piezo 
extends and the other piezo contracts simultaneously. During 
the contraction of Piezo c and extension of Piezo a, Weight B 
moves parallel to Piezo b. As Piezo a contracts and Piezo b 
extends, Weight C moves parallel to Piezo c. Finally, when Piezo 
b contracts and Piezo c extends, Weight A moves in parallel with 
Piezo a. By repeating these three intervals, the inchworm moves 
in the CCW direction.  

(a)   

(b)                             
Figure 2. Motion principle of inchworm for (a) linear displacement in Y-
direction, and (b) rotational displacement in CCW direction.  
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Figure 3(a) shows the waveforms for linear motion. In Squence 
A(ii), Piezo c contracts and Pieozo a extends. Then in A(iii), Piezo 
a and Piezo b contract. In Sequence B(ii), Piezo b contracts first, 
and then Piezo c contracts in B(iii). Repeating these two 
sequences makes the inchworm actuator move in the linear 
displacement. Figure 3(b) shows the waveforms for rotational 
displacement. One piezo contracts and other pipezo extends, 
simultaneously. The control waveforms of the rotational 
displacement consist of three intervals.  

(a) (b)  
Figure 3. Control waveforms for (a) linear displacement in Y-direction, 
and (b) rotational displacemt in CCW direction.  

3. Experiment      

Control signals are generated by a microprocessor, and 
applied to the piezos through an amplifier. The control 
waveform is on/off signal with 150 V. The control frequency is 
from 1 Hz to 100 Hz. Voltages of 100 V and 50 V are used to 
realize small displacements. The position of the inchworm in Y-
direction is defined by the position of Weight A. The rotational 
displacement of the inchworm is defined by X-displacement of 
weight A divied by the radius of the inchworm, 88 mm. 
Displacement is measured with a laser displacement meter 
(Keyence, LK-G5000 series). The inchworm repeats a constant 
displacement, and therefore an open-loop control is used. 

4. Results and discussion      

Figure 4(a) shows the linear displacements at 1 Hz. One step 

displacement is approximately 15 m which agrees with the 
rapid deformation of the piezos. However, a drawback of 

approximately 11 m is observed, resulting in a total 

displacement is 4 m. Figure 4(b) shows the displacement at 90 

Hz. The displacement for two cycles is 14 m. These results 
indicate the drawback caused by the inertia of the inchworm 
changes the displacement per cycle. Since the inset of Figure 
4(b) does not display any rectangular waveforms, the maximum 
frequency based on this principle would be a few hundred Hz. 

(a) (b)  
Figure 4. Linear displacement at (a) 1 Hz and (b) 90 Hz.  
 

The displacement per cycle and the velocity are summarized 
in Figure 5. In principle, the displacement per cycle is constant. 
However, it slightly changes as the frequency varies. Under our 
experimental conditions, the vibration amplitude of the 
inchworm fluctuates, and this variation in  vibration causes 
fluctuations in the one-cycle displacement. The velocity of the 
inchworm is mostly proportional to the drive frequency.  

  
Figure 5. Displacement and velocity of inchworm.  

 

The voltage of the rectangle waveform influences the step 
displacement. Figure 6 shows the results obtained by three 
different voltages; 150 V, 100 V, and 50 V. A lower voltage results 
in a reduced displacement.  

 
Figure 6. Displacement with 150 V, 100 V, and 50 V.    
 

Figure 7 shows the rotational displacements at 1 Hz and 90 Hz. 
The rectangle waveforms applied to the piezos can achieve the 
rotational displacement of the inchworm actuator. Due to the 
law of inertia, a drawback occurs; however, the drawback is 
smaller than the displacement in the designed direction. 

(a) (b)  
Figure 7. Rotational displacement at (a) 1 Hz and (b) 90 Hz.    
 

5. Conclusion      

This paper described the control waveforms of the inchworm. 
The rectangle waveforms were used to move the inchworm in 
the linear and rotational directions. The step displacement was 
mostly constant, and the velocity was proportional to the drive 
frequency. The use of a small voltage realized small 
displacements. The results are effective for driving the 
inchworm, as on/off control makes it easy to apply voltage to 
piezos. In future, weights which generate electromagnetic or 
electrostatic forces synchronizing with the piezo deformation 
are used to reduce the drawback motion 

 

Acknowledgement    
This work work was supported by JSPS KAKENHI, 21K03972. 
 

References   
 

[1] Kato H, Hayakawa K, Torii A, Ueda A 2000 Electrical Engineering in 
Japan 131(4) 44-51, 2000 

[2] Higuchi T, et al., IEEE Proceedings on Microelectromechanical 
Systems, 1990, pp. 222-226, doi: 10.1109/MEMSYS.1990.110280. 

[3] Merry R.J.E, et al., IEEE/ASME Trans. Mechatronics 14(1) 21-
31,2008,  doi: 10.1109/TMECH.2008.2006756. 

498



 

          
 

 

 

euspen’s 24th International Conference & 
Exhibition, Dublin, IE, June 2024 

www.euspen.eu  

Relationship between thermally induced shaft displacement and temperature 
measured on an outer surface of motorized spindle for developing thermal 
displacement feedback control system 
 
Yohichi Nakao1, Ryota Ishida1, Shumon Wakiyta1, and Jumpei Kusuyama1  
  
1Kanagawa University 
 
nakao@kanagawa-u.ac.jp  

  
Abstract 
 
A main objective of this study is to minimize machining error due to thermal deformation of motorized spindle. In the spindle 
considered in this study, water cooling structures are designed. In our previous study [1], a feedback temperature control system 
was developed and tested for temperature control of the spindle. A main feature of the feedback temperature control system is to 
mix water flows that are different temperatures from different water supply sources. The supplied water temperature can be 
arbitrary controlled by controlling the mixing flow rates in real time using flow control valves. Based on the control system, the 
temperature control of spindle body was made by designing appropriate feedback control system. An effectiveness of the control 
system was verified experimentally. In the previous study, the temperature of the spindle outer surface was successfully maintained 
even internal thermal generation of the spindle was changed. In this present study, the relation between resultant thermally induced 
displacement of the spindle shaft and outer surface body temperature is compared. A final goal of this study is to develop a feedback 
control system of thermal shaft displacement in order to achieve zero thermal displacement of spindle shaft without direct thermal 
displacement as well as temperature measurements of spindle shaft during cutting operations. 
 

Spindle, Temperature control, Thermally induced displacement, and Cooling  

 

1. Introduction 

Minimization and control of thermal deformation of machine 
tools is a very important issue to improve machining accuracy. 
In particular, the machine tool spindle directly affects the 
relative displacement error between workpiece and cutting tool. 
Therefore, it is significantly important to suppress thermally 
induced displacement of the machine tool spindle. In particular, 
the thermally induced axial displacement of the spindle system 
has to be minimized. There are research reports and 
developments on the thermal deformation suppression, such as 
efforts through sophisticated structural design of machine tool. 
The use of materials with a low expansion coefficient is one of 
the examples. As alternative approaches, compensation 
technique of thermal deformation using machine tool control 
system can be implemented. 

Another countermeasure is also being taken to suppress 
temperature changes through effective cooling system. In many 
cases of commercialized machine tool, constant temperature of 
cooling fluid at a constant flowrate is supplied into the heat-
generating parts of the machine tool. In this case, temperature 
changes due to heat generation changes in the heat sources 
such as machine tool spindle are inevitable. Therefore, a 
temperature control method that can effectively minimize the 
temperature changes in response to heat generation changes is 
desired. 
 The authors have developed a temperature feedback 

control system for machine tool components and structures 
including spindles. In our previous study [1], it was however 
shown that the spindle end-shaft displacement cannot be 
sufficiently suppressed when the casing temperature of a 

spindle was kept constant using the developed temperature 
control system.  

Therefore, alternative temperature measurement way is 
considered in order to control thermally induced shaft end 
displacement in this study. Then, we focused on the cooling 
water temperature supplied to the spindle as an alternative 
parameter for feedback. The relationship between the cooling 
water temperatures and shaft end displacement are presented 
to show strong correlation between them.  
 

 

Figure 1.  Developed temperature control system 
 

2.      Developed feedback control system      

The temperature control principle of the developed feedback 
control system is based on the flowrate controls of cooling 
waters from two supply sources [1]. Temperature of the cooling 
waters with different temperatures are supplied from the 
sources. In Fig. 1, a basic structure of the developed control 
system is presented. In the control system, the tank 1 provides 
higher temperature fluid. Normally the water temperature in 
the tank 1 is the room temperature. Contrary, the tank 2 
provides lower temperature fluid cooled by a commercialized 
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chiller. Flowrate control valves that are independently 
controlled are used to control the flowrates from the tank 1 and 
tank 2. The flow ratio of the higher and lower temperature fluids 
is controlled in real time such that temperature control objective 
is achieved. In the previous our study, temperature of a surface 
of the spindle near spindle shaft was measured and fedback. 

3. Experiments      

3.1. Tested spindle 
A spindle depicted in Fig. 2 was used to the experiments. 

Figure 2 shows a structure of the spindle. Rated power of the 
built-in motor is 1.1 kW. Rated rotational speed is 30050 min-1. 
In the experiments, temperatures of cooling water at the inlet 
and outlet ports of the spindle were measured. Thermally 
induced axial displacement of the spindle shaft was measured a 
laser displacement sensor that was fixed at a jig made by the 
super invar so that thermally induced displacement of the jig can 
be avoided. The jig was fixed on an end surface of the spindle 
[2]. 

 

Figure 2. Structure of motorized spindle 
 

3.2. Results and considerations      
The performance of temperature control of spindle by the 

control system developed in previous studies was verified 
through experiments. In the experiments, a temperature sensor 
was attached to an outer surface of the spindle casing near 
spindle end shaft and the temperature was controlled to keep 
the surface temperature constant, regardless of the inner heat 
generation. The control results are shown in Fig. 3. In the 
experiment, the spindle temperature was varied by varying the 
spindle rotational speeds from 10000 min-1 to 5000 min-1. In this 
case, if cooling water is controlled to be constant by a 
conventional cooling system, the spindle temperature is 
changed by about -1.7°C according to the change in heat 
generated by the spindle. In contrast, it can be confirmed that 
the developed temperature control system sufficiently 
suppresses the spindle surface temperature change though 
small transient change in temperature is observed. 

Thermally induced axial displacement of an end surface of 
spindle shaft during temperature feedback control presented in 
Fig. 3 was evaluated as well. The experimental results indicate 
that if comparing the result of the conventional commercialized 
chiller, the shaft end displacement is slightly suppressed by the 
developed feedback control system, though, the effect to 
reduce thermal induced displacement is not sufficient.  

A reason why the control effect is not sufficient is considered 
that temperature of the outer suface of casing and one of the 
shaft end is different. In fact, in our preliminary experiment, the 
temperature of the end surface of the shaft is higher about 5°C 
than that of the casing surface.  

Based on the results, it is indicated that control of the spindle 
casing surface is not sufficient to suppress thermally induced 
axial displacement. In order to control the thermally induced 

displacement of the spindle shaft, measurement of the 
displacement or temperature of the shaft is desirable. However, 
a measurement and feedback of the displacement and/or 
temperature of the rotating spindle shaft itself is not adequate 
from a viewpoint under actual machining environments. 

 

Figure 3. Thermally induced displacements 
 

From above consideration, we focused on the cooling water 
temperatures measured at a supply port and a drain port of 
spindle, respectively. Specifically, the relationship between the 
temperature difference between drain water and supply water 
and shaft end displacement was investigated. Figure 4 indicates 
the experimental result.  

From Figure 4, it is considered that the shaft end displacement 
can be predicted from the temperature difference between the 
cooling water supplied to and discharged from the spindle. This 
is because the temperature of the cooling water rises due to the 
amount of heat generated inside the spindle, which affects the 
shaft end thermally induced displacement. 

Figure 4. Relationship between difference of cooling water 
temperature and thermally induced displacement of end shaft 

 

4. Conclusion      

In this study, an appropriate feedback signal for the feedback 
temperature control system developed in our previous study 
was considered. From the experimental investigations in this 
study, it was clarified that the cooling water temperatures can 
be used as the feedback signal. This research was supported in 
part by a Grant-in-Aid for Scientific Research from the Japan 
Society for the Promotion of Science and The Die and Mould 
Technology Promotion Foundation.  
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Abstract 
 
This paper describes levitation estimation for a levitation actuator that can be used in non-contact mechatronic systems. The levita-
tion height is estimated using electrical characteristics. The levitating actuator consists of a vertically vibrating stacked piezoelectric 
actuator (piezo), a weight and a disc plate. The piezo is sandwiched between the weight and the disc plate. The levitating actuator is 
levitated by applying the appropriate voltage and frequency to the piezo. A squeeze air film is generated below the disc plate. The 
positive pressure of the squeeze air film under the disc plate supports the levitation actuator. At the beginning of levitation, the piezo 
vibration causes the weight to start vibrating and the actuator begins to levitate. Afterwards the piezo continues to vibrate and the 
levitation actuator continues to levitate. As the integration of levitation height sensors into the non-contact mechatronic systems is 
difficult in practice, levitation estimation technology plays an important role. The instantaneous levitation height and electrical signals 
are measured simultaneously. The power, phase difference and admittance are determined based on the voltage and current sup-
plied to the levitation actuator, and the levitation height is estimated. The results of the experiments reveal the following. (i) The 
higher the applied voltage is, the higher the levitation height and the wider the levitation frequency band is. (ii) The levitation height 
of the levitation actuator can be estimated by power and admittance. (iii) The maximum levitation height is revealed to be correlated 
with the phase difference of the levitation actuator. 
 

Levitation actuator, estimation levitation height, piezoelectric actuator, electrical characteristics      

1. Introduction  

The demand for miniaturization of industrial robots is increas-
ing. This is because products are becoming miniaturized at man-
ufacturing sites with space constraints and small lot production 
of many products. The use of piezoelectric elements (piezos) in 
precision mobile robots enables miniaturization and micro dis-
placement. We are developing inchworm robots using piezo and 
electromagnets to enable precise movement [1]. However, the 
inchworm robot is affected by friction while moving. Therefore, 
we propose a moving actuator with levitation in order to reduce 
the effects of friction [2]. The levitation actuator levitates by 
generating a film of air. A non-contact platform using near-field 
acoustic levitation has been proposed[3]. However, there has 
been no estimation of the levitation height for levitation systems 
using vibration. 

The purpose of this paper is to clarify the relationship between 
the levitation height and electrical characteristics of the levita-
tion actuator. We propose a sensorless method for estimating 
the levitation height. 

2. Levitation actuator 

Figure 1 shows the levitation actuator. It consists of a weight, 
piezo, and plate. Each component is fixed by cyanoacrylate ad-
hesive. The mass of the weight is 36.9 g. The thickness of plate 
is 3 mm, and its weight is 5.6 g. The diameter of plate is 30 mm. 
The total length of the levitation actuator is 38 mm and the 
weight is 47.6 g. 

The piezo used in the levitation actuator is AE0505D16DF 
(TOKIN), which exhibits a deformation of 11.6 μm when 100 VDC 

is applied. When a sinusoidal voltage is applied to the piezo, it 
generates the amplitude in vertical vibration. In conjunction 
with the vibration of the piezo, the plate also vibrates. As the 
plate vibrates, positive pressure is generated between the plate 
and the floor surface. The squeeze film effect which generates a 
film of air causes the plate to levitate. The levitation actuator 
continues to levitate by continuously applying the appropriate 
voltage and frequency. The levitation height is measured at the 
top of the plate by a displacement sensor (Keyence LK-H053). 
The levitation height is the vertical displacement of the plate, 
and is defined from the average value for one second (1 s). This 
is because the plate vibrates at the frequency applied to the pi-
ezo and the instantaneous value of the levitation height oscil-
lates. Vibration amplitude is defined as shown in Figure 1 (b). 
Time domain signals are collected using an oscilloscope and re-
corder. 

Figure 1. (a) Levitation actuator.          (b) Definition of levitation height 

3. Experiment and results  

A sinusoidal voltage is applied to the levitation mechanism 
from a bipolar power supply. The amplitude of the input voltage 
is varied from 4 V to 10 V with a 2 V interval, and the frequency 
is scanned from 10 kHz to 16 kHz with a 0.1 kHz interval. Electric 
properties, such as voltage, current, power, admittance, and 
phase difference between the voltage and current, are meas-
ured by a power meter (Hioki, PW3335). 
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3.1. Levitation height  

Figure 2 shows the levitation height. The maximum levitation 
height is 33.8 μm at 12.7 kHz when 10 Vpp was applied. As the 
voltage applied to the levitation actuator increases, the levita-
tion height also increases. This phenomenon indicates that the 
frequency band in which the levitation is obtained is widening.  

Figure 2. Levitation height 

3.2. Power 

Figure 3 shows the electric power. The maximum power is 
2.6 W at 12.5 kHz when 10 Vpp is applied. It shows that the 
change in power generally corresponds to the change in the lev-
itation height in Fig. 2. As the applied voltage increases, the fre-
quency showing the maximum value of both the levitation 
height and power decreases. 

Figure 3. Power 

3.3. Admittance and Phase difference 

Figure 4(a) shows the admittance, which is calculated by di-
viding by the instantaneous current by the instantaneous volt-
age. The frequencies of the maximum power and the maximum 
admittance almost agree.  

Figure 4(b) shows the phase difference. The frequency where 
the phase difference equals zero and the frequency where the 
maximum levitation height agree.  As the same with the power 
in Fig.3 and the admittance in Fig.4(a) and the phase difference 
in Fig.4(b), the curves also shift to lower frequency side as the 
applied voltage increases. This phenomenon shows that the lev-
itation height at the resonant frequency is higher than that at 
the anti-resonant frequency. 

Figure 4. (a)Admittance  (b)Phase difference 

 

4. Levitation estimation 

Figure 5 and Figure 6 show the levitaiton height estimation 
equations. In Fig. 5, the levitation height (y) is estimated by 
power consumed (x) and the voltage applied. In Fig. 6, the 
levitation height (y) is estimated by the admittance (x) and the 
voltage. The estimating equations are obtained from the data 

shown in Fig. 2 where the levitation height from 3 m to the 
maximum and the corresponding data in Fig. 3 and Fig. 4. The 
difference between the estimation line and measured plots 
indicates estimation error. 

Figure 5. Power versus levitation height 

Figure 6. Admittance versus levitation height 
 

Figure 7 shows the relationship between phase difference and 
levitation height. The data shown in Fig. 2 and Fig. 4(b) are sum-
marized. As the phase difference approachs zero, the levitation 
height increases. Since the phase difference and power are 
related through a trigonometric function, the relationship 
between the phase and the levitation will be studied in detail in 
future.  
Figure 7. Phase difference versus levitation height 

 

5. Conclusions  
   

In this paper, we described a levitation height estimation us-
ing the characteristics of the levitation actuator to achieve sen-
sorless operation. By measuring the levitation height, power, ad-
mittance of the actuator, and phase difference, we showed the 
possibility of the sensorless levitation height estimation and lev-
itation height control. This work was supported by JSPS KAKENHI 
Grant 21K03972. 
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Abstract 
 
In recent years, the semiconductor industry has witnessed a significant transformation in the semiconductor exposure process, with 
the adoption of EUV (Extreme Ultraviolet) light sources. This paradigm shift necessitates the use of EUV light sources in mask 
inspection equipment for exposure, demanding impeccable performance in defect imaging. To achieve these requirements, the stage 
components within such equipment must exhibit the capability to align the optical system and mask in parallel while precisely 
operating within nanometer-level tracking errors. Furthermore, these stages must function effectively in a vacuum environment. 
Among the various technologies available, ultra-precision stages employing piezoelectric elements is most suitable. 
This research is focused on enhancing the dynamic tracking performance of the developed XY scanning stage for defect imaging. To 
achieve this objective, we designed a parallel compliant mechanism that effectively decouples motion along the x- and y-axes and 
minimizes the coupling crosstalk between these two axes. This design incorporates mechanical symmetry, resulting in nearly identical 
dynamics for both axes. Piezoelectric stack actuators are strategically integrated into both axes, facilitating a maximum displacement 
of 14.9 μm. 
To realize superior tracking performance, we implemented Proportional-Integral (PI) control and iterative learning control techniques. 
By adapting these control strategies, we achieved an impressive tracking performance of ±5 nm (3σ) at a scan speed of 400 μm/s 
 

Nano-positioning stage, Iterative learning control, Ultra precision, Tracking performance 

 

1. Introduction 

A nano-positioning stage represents a pivotal technological 
advancement widely employed across diverse fields including 
inspection equipment, optical systems, and atomic force 
microscopy (AFM) [1-3]. In a previous study [4], we proposed an 
ultra-precision XY stage for use in defect review imaging system. 
Utilizing a decoupled parallel compliant mechanism, the stage 
achieves similar dynamics in both x- and y-axes while minimizing 
coupling crosstalk. The implementation of a proportional double 
integral (PII) feedback control algorithm enables a tracking error 
performance of ±3 nm in the 20 μm/s constant velocity region, 
though significant error peaks persist during acceleration and 
deceleration. However, in order to fulfill the requirements for 
integration with the equipment, ±5 nm tracking performance at 
400 μm/s was necessary. To address this issue, iterative learning 
control (ILC) is applied in this study to enhance dynamic tracking 
performance across the entire motion profile. 

2. Design and fabrication of stage      

Figure 1 illustrates the ultra-precision XY nano-positioning 
system utilized in this study [4]. A parallel compliant mechanism 
is designed to decouple motion along the x- and y-axes and 
minimize coupling crosstalk. The system employs piezoelectric 
stack actuators in both axes, providing a maximum displacement 
of 14.9 μm, with resulting displacements measured using 
capacitive sensors. Constructed from AL6065, the XY stage 
supports a 1.8kg payload, exhibiting a first resonant frequency 
of 297 Hz in the yaw direction and a translational mode 
frequency of 1012 Hz. The frequency response of the X-axis is 
experimentally measured and illustrated in Figure 2 (a). The XY 
stage measures 200×200×20 mm and is mounted atop a ZTilt 

stage, although the details of the latter are not elaborated upon 
as it remains fixed during XY plane scan motions. 

 
Figure 1. Fabricated nano positioning stage 

3. Feedback controller design      

 
Figure 2. Frequency response measurement in X-axis(a) and Closed-

loop bode plot with PI controller(b) 

 
As shown in Figure 2(a) utilizing experimentally obtained 

Frequency Response Function (FRF) data, a Proportional-Integral 
(PI) controller is formulated through loop-shaping techniques. 
Preceding the PID controller design, a notch filter at 297 Hz is 
implemented to counteract yaw-direction resonance, followed 
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by the application of a 200 Hz low-pass filter to diminish sensor 
noise interference. The PI controller is meticulously tailored to 
meet specific design criteria, ensuring a phase margin of ≥ 60˚, 
gain margin of ≥ 5 dB, and bandwidth of ≥ 50 Hz. Through loop-
shaping, the PI controller gains are determined as Kp=6.242 and 
Ki=3804. The attained performance metrics encompass a phase 
margin of 60˚ at 50 Hz, a gain margin of 5.89 dB at 135 Hz, and 
noise attenuation of -42.5 dB at 1 kHz. The closed-loop bode plot 
of the implemented PI controller is depicted in Figure 2(b). 

4. Stage motion profile  

The proposed XY stage outlined in this study is intended for 
integration into a defect review imaging system, facilitating 
defect detection across a comprehensive area by traversing a 
maximum 10x10 μm square region through raster scanning. 
Given the symmetrical design of the X and Y axes, scanning along 
either axis is viable. In this investigation, scanning primarily 
occurs along the X-axis, with step-wise movement along the Y-
axis. Figure 3(a) illustrates the plane motion, while Figure 3(b) 
depicts the motion profiles for both axes over one scanning 
cycle. The motion profile along the X-axis is characterized by an 
acceleration-limited S-curve. During constant velocity motion of 
the X-axis, the Y-axis remains stationary. Subsequently, during 
acceleration or deceleration phases of the X-axis, Y-axis step 
motion is initiated, synchronized with the acceleration phase of 
the acceleration-limited S-curve. The duration of the 
acceleration and deceleration phases for X-axis scan motion are 
set at 5ms.  

 
Figure 3. X, Y raster scan and motion profile for single scan period 

5. Iterative learning controller design      

In this paper, we introduce iterative learning control (ILC) as a 
method to enhance dynamic tracking performance across the 
entire motion profile, aiming to achieve tracking precision of ±5 
nm or less throughout the scanning process and consequently 
reduce tac time. Derived from the concept that performance in 
subsequent tasks can be improved by leveraging outcomes from 
previous tasks, ILC focuses on attaining better transient tracking 
performance. The ILC control utilizes the preceding round-trip 
scan as the foundation for a single cycle, retaining the tracking 
errors encountered in both the X and Y axes from the previous 
scan in memory. These errors are then iteratively updated to 
construct a control diagram, as illustrated in Figure 4 [5,6]. The 
ILC input for each iteration is computed based on the error from 
the previous iteration stored in memory and is adjusted by 
modifying the loop gain L and Q filter. This resulting ILC input is 
then added before the PI controller, following an 'input injection 
method'[6]. Additionally, alongside the designed PI controller, 
ILC logic is implemented in parallel.  

 
Figure 4. Control block diagram (PI  + ILC) 

6. Experimental Verification  

An experiment is conducted to evaluate the tracking 
performance of the designed PI controller. A motion profile is 
generated with an 400 μm/s constant maximum speed and a 10 
μm constant velocity region in the X-axis, along with an 80 nm 
grid for the Y-axis. The tracking error for this scenario is depicted 
in Figure 5. With an acceleration time set to 5 ms, the 
experimental results reveal notable findings. Along the step axis 
(Y), the controller demonstrates some degree of tracking during 
the constant speed segment but exhibits an offset error, 
alongside significant tracking errors in the acceleration and 
deceleration phases. Conversely, on the scan axis (X), the 
controller showcases substantial tracking errors throughout, 
including during the constant speed segment, rendering the 
attainment of a target tracking error unfeasible solely with the 
PI controller. 

 
Figure 5. Tracking error with only PI controller 

 

Subsequent tracking experiments are conducted using the 
same motion profile as in the case of the PI controller alone, with 
results shown in Figure 6. Through the application of ILC, 
tracking errors of ±5 nm or less are achieved across the entire 
scanning area, significantly reducing 3-sigma errors to 4 nm for 
the X-axis and 3 nm for the Y-axis. 

 
Figure 6. Tracking error with ILC + PI controller 

7. Conclusion 

It was confirmed that as the iterations progress through 
iterative learning control (ILC) when the same motion is 
repeated, the motion tracking performance can be improved.  

It was observed that solely applying PI control resulted in a 
tracking error of ±250 nm during the constant speed section. 
However, when PI control was combined with ILC, the tracking 
error reduced significantly to ±5 nm under identical conditions. 
In the future, it is intended to theoretically and experimentally 
validate the performance based on various applied ILC methods. 
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Abstract 
 
The authors are developing a compact equilateral triangle-shaped mobile robot using piezoelectric elements and electromagnets. 
The robot consists of an equilateral triangle with electromagnets at the apexes and piezoelectric elements at the sides. The robot 
operates by controlling the timing of the attraction and release of the electromagnets and extension and contraction of the 
piezoelectric elements. The robot moves in three directions (x, y, and θ). We used a desktop measurement system to measure the 
robot's rotation angle and provided feedback to the robot to follow a reference route. Previously, the rotation angle was measured 
by means of displacement measurements of electromagnets with three laser displacement sensors. In this paper, we propose a 
method to measure the rotation angle by measuring the surface potential of an insulator plate with a DC power supply connected to 
its sides. By measuring the potential difference at the vertices of an equilateral triangular robot, the rotation angle is determined by 
geometrical analysis. This method, which is unlike the laser encoder method, does not require communication with external devices 
since the sensor is mounted on the robot. Therefore, this method can contribute to an autonomous movement of the robot. By 
measuring the potential difference at the vertices of an equilateral triangular robot, it becomes possible to measure the rotation 
angle. Therefore, it can contribute to autonomous movement of the robot. In addition, by applying a high electric field to the insulator 
plate, high sensitive rotation angle measurement can be achieved, and therefore the measurement resolution can be improved. 
 
Piezo-electric, inchworm, surface potential, measurement systems     

1. Introduction 

We have been developing inchworm actuators that can be 
applied to positioning and motion devices [1]. Many research 
groups have developed various types of inchworms [2]. The 
unique feature of the inchworm we have developed is that it 
does not have a guiding mechanism. The inchworm incorporates 
an electromagnet for clamping and a piezoelectric actuator 
(piezo) for movement. The disadvantage of the inchworm, 
however, is that it tends to follow a path that deviates from the 
target path. Reference [1] used a laser displacement meter to 
correct the angle. However, the method using a laser 
displacement meter requires communication with an external 
device, which hinders the autonomous operation of the 
actuator. Therefore, this paper proposes a method to measure 
the rotation angle of an inchworm-type moving mechanism by 
detecting the potential difference between the surface potential 
of an insulating plate with a DC power supply connected to its 
side and a needle-shaped electrode placed at each vertex of the 
inchworm. We also propose a method to perform angle 
compensation from the detection results. 

2. Inchworm      

Figure 1 shows the inchworm actuator we are developing. This 
actuator has a delta-shaped structure with three 
electromagnets at the apex of a triangle and three piezos on 
both sides of the triangle. Electromagnets are positioned 
perpendicular to the direction of piezoelectric expansion and 
contraction. The position of the actuator is defined from the 
position of the electromagnets as measured by a laser 
displacement sensor.  

 

 
 
Figure 1. Inchworm 

 
2.1. Linear motion of Inchworm    

Figure 2 shows the principle of linear motion of the actuator. 
In Fig. 2(1), electromagnets B and C are excited. In Fig. 2(2), the 
applied voltage causes piezos B and C to elongate and attract the 
magnetic floor. This excitation causes the unexcited 
electromagnet A to move in the Y direction. At Fig. 2(3), 
electromagnets A and C are excited and attracted to the 
magnetic floor, while electromagnet B remains unexcited and 
piezo c contracts, causing electromagnet B to move. In Fig. 2(4), 
electromagnets A and B are excited and attracted to the 
magnetic floor, electromagnet C remains unexcited and piezo b 
contracts. This causes electromagnet C to move. The sequence 
Fig. 2(1)~Fig. 2(4) is repeated to propel the inchworm actuator. 

 

Electro
magnet A

Electro
magnet C

Electro
magnet B

piezo b piezo c

piezo a
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Figure 2. Control signals and principle of operation for straight-line 
motion  

 
2.2. Angular motion of inchworm  

Figure 3 shows the control signal and principle of operation for 
angular motion. In Fig. 3(1), electromagnets A and B are excited 
and electromagnet C is de-energized. At this time, voltage is 
applied to piezo b, and piezo b is extended. In Fig. 3(2), 
electromagnets A and B are kept excited and electromagnet C is 
kept de-energized. Piezo a is extended. At this time, 
electromagnet C moves in the direction of the combined force 
of the contraction direction of piezo b and the extension 
direction of piezo a. In Fig. 3(3), electromagnets A and C are 
excited and electromagnet B is de-energized. At this time, 
voltage is applied to piezo a to keep it extended. In step Fig. 3(4), 
electromagnets A and C are excited and electromagnet B is de-
energized. The application of voltage to piezo a is stopped, and 
voltage is applied to piezo c. At this time, electromagnets A and 
C is in a state of extension, and electromagnet B is de-energized. 
At this time, electromagnet B moves in the direction of the 
combined force of the contraction direction of piezo a and the 
extension direction of piezo c. In Fig. 3(5), electromagnets B and 
C are excited and electromagnet A is de-energized. At this time, 
voltage is applied to piezo c to keep it extended. In Fig. 3(6), 
electromagnets B and C are excited and electromagnet A is de-
energized. The voltage application to piezo c is stopped, and 
voltage is applied to piezo b. At this time, electromagnet B is in 
a state of excitation, and piezo b is in a state of extension. At this 
time, electromagnet A moves in the direction of the combined 
force of the contraction direction of piezo c and the extension 
direction of piezo b. By repeating the operation Fig. 3(1)~Fig. 
3(6), the inchworm rotates around its center of gravity in the 
direction of the +C axis. The voltage amplified to three piezos are 
determined by VBC, which is amplified and is applied to the three 
piezos. 

3. Angle sensing by surface electric potential      

The angle sensing of the moving mechanism proposed in this 
paper uses the electric potential generated on the surface of an 
insulator with electrodes on its sides. When the electrodes are 
parallel plates, the potential is uniformly distributed because the 
electrolysis between the plates is uniform. Figure 4 shows the 
angle detection system proposed in this paper. From the 
potential distribution generated on the surface of the insulator, 
the potential difference between the electrodes is detected by 
a differential potential measurement sensor using needle-
shaped electrodes placed at each vertex of the Inchworm. The 
potential difference V at each vertex is determined by the 
electric field E applied to the insulator, the length l of one side 
of the inchworm, and the angle θpiezo between one side and 
the equipotential line. This method does not require 
communication with an external device because the angle is 
detected by a sensor mounted on the inchworm. 

V = El sin 𝜃𝑝𝑖𝑒𝑧𝑜 (1) 
 

Figure 5 shows the potential difference between each vertex 
when l is 6 mm and E is 0.1 V/mm. In this study, the angle θ 
between the direction of the electric field and the direction of 
the inchworm was set to 0°, 30°, 45°, and 60°, and the voltage 
applied to the piezo was varied to operate the inchworm.  

 

 
 

Figure 3. Control signals and principle of operation for  rotational motion 

 
Figure 4. Potential difference between vertices at each angle 
 

Table 1 shows the voltage between the vertices at each angle. 
The orientation of the inchworm varies the electric potential 
difference of the verteices of the triangle. The sum of the three 
potential differences equals zero in all four cases. The potential 
difference is determined by the electric field. In this case, the 
electric field is defined as 0.1 V/mm. The analytical error is not 
easily estimated. However, the measurement error of the 
potential difference is approximately 10 mV which corresponds 
to the measurement error.  
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Table 1 Potential difference between vertices at each angle 
 

 Electric potential difference [V] 

VAB VBC VCA 

0 ° 5.20 0.00 -5.20 

30 ° 3.00 3.00 -6.00 

45 ° 1.55 4.24 -5.80 

60 ° 0.00 5.20 -5.20 

 
High potential 

Low potential 
 
Figure 5. Potential difference between vertices at each angle 

4. Angle compensation for inchworms      

The potential difference between each vertex of the inchworm 
is amplified by an amplifier, and the voltage is given to the 
piezoelectric element of the inchworm to control piezoelectric 
elongation and correct the angle. Angle correction is performed 
by controlling the magnitude of the applied voltage to the piezos 
in the linear motion in Chapter 2. Voltage amplified by VAB is 
applied to piezos c and voltage amplified by VCA is applied to 

piezos b. If｜VAB｜<｜VCA｜, the elongation of the piezo is piezo 

c < piezo b. This causes the inchworm to deviate to the right 

toward the direction of travel. If｜VCA｜<｜VAB｜, piezoelectric 
elongation is piezoelectric b< piezoelectric c. This causes the 
inchworm to move leftward in the direction of travel. 

5. Experimental Methods and Results      

This time, the angle θ between the electric field and the 
perpendicular bisector between B and C in Fig. 2 is assumed, and 
the angle correction operation is performed by applying a 
potential difference with reference to Equation (1). The 
potential difference in Table 1 is given to the differential 
amplifier circuit, amplified by the amplifier as a signal, and 
applied to the piezo. In linear motion, the voltage amplified by 
VCA is applied to piezo b, and the voltage amplified by VAB is 
applied to piezo c. In linear motion, the voltage amplified by VCA 

is applied to piezo b, and the voltage amplified by VAB is applied 
to piezo c. The voltage applied to each piezo in rotational motion 
is the amplified voltage of VBC.  

The behavior of the inchworms with compensation is shown in 
Fig. 6. The inchworm is placed in four orientations, such as 0°, 
30°, 45°, and 60°. Figure 6 shows the case of 60°. The original 
position of the inchworm is bottom right, and the voltage 
applied to piezo c, which is in proportional to VAB, and piezo b, 
which is in proportional to VCA, is bottom left in Fig. 6. The target 
orientation of the inchworm is 0° shown at the top in Fig. 5. In 
case of Fig. 6,  the inchworm moves in the linear direction drawn 
with a dot-dash line, and its orientation changes according to 
different voltage applied to piezo c and piezo b. In case of Fig. 6, 
the voltage applied to piezo b is larger than that to piezo c and 
the inchworm rotates in the clockwise direction. 
 

 
 

Figure 6. Angle compensation operation in straight-line operation 
 
The angular displacement of the inchworm is measured by 

measuring the displacement of the Y-axis of electromagnets B 
and C. The inchworm is driven at 1 Hz. Figure 7 shows the 
angular displacement per cycle for the linear motion. Figure 8 
shows the angular displacement per cycle for the rotational 
motion. The parameters are the original rotational angle of the 
inchworm. 

Figure 7 shows the angle displacement of the inchworm from 
the original angle position. The angle displacement per one cycle 
at 60° and 45° is larger than that at 0°and 30°, due to the greater 
difference in voltage applied to piezo b and piezo c, as shown in 
Fig. 6. 

 

  
Figure 7. Angular displacement in straight-line motion  
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Figure 8 shows the angle displacement of the inchworm from 
the original angle position. The target orientation is 0°, as shown 
at the top in Fig. 5. The voltage applied to three piezos of the 
inchworm is determined by the potential difference VBC, which 
is amplified by the drive circuit. The larger the original rotational 
position is, the greater the angle displacement per cycle is. This 
corresponds to the rotational speed being relative to the 
rotational position. 

Table 2 shows the average angular displacements for the 
straight-line and rotational movements. The inchworm moves in 
the direction of θ closer to 0°. The displacement speed in the 
rotational motion of the inchworms was increased by increasing 
the voltage applied to the piezo in the rotational motion. 
 

 
 
Figure 8. Displacement angle in rotational motion  

 
Table 2 Displacement angle for each cycle 

 

 angle displacement [mrad] 

straight-line rotation 

0 ° -0.02 0.00 
30 ° -0.22 -0.61 
45 ° -0.32 -0.78 
60 ° -0.32 -0.88 

7. Conclusions      

In this paper, we proposed a method to detect the angle of 
inchworms from the surface potential of an insulating plate with 
electrodes attached to its sides, and to perform angle 
compensation by analogously controlling the voltage applied to 
the piezo. The larger the phase between the target angle and the 
inchworm, the larger the displacement angle during operation, 
and the smaller the displacement angle became as the direction 
of the inchworm approached the target angle. 
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Abstract 
 
It is known, that up to 75 % of geometrical errors are caused by thermally induced TCP (Tool-Center-Point)-deviations. To be able to 
correct these thermally induced errors a method to measure the thermal deflection of the machines structural parts was developed 
by Fraunhofer IPT. This method uses Integrated Deformation Sensors (IDS) attached to the machine structure and calculates the 
TCP-deviation based on a structural machine model. The IDS utilize a rod made out of CFRP (Carbon-Fiber-Reinforced Polymers) as a 
reference as this material has a significantly lower TEC (Thermal Expansion Coefficient) than commonly used materials in machine 
tools structural components. The developed model converts the measured structural deformations into the TCP-deviation is based 
on theories like the Euler-Bernoulli beam theory for one dimensional beams, if the structural part meets the assumptions of a rigid 
beam, or the Timoshenko beam theory if shear needs to be considered. A similar classification is made for two-dimensional theories. 
In difference to former publications where the calculated deviation is compared to the measured TCP-deviation in this paper the 
correction is sent to the machine to reach the goal of an online-correction. To reach this the calculated deflection of the total working 
area is entered in correction tables which are then transferred to the machine’s control to correct the calculated thermally induced 
error. 
 
The functionality of this method shall be demonstrated in this paper using a demonstrator machine equipped with the sensor-system. 
For the experiments shown in this paper thermal loads are applied to the machine by moving the machine axes individually while 
measuring the TCP-deviation using a tactile sensor intermittently. To be able to make statements about the effectiveness of the 
method said experiment is performed in two variants: one where the correction is disabled to see the uncorrected machine behavior 
and one where the correction is enabled to see the corrected behavior. The results show that the TCP-deviation is reduced whilst the 
correction is active.  
 
Keywords: thermal deformation; thermo-elastic behavior; machine tools; Tool Center Point; correction   

 

1. Motivation 

Thermal issues in machine tools, may their origin be internal 
or external heat sources or radiaton, lead to a thermally induced 
deformation of the machines structure which leads to deviations 
of the TCP (Tool-Center-Point) [1, 2]. The current industry 
standard is using countermeasures like air-conditioned 
production halls, warm-up processes or control measurements, 
all of which are expensive for the producing companies and not 
sustainable [3]. As an alternative to these measures the IDS 
(Integrated Deformation Sensors) were developed [4]. While 
there are multiple methods that have the goal of lowering the 
TCP-deviation like e.g. [5, 6] most compare their prediction to a 
TCP-measurement but do not correct this error on the actual 
demonstrator. 

2. Integrated Deformation Sensors 

The idea of the IDS is measuring the thermally induced 
deformation of the machines structure. The sensors can be 
retrofitted to an existing machine or initially be mounted while 
the machine is built. A model is used to calculate the 
TCP-deviation resulting from thermal changes in the machine 
structure and correct said TCP-error by sending the calculated 

information to the machine. The methology used shall be 
explained closer in the following chapters.  

 
2.1. Principle of measurement 

The Integrated Deformation Sensor consists of the 
components schematically shown in Figure 1. To measure the 
elongation respectively the shortening of the machines 
structure a rod made of CFRP (Carbon-Fiber-Reinforced 
Polymers) is used. This rod has, provided that the carbon fibers 
are arranged in a certain way and the ratio between carbon fiber 
and the matrix surrounding them are fitting, the characteristic 
that its TEC (Thermal Expansion Coefficient) is significantly lower 
than the TEC of materials commonly used in the structure of the 
structural parts of machine tools, like steel, aluminum or casting 
materials [4]. While the TEC for CFRP is close to zero or can even 
be slightly negative the TEC for steel is around 11 ⋅ 10−6 𝐾−1 
depending on which steel is chosen, the TEC for aluminum being 
even higher at 23 ⋅ 10−6 𝐾−1. [3] 
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Figure 1. Schematic principle of the IDS 

Said CFRP-rod can therefore be used as a reference for the 
measurement of the structures length-change. The CFRP-rod is, 
in the example of Figure 1, helt by a fixed bearing on the right 
hand side and a loose bearing on the left end of the rod. The 
displacement sensor itself is also connected directly to the 
machines structure as can be seen on the left hand side of Figure 

1. As the displacement that is measured, shown by the arrow in 
Figure 1, is a superposition of the thermally induced length 
change and the mechanically induced length change of the 
structure the measured values need to be filtered. This is in the 
first place done by a low-pass filter to eliminate elastic length 
changes that can for example be induced by fast movements of 
axes or the jerk that can occur e.g. in the moment when a tool is 
exchanged for another.  

 
2.2 Demonstrator and modeling of the machines deformation 

To show the potential of the sensors a demonstrator machine, 
shown in Figure 2, was equipped with twelve sensors visualized 
by the dashed lines.  

 
Figure 2. Demonstrator with position of sensors and ball 

Five structural parts of the demonstator, a 3-axis machine tool, 
are fitted with IDS. These include the machine bed, the left and 
the right column, the portal beam as well as the headstock. The 
placement of the IDS can be determined either by expert 
knowledge or with the help of simulations. In these the expected 
thermal deformations can be estimated by simulating the 
machines structure together with the sources of thermal energy 
generated by friction, motors or for example chips that sum up 
in the process of milling.  

To calculate the TCP-deviation from the measured thermal 
deformation values a model of the machine based on 
mechanical theories is built. This theory can e.g. be for 
one-dimensional elements the Euler-Bernoulli beam theory 

which is used to model beam shaped structural parts where a 
neglectable amount of shear is expected or the Timoshenko 
beam theory if the second of these assumptions is not met. In 
the case of for example the machines bed these dimensional 
assumptions can not be met, therefore two-dimensional 
theories are introduced. Similarly to the beam theories the 
Love-Kirchhoff plate theory is used when there is not a 
significant amount of shear expected and one dimension of the 
structure is significantly smaller than the other two. If otherwise 
there is shear expected the Reissner-Mindlin plate theory is 
used. These separations are made depending on the shape of all 
the relevant structural parts of the machine. Whether there is 
shear to be expected or not is also a part of the simulations done 
prior. In case of this demonstrator for example the headstock is 
modelled as an beam because the length in z-direction, 
according to Figure 2, is significantly larger than the other two 
spatial directions. The reason this is modelled as an Euler-
Bernoulli beam, not a Timoshenko beam, is that from prior 
simulations where expected heat sources and therefore 
deformations are simulated there is not a significant amount of 
shear expected.  

This model brings the advantage that no time-intensive data 
training is needed like in e.g. [7, 8] or also shown in [9, 10]. 
Instead the model discussed in this paper is based on physical 
theories used in common mechanics. The deviation of the TCP in 
the whole working area is then calculated in the form of 
compensation tables which are iteratively sent to the machine’s 
control which then corrects the TCP by the values in said table. 
However the point of time for the update of the table is critical 
as explained in the following section.  
 

2.3 Point of time for the correction  
To explain the importance of the point of time in which the 

correction is updated a simplified example is shown in Figure 3.  

 
Figure 3. Problem description for the point of time of the correction 

In this figure the machining goal would be to machine a planar 
surface like indicated with the dotted line. However due to 
thermal influences during the period of thermal change the TCP 
is deflected in positive z-direction while the tool is progressing 
in positive x-direction. Therefore the machined surface is 
deviating from the desired form. If the correction table is 
updated and the NC (Numerical Control) instantly implements 
the correction values at the marked place the tool will move in 
negative z-direction back to the height of the dotted line, 
creating an undesired edge in the surface of the machined part. 
It is therefore not only important to model the deviation of the 
TCP as closely to reality as possible but also to find the right point 
in time for the update of the correction values.  

3. Options for the timing of updating the correction 

In this section the possible methods to update the correction 
table shall be discussed in increasing order of implementation 
effort and complexity.  
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The easiest way to implement the iterative update of the 
correction would be updating it after having passed a certain 
period of time. Although this brings the risk of manufacturing 
edges into the workpiece as the the simplification in Figure 3 
shows. One way to avoid that would be to interpolate between 
the old correction values and the updated ones to reach a 
smoother transition. 

Another possibility is to update the table when the tool is not 
engaged. However, this does not solve the problem shown in 
Figure 3 for every case. If for example the tool finished one line 
of the surface and goes on to the next one there would still be a 
height difference in this simple example. However, this method, 
as well as the following ones, would need more information than 
only the IDS measurement either from the machines NC or from 
an additional sensor system.  

Once this communication is established it is also thinkable to 
update the correction when the machine is changing the tool. 
This would also solve the problem described above. A similar 
approach would be to schedule the updating according to work 
stages like between roughing and finishing. Beneficial for this 
method is that the roughing usually brings more heat into 
motors and workpiece as the forces for this step are higher, 
which would lead to a higher thermal change of the machine.  

The technologically most advanced procedure would be 
implementing lines into the NC-code so that the update of the 
correction would happen only at advantageous points in time. 
However this would mean, that while creating said code 
knowledge of the expected deformation and the correction 
method would be needed, in contrary to the first method which 
would be easily automatable completly. This could be feased by 
an expert who has accumulated knowledge of machine and 
similar workpieces or for example by implementing an 
automated method like training an AI-system which aims to 
predict the optimal moment of time respectively line of NC-code 
for the update of the table.  

 
Regardless of the point in time when the correction is updated 

another objective needs to be considered. Usually machine tools 
already utilize compensation tables, e.g. for slack correction. In 
this case the machine is calibrated geometrically and based on 
that measurement a compensation table is calculated which is 
either constant or updated over long time periods. As there are 
now multiple compensation tables, it needs to be considered if 
switching all of these on together, meaning effectively adding 
them up to the single vector by which the TCP is corrected is the 
most beneficial possibility or if there are other compensation 
methods that need to be disabled when using the IDS-based 
compensation method.  

4. Results  

To show the functionality of the model experiments under 
comparable conditions were executed. The demonstrator was 
switched on but left in idle for the night before the experiments 
began. Then a warm-up cycle of roughly four hours was 
performed by continuously moving the x-axis back and forth at 
top speed to change the thermal state of the machine. The 
length of the warm-up cycle was set by the number of 
repetitions of the motions which is why it does not equal four 
hours exactly but slightly shorter. This warm-up phase was 
followed by a cool-down phase of 5 hours. As the x-axis was 
moved it can be expected that especially in y-direction a high 
change rate of the TCP-deviation will be measured as there is 
considerable friction from the linear guides and heat coming 
from the motors going into the portal beam carrying the x-sledge 
and headstock, leading to a bending motion around the z-axis of 
the machine. Iteratively every 15 minutes the TCP-deviation was 

measured tactily over the whole duration of the experiment at 
four balls mounted to the table, while for reasons of clarity only 
one ball is shown in this paper, as depicted in Figure 2. The 
sensor used for this measurement is the Heidenhain TS 649. Due 
to this procedure the point of time of the update of the 
correction as discussed in Section 2.3 is not as timecritical as 
when manufacturing a workpiece. Still for the industrialization 
of the method the point in time for the update is critical. 
Therefore the update was done every two minutes which 
corresponds to the simplest method of updating as described in 
Section 2.3. In this experiment only one defined position in the 
working area and only the TCP-displacement of this specific 
point is considered, relative to the beginning of the experiment. 
Therfore it is not relevant which compensation tables are in use 
or deactivated.  

 
To determine the quality of the correction the experiment was 

performed with the correction deactivated during one execution 
of the experiment, as a reference measurement, and with the 
correction activated in three repititions. There were comparable 
temperature conditions in the shopfloor on all versions of the 
experiment considered. The following figures show the 
TCP-displacement in x-, y- and z-direction for the uncorrected 
case, which corresponds to the reference measurement, and the 
TCP-displacement for the version of each experiment where the 
correction was activated over the duration of each 
measurement.  

 
Figure 4. Result of the first experiment conducted 

Figure 4 as well as the following show the measured 
TCP-displacement over the time of the experiments executed 
while the reference experiment is compared to each one of the 
three experiments where the correction method was acticated. 

The maximum values of the uncorrected case to the 
x-direction are -37 µm, in y-direction 58 µm and in z-direction 
24 µm. With the correction method described in this paper 
these values are lowered to a maximum of -16 µm in x-direction, 
12 µm in y-direction and 7 µm in z-direction.  

TC
P

-d
ef

le
ct

io
n

/µ
m

time/h

0 2 4 6 8

0

20

40

60

-20

-40

corrected
x
y
z

uncorrected
x
y
z

6 steps nach links

.      .

511



  

 

 
Figure 5. Result of the second experiment conducted 

In Figure 5 the results of the second experiment are shown, 
again compared to the same reference measurement. It is also 
visible that also while the course of the graph differs compared 
to the first corrected experiment the maximum value of the 
corrected TCP-displacement is close to the values mentioned 
before. It is also visible that while the residual TCP-deviation in 
z-direction for all three corrected experiments is lower than for 
the uncorrected case it is not as low as the other two spatial 
directions, which offers room for improvement of the model. 

 

 
Figure 6. Result of the third experiment conducted 

While the corrected and uncorrected values at the end of the 
experiment have similar values for the TCP-deviation in the 
z-direction, neglecting positive or negative direction, Figure 6 
shows that during all periods of the experiment TCP-deviation is 
lowered by the correction method.  

 
Figure 4, Figure 5 and Figure 6 show that the corrected and 

therefore residual TCP-deviation is significantly lowered in every 
point of time in comparison to the uncorrected case. This is 
especially the case for the y-direction, as there was the highest 
displacement of the three spatial directions before the 
correction due to the bending of the portal beam as described 
before.  
 

5. Conclusion and outlook  

The IDS use a thermally stable CFRP-rod to measure the 
thermally induced TCP-deviation by measuring the structurual 
length change of the machine. These measurements are 
calculated into correction tables using mechanical theories for 
each of the structural parts equipped with the IDS. The 
correction tables are then sent to the machines numerical 
control to lower the said TCP-deviation. As shown in Section 4 
the IDS-based correction method can lower the thermally 
induced deviation of the TCP by around 60 % over the course of 
the shown experiments and therefore improve the thermal 
stability of machine tools. 

 
In future works the point in time of the update of the 

correction should be investigated to bypass the potential 
problems described in Section 2.3. One solution to this would be 
to implement the point in time for the update of the correction 
into the NC-code of every part, however this would have the 
downside that expert knowledge is needed for every new part 
that is to be manufactured. An alternative to expert knowledge 
would be the implementation of an automated process that can 
be based on the known NC-code to find out the ideal point of 
time respectively line of code to update the table. Additionally it 
is to be shown if there are already existing correction methods 
used in machine tools that should not be combined with the 
method described in this paper, e.g. slack correction. These 
further experiments could also be conducted using different 
equipment for the TCP measurement to cover a bigger volume 
of the working area than in this case four ball positions. Also the 
influence of machining a workpiece can be considered in further 
studies, as the heat from this process will also change the 
machines structural temperature.  
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Abstract 
 

According  to  ISO  230-6:2002,  diagonal  tests  can  be  applied  to  evaluate  the  volumetric  performance  of  a  machine  tool.  In  the 

mentioned  standard,  “positioning  errors”  of  four  body  diagonals  are  measured  separately  and  compared  with  each  other.  The 
same can be done for every pair of face diagonals in XY, YZ and ZX planes. The latest revision of ISO 230-1 in 2012 introduced the 
concept of “diagonal straightness tests” of the linear trajectories made by interpolation of two or three linear axes of a machine 
tool on its face and body diagonals respectively. In this research work, some positioning and straightness tests are conducted along 
linear trajectories at different angles (partial face diagonals) in the horizontal XY plane of a vertical machining centre with kinematic 
chain of [w X’ Y’ b Z (C) t]. To present the results, we introduce two components of face diagonal straightness, not yet covered in 
current ISO standards. These additions offer a more comprehensive analysis of the results and performance of the machine tool 
under test. The results of experiments are compared with the predicted results obtained by simulation computed based on  the 
homogeneous transformation matrices (HTM) method in XY plane via error motions of the linear axes and their squareness error.  
 

Keywords: Machine tools performance, ISO standards, diagonal tests, face diagonal straightness,  face diagonal positioning, volumetric accuracy of  
machine tools, planar accuracy of machine tool          

1. Introduction 

ISO 230-6:2002 [1] specifies positioning tests to be carried 
out along face and body diagonals of machine tools as a metric 
to evaluate their planar and volumetric performance. ISO 230-
1:2012 [2] not only explains positioning errors of linear 
trajectories obtained from interpolation of multiple linear axes, 
but also mentions the straightness of these linear trajectories. 
This standard states “The (simultaneously coordinated) two or 
more linear axes are moved nominally on a straight line, on a 
face or a body diagonal of the prismatic work volume. During 
such movement, the positioning or straightness error motions 
are measured, and deviations are recorded and evaluated.” 
while in the current ISO 230-6, only positioning of the linear 
trajectories (diagonal tests) is checked which is probably not a 
complete indicator of the volumetric behaviour of the machine 
under test. However, ISO 230-1 does not define straightness 
components for face/body diagonals and only expresses the 
main concept. From a practical point of view and for the 
reproducibility of test results, it is evident that these two 
straightness components must be defined thoroughly. In some 
machine-specific standards such as ISO 10791-6:2014 [3] and 
ISO 13041-6:2015 [4] for evaluating the interpolation 
performance of machining centres and turning centres 
respectively, there is a test in which straightness of a linear 
trajectory is checked over a length of 100 mm. This test 
determines behaviour of the machine while interpolating with 
two linear axes to generate a linear trajectory. Since this 
trajectory is very short, it cannot show the planar/volumetric 
performance of the machine. 

There have been some controversial research on using body 
diagonal tests to identify errors of machine tools, as well as for 
compensation purposes. Wang and Liotto [5] proposed step 

diagonal tests and expanded the use of side information from 
this test for identifying different error motions of linear axes of 
the machine along with its squareness errors. They also 
attempted to compensate machine tool errors with 
mathematical computations derived from diagonal tests. 
Chapman [6] explained limitations of body diagonal 
measurements and provided a simple example of a machine 
tool with two linear axes equal in their axis stroke, one with 
negative scaling error and another with identical positive 
scaling error. Considering the ideal third axis, he argued that in 
this situation, the body diagonal positioning test according to 
ISO 230-6 does not provide a useful metric for volumetric 
performance of the machine. By this ideal example, he 
conveyed the message that the diagonal positioning tests 
individually cannot be used reliably as volumetric index without 
the results of regular tests. However, he did not provide any 
reasons how a liear axis might show straightness and angular 
error of zero. It is obvious that all these errors are synthetised 
together and their cumulative effects are observed as diagonal 
positioning test results. Even if in some special cases the 
diagonal positioning component might become zero, but the 
other two straightness components are very unlikely to show 
zero deviations simultaneously. Svoboda [7] carried out some 
diagonal experiments and rejected Wang’s approach by 
demonstrating some contradictions in practical results. Ibaraki 
and Hata [8, 9] highlighted the necessary conditions such as the 
alignment of the laser, flat mirror, and test direction under 
which Wang’s formulations are valid for taking advantage of 
the results of step diagonal tests for error compensation. 

This research work defines straightness components of 
face/body diagonal trajectories. Then, based on this definition, 
it shows some experimental test results conducted with a laser 
system on a 3-axis VMC, along with the simulation outputs 
employing Homogeneous Transformation Matrices (HTM) 
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method. Discussing the main applications of diagonal tests is 
another major message of this article 

2. Defining diagonal straightness components      

For any body diagonal trajectory, a vertical plane can be 
crossed in a way that it contains the nominal body diagonal 
trajectory. The direction of the positioning deviation at any 
target, eDD, is the same as the direction of the nominal body 
diagonal. Since two straightness components must be mutually 
perpendicular to the positioning deviation, the first 
straightness deviation, eS1D, lies in the passing vertical plane. 
The positive sign of eS1D is defined like the positive direction of 
the Z-axis. By having positive sign and direction of eDD and eS1D, 
the positive direction of eS2D is determined by the cross product 
of eDD to eS1D as shown in equation (1). 

ueS2D = ueDD × ueS1D                                 (1) 
where ueDD , ueS1D, and ueS2D are unit vectors of the 

positioning deviation, straightness 1, and straightness 2 
deviations respectively. 

 
Figure 1. Direction and sign of straightness components of body 

diagonal trajectories 

Figure 1 shows a PPP(NNN) body diagonal with its positioning 
and two straightness deviations at an arbitrary target position 
in the working volume of a machine tool. In this research work, 
face diagonal trajectories in XY plane are studied. Therefore, a 
simplified form of Figure 1 is used to determine directions of 
straightness components. Figure 2 shows eS1D and eS2D for a face 
diagonal trajectory located in XY plane with Positive-Positive 
directions of X and Y-axes. In this case, eS1D is parallel to Z-axis 
and eS2D is derived from the cross product of eDD to eS1D. 

 
Figure 2. Direction and sign of straightness components of face 

diagonal trajectories 

A plane whose normal vector is the body diagonal trajectory 
is depicted in Figure 3. From analytical geometry point of view, 
eS1D and eS2D vectors lie in this plane. As shown in this 
schematic figure, the resultant vector of these two straightness 
deviations is a dashed orange segment. This resultant vector 
can be decomposed into infinite numbers of straightness pairs. 
In other words, two straightness deviation components can be 
defined in many ways. Therefore, by passing a vertical plane 
from the body diagonal, the location of eS1D is fixed. As 
illustrated in Figure 1 and Figure 2, eS1D direction is unique for 
any individual body and face diagonals. 

 
Figure 3. Possible directions of straightness components 

3. Volumetric error modelling     

To derive volumetric errors of machine tools, Homogeneous 
Transformation Matrices (HTM) method was applied to 2-axis 
and 3-axis machines by Donmez et al [10] , and Okafor and 
Ertekin [11], respectively. Dashtizadeh et al [12] demonstrated 
probable volumetric errors of machining centres made with 
conformance to tolerances of ISO 10791 series for machines 
with 500 mm stroke of all linear axes using the HTM method. 

HTM method can compute error vectors at all target 
positions at which experimental data is available. To derive 
volumetric error vectors at the other coordinates, 
mathematical interpolation of captured data is employed. If the 
machine axis under test behaves differently in areas where 
there is no captured data, the error model shows some 
deviations from the experimental data gathered from different 
linear and other free-shape trajectories. 

To derive the aforementioned eDD, eS1D, and eS2D for any 
diagonal trajectory, some geometrical computations need to be 
executed. Firstly, all volumetric error vectors along the diagonal 
trajectory is to be calculated. These vectors result in the 
positioning deviation at any target position. The same 
operation is implemented to derive eS1D and eS2D. For this 
study, a MATLAB code was developed to predict the 
positioning and two straightness components. As input, error 
motions of the linear axes of the machine along with their 
squareness values were entered into the MATLAB code. Then, 
any linear trajectory with its EDD, ES1D, and ES2D as the peak-to-
peak value of all deviations were extracted for any input 
coordinates of start and end positions. 

For this study, a 3-axis vertical machining centre with the 
kinematic chain of [w X’ Y’ b Z (C) t] was modelled. Figure 4 
shows this configuration with the coordinate frames attached 
to its components used for generating HT matrices. 

 
Figure 4. VMC with kinematic chain of [w X’ Y’ b Z (C) t] and its c

oordinate frames (modified from ISO 10791‐2 [13]) 
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4. Experimental tests      

Some experiments were conducted on Cincinnati Arrow 500 
3-axis VMC with the same kinematic chain shown in Figure 4, at 
different angles between X and Y-axes along face diagonals. 
These tests were carried out with Renishaw XM-60 laser 
system. Figure 5 and Figure 6 show the setup of the experiments 
for face diagonal trajectories of PP 46.397 and PN 53.123, 
respectively. PP 46.397 denotes that both X and Y-axes move 
along their positive directions while the diagonal trajectory 
makes an angle of approximately 46.397 degree with the X-axis 
direction. 

 
Figure 5. Experimental setup with Renishaw XM‐60 laser system for f

ace diagonal tests in XY plane of a VMC at PP 46.397 deg. 

With the setup shown in Figure 5 and Figure 6, the Renishaw 
XM-60 directly measures EDD, ES1D, and ES2D errors. However, its 
current commercial software does not provide appropriate 
notations for diagonal tests. As a practical approach, the 
diagonal trajectory (D), can be set as one of the usual linear 
axis (e.g. X-axis). In this case, EZX and EYX will represent ES1D and 
ES2D, respectively, for the face diagonal under test. One 
challenge in the execution of this test is the proper setting of 
the correct sign of diagonal straightness components. 

 
Figure 6. Experimental setup with Renishaw XM‐60 laser system for f

ace diagonal tests in XY plane of a VMC at PP 46.397 deg. 

5. Results of the tests and simulations      

As an example, Figure 7 shows positioning deviations, eDD, 
derived by HTM and those measured by the laser system at 
10.388 degrees when X and Y-axes move along their positive 
directions. 

 
Figure 7. Face diagonal positioning deviations, measured by laser and 

derived by HTM at PP10.388 

Figure 8 and Figure 9 illustrate eS1D and eS2D for the same 
direction/angle, respectively. As demonstrated, pattern of the 
experimental data and HTM simulations follows the same 
shape with some deviations from each other. 

 
Figure 8. Face diagonal straightness 1 deviations, measured by laser 

and derived by HTM 

 
Figure 9. Face diagonal straightness 2 deviations, measured by laser 

and derived by HTM 

Face diagonal tests were conducted at 18 different 
direction/angles. Comparative results of experiments versus 
HTM simulations are depicted in Figure 10, Figure 11, and Figure 

12 for positioning (EDD), straightness 1 (ES1D) and straightness 2 
(ES2D) errors respectively. 

As explained in ISO 230-1 and ISO 230-6, squareness between 
linear axes can be extracted from a pair of face diagonal 
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positioning tests (PP and PN at the same angle). This technique 
is quite useful to measure squareness of large machines with 
small uncertainty. The range and uncertainty of current 
measuring instruments commonly used for squareness 
measurements pose challenging issues for large machine tools 
with tight tolerances. 

 
Figure 10. Comparison between laser readings and HTM output for 

positioning error at different direction/angle 

 
Figure 11. Comparison between laser readings and HTM output for 

straightness 1 error at different direction/angle 

 
Figure 12. Comparison between laser readings and HTM output for 

straightness 2 error at different direction/angle 

By combination all these three errors, one diagonal 
positioning and two diagonal straightness errors, a better 
understanding of volumetric behaviour of any machine tool is 
achievable. Furthermore, it can be used as a suitable index to 
check whether the compensation of the linear axes of the 
machine was implemented properly. 

Body and face diagonal test results could also be used to 
check non-rigid body behaviour of machine tools within a short 
time, which is a useful tool for research studies as well as for 
specific industrial applications. 

6. Summary and conclusion 

This paper defined straightness components of body/face 
diagonal trajectories and demonstrated the practicality of face 
diagonal straightness measurements. It also presented some 
experimental tests conducted at different direction/angles in 
the XY plane of the machine. The experimental results were 
compared with the output of computer simulations. These new 
definitions of diagonal straightness could potentially be 
introduced to ISO 230-6 to provide a clearer view of 
planar/volumetric performance of machine tools. The diagonal 
tests can efficiently be used for verification of machine tools 
compensation. Additionally, these tests can be applied for fast 
regular checks on large-size machines. 

In near future, body diagonal positioning and straightness 
components of machines with various kinematic chains will be 
investigated. 
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Abstract 
 
This article presents a recent work regarding the design of an ultrasonic vibration blade for use in ultrasonic wafer dicing applications. 
The design of the vibration blade comprises the main hub plate, support hub plate, piezo-ring, and diamond blade. Finite element 
analysis (FEA) was used in the simulation design of the vibration blade to identify the optimal parameters for generating radial 
vibrations. The analysis revealed that the radial vibration mode can be generated at a frequency of approximately 40 kHz. A thin 
piezo-ring was selected to induce radial vibrations into the body structure. The main hub was designed with specific slots to facilitate 
the radial propagation of vibrations. The slot count, slot angles, and pitch angles were adjusted to find the optimal frequency. 
Additionally, this analysis investigated variables such as inner diameter, outer diameter, and piezo thickness to determine the ideal 
frequency value. According to the simulations, a slot angle of 20 degrees, a pitch angle of 60 degrees, and six slots provided the best 
frequency result which is close to 40 kHz. This study conducted experimental impedance frequency tests to validate the simulation's 
findings. The results demonstrated a close similarity between the experimental frequency and the frequency predicted in the 
simulation. 
 
Piezo-electric, Simulation, Ultrasonic, Vibration          

 

1. Introduction  

The dicing method is a traditional cutting technique used to 
slice the silicon wafer as the final step in the microchip 
manufacturing process. In this process, it is crucial to maintain 
the standard quality of the kerf/groove without any chipping, 
fractures, or damage. The conventional approach in silicon 
wafer processing typically involves using grinding grains or 
abrasive cutters on the tool. However, a significant drawback 
exists in this conventional method due to the brittle nature of 
silicon, leading to numerous edge chippings when the abrasive 
particles impact the workpiece. 

There are various dicing methods used to slice silicon wafers 
besides the conventional approach, including scribing [1], laser 
dicing [2], plasma dicing [3], ultrasonic dicing [4], and more. 
Scribing is a straightforward method for cutting silicon material. 
However, a significant challenge arises when the depth of the 
cut exceeds the critical depth of brittle-ductile transition, leading 
to cracks or breakage [1]. Laser dicing shows promise as a future 
dicing method, despite significant drawbacks such as the 
thermal effect, formation of a porous layer, and high-stress 
concentration on the material [5]. Additionally, plasma dicing is 
considered one of the best candidates; however, its real 
industrial implementation poses challenges. 

One of the methods is ultrasonic dicing [4], which involves 
imparting simultaneous vibration to the saw blade. 
Consequently, the abrasive grains can cut a minimal depth of the 
material. Ultrasonic dicing offers several advantages over other 
methods, including reduced damage and fracture of the kerf, 
ease of implementation, lower cost, and comparable processing 
time to conventional dicing methods. To implement the 
ultrasonic dicing technique, the design of an ultrasonic vibration 
dicing blade has been developed. 

The primary objective of this brief paper is to introduce the 
simulation and prediction of vibration amplitude. The slot count, 
slot angles, and hinge angles were adjusted to determine the 
optimal desired frequency. Subsequently, the impedance 
frequency was identified at approximately 40.604 kHz. 

2. Design, Simulation and Experimental Setup      

2.1. Design and FE simulation setup    
Figure 1(a) illustrates the design of the ultrasonic dicing blade, 

comprising a piezo, main hub, saw-blade, and support hub. The 
material composition of each component is depicted in Table 1. 
The main hub was intricately designed with specific slots to 
facilitate radial propagation of vibrations, utilizing a triangular 
double slot configuration. Throughout the design process, 
adjustments were made to the slot count, slot angles, pitch 
angles, and the dimensions of the piezo were roughly examined 
to understand its impact. The piezo vibrates along radial 
direction. As shown by the red arrow in Figure 1(b).  

 
Table 1 Material composition of each component 
 

No Component Material 

1 Piezo Ceramic 

2 Main-Hub Aluminum 

3 Saw-Blade Diamond 

4 Support-Hub Aluminum 
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(a) 

 

  
(b) 

 
Figure 1. Ultrasonic dicing blade design  
 

Finite Element (FE) simulation was conducted using ANSYS 
v19.2, with modal analysis performed to assess the radial 
vibration mode. Figure 2 depicts the setup for the FE simulation 
in ANSYS v19.2, showcasing the boundary conditions, meshing, 
and frequency results. 

 

 
(a) 

 
 
 

 

 
(b) 

 

 
(c) 
 

 
(d) 
 

Figure 2. FE simulation setup in the ANSYS software 
 

2.2. Experimental setup      
Figure 3 illustrates the experimental setup for impedance 

frequency testing. In Figure 3(a), the impedance analyzer was 

employed to validate the ultimate design of the ultrasonic dicing 
blade. The blade was connected with the impedance analyzer by 
cable, the positive electrode is connected to the piezo and the 
negative electrode is connected to the body. A frequency range 
of 30 to 50 kHz was chosen with an input voltage of 
approximately 10 V. Figure 3(b) shows schematic diagram of the 
measurement. The displacement optical sensor was used to 
obtain the amplitude of the blade. 
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(a) 

 

 
(b) 

 

Figure 3. Impedance frequency experimental setup 

3. Simulation Result      

Table 2 presents the results of FE simulation for modal 
analysis. The radial mode is approximately 41.334 kHz for a slot 
angle of 20°, pitch angle of 60°, and slot count of 6. The radial 
frequency experiences a slight increase with a slot count of 8. 
However, the radial mode is nonexistent with a slot count of 12. 
The torsional frequency values range between 13 and 18 kHz, 
making them potentially beneficial for vibration-assisted cutting 
applications requiring low frequencies (< 20 kHz). A frequency of 
41.334 kHz is considered sufficient for vibration-assisted 
applications. 
 
Table 2 Frequency and slot dimension 
 

Slot Angle 
/° 

Pitch angle 
/° 

Slot 
count 

Torsional 
/kHz 

Radial 
/kHz 

10 30 12 18.992 NA 

15 45 8 16.181 42.638 

20 60 6 13.539 41.334 

 
Table 3 Frequency and piezo thickness variation 
 

Inner DIA 
/mm 

Outer DIA 
/mm 

Thickness 
/mm 

Torsional 
/kHz 

Radial 
/kHz 

32.3 37 0.5 13.539 41.334 

32.3 37 1 13.253 40.201 

32.3 37 1.5 12.943 39.056 

32.3 37 2 12.591 37.792 

32.3 37 2.5 12.183 36.078 

32.3 37 3 11.684 32.448 

 
 
Table 4 Frequency and piezo outer diameter variation 
 

Inner DIA 
/mm 

Outer DIA 
/mm 

Thickness 
/mm 

Torsional 
/kHz 

Radial 
/kHz 

32.3 37 0.5 13.539 41.334 

32.3 38.5 0.5 13.461 40.999 

32.3 40 0.5 13.366 40.674 

32.3 41.5 0.5 13.253 40.357 

32.3 43 0.5 13.139 40.054 

 
Table 5 Frequency and piezo inner diameter variation 
 

Inner DIA 
/mm 

Outer DIA 
/mm 

Thickness 
/mm 

Torsional 
/kHz 

Radial 
/kHz 

32.3 43 0.5 13.139 40.054 

33.5 43 0.5 13.207 40.304 

35 43 0.5 13.284 40.623 

36.5 43 0.5 13.367 40.951 

38 43 0.5 13.454 41.293 

 
Tables 3, 4, and 5 display the frequency results with variations 

in the piezo dimensions, including inner diameter, outer 
diameter, and thickness, respectively. The frequency decreases 
as the thickness increases, because in piezo, the thickness 
determines the resonance mode. Thinner piezo exhibits higher 
resonance frequencies because they support higher-order 
resonance modes, where the waves travel shorter distances, 
and there is a slight decrease in frequency when the outer 
diameter increases. This indicates that the piezo thickness has a 
significant impact on the frequency. In the case of inner 
diameter variation, the frequency does not exceed 41.334 kHz. 

4. Impedance Frequency Result      

The ultrasonic dicing blade has been manufactured with the 
final dimensions set at a slot angle of 20, pitch angle of 60, and 
slot count of 6. In Figure 4, the impedance frequency of the 
ultrasonic dicing blade is depicted with a piezo thickness of 0.5 
mm. The resonance frequency (fs) is measured at approximately 
40.604 kHz, and the anti-resonance (fp) frequency is measured 
at about 40.790 kHz. The mechanical quality factor (Qm) is 
approximately 275.32. The resonance frequency prediction 
closely aligns with the experimental value, with an error of 
approximately 1.79%. 
 

 
 
Figure 4. Impedance frequency of ultrasonic dicing blade 
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5. Conclusion      

According to the FE simulation results, the frequency closely 
aligns with 40 kHz when the design incorporates a slot angle of 
20, a pitch angle of 60, and a slot count of 6. The piezo 
dimension, particularly the thickness, has a significant impact on 
the frequency. Additionally, the resonance frequency prediction 
is nearly identical to the experimental value, with an error of 
approximately 1.79%. The established resonance frequency of 
the ultrasonic dicing blade is approximately 40.604 kHz. 
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Abstract 
 
Optimisation of a cylindrical grinding process is usually considered to be an art which relies on experts who have many years of 
grinding experience.  This problem is made worse when grinding out-of-round components as this adds machine dynamics and non-
uniform thermal limitations to an already complex situation.  
 
As always in manufacturing, the desire to increase productivity and ‘speed up’ conflicts with product quality. Historically product 
quality is maintained at the expense of productivity, and for cams the approach has been to use a variable work-speed to slow down 
over complex sections to try to mitigate geometric error, or to slow where there are thermal issues to lower the metal removal rate.  
 
This has proved difficult to solve mathematically. There are competing objectives, and the problem space is circular and continuously 
dynamic with no ‘at rest’ starting point. Consequently, the calculated work-speeds end up rather subjective and it’s left to the skill 
and experience of the process engineers to get the most out of the grind.  
 
We present how the problem was sub-divided such that the machine dynamics and part quality is separated out and each given a 
single numerical optimisation target which is ideal for an Artificial Intelligence (AI) based optimisation [1]. With the former ‘solved’ 
by AI, the later while complex, can use that as its starting point and be solved with conventional spreadsheet-like mathematics. 
 
Patent granted 2019 [2] 
 
AI, grinding,  asymmetric profiles, optimised grinding feed rates  

 

1. Background   

 
In grinding operations, the workpiece typically rotates about 

the C-axis while the grinding wheel traverses along the X-axis. 
For achieving circular geometries, a steady X-axis advance leads 
to the desired diameter. However, complex shapes necessitate 
the X-axis to follow intricate contours during its movement. This 
requires rapid and precise control of the X-axis position.  

2. The Challenge      

The arbitrary nature of workpiece shapes translates to 
irregular, non-sinusoidal oscillation profiles for the X-axis. While 
moderate C-axis rotation speeds allow the X-axis to track the 
desired path accurately, increasing production demands 
necessitate higher operating speeds. 

 
 This presents a major challenge: 

• Reduced Axis Position Accuracy: At high C-axis speeds, the 
X-axis struggles to follow the rapidly changing path, leading 
to deviations and compromised grinding quality. 

• Risk of Damage: Sharp changes in the workpiece profile 
encountered at higher speeds, translate to high material 
removal rates, increasing the risk of burn and workpiece 
defects. 
 

The key bottleneck lies in identifying the areas within the 
grinding profile that are most detrimental to high-speed 
operation. These critical sections limit the allowable C-axis 
speed for the entire workpiece revolution.  

 
Fortunately, slowing down the C-axis only during these 

sections, instead of throughout the entire cycle, presents a 
potential solution, and represents the traditional strategy of 
creating an angular velocity profile known as a ‘Workspeed’. 

Figure 1. Cam grinding principle 
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3. Traditional Workspeeds      

The traditional workspeed 
strategy, involves tailoring the 
C-axis speed throughout the 
grinding cycle based on 
strategically slowing down only 
during critical sections with 
steep profiles. This can make a 
huge difference to cycle time 
and quality as the majority of 
the profile is run at ‘full’ speed.  

 
 
 
Comparing to a constant workspeed: 

 

• Axis Position Accuracy: Lowering the C-axis speed during 
peak X axis movements allows the X-axis to accurately 
follow the intended path, minimizing tracking errors and 
enhancing grinding quality. 

• Minimize Damage Risk: Lowering the C-axis speed during 
peak material removal sections mitigates the risk of burn 
and workpiece defects. 

 
By implementing Workspeed variation, we can leverage the 

benefits of high-speed grinding while addressing the limitations 
imposed by complex workpiece geometries. This approach has 
the potential to significantly enhance grinding efficiency and 
quality, while maintaining machine competitiveness in a 
demanding production environment.  

 
  3.1. Calculation 

The traditional "Workspeed" approach prioritizes equalizing 
Metal Removal Rate (MMR) or cutting surface speed while 
adhering to constraints imposed by the machine and process. 
Avoiding burn and surface finish are the final objective, and 
because burn is seen as a result of MMR and therefore grinding 
energy, the calculations are framed such that achieving a 
constant MMR is the primary goal. Other factors like jerk and 
other high-order derivatives while important and always 
factored in, are often side-lined. 

  
Within this framework, the MMR is maximized around a "base 

circle" (a circular section at the back of the cam). Subsequently, 
sections of the Workspeed profile are slowed down to maintain 
a constant MMR throughout the machining process. This 
slowdown may be further adjusted if axis constraints dictate. 

 
3.2. Limitations      

Despite offering an improvement over constant feed rate 
machining, the traditional Workspeed approach suffers from 
several limitations: 

• Oversimplification of Burn Mitigation: Using MMR as the 
sole factor for burn control is overly simplistic. Numerous 
variables influence burn, such as material properties, tool 
geometry, spindle power, coolant effectiveness, and 
cutting speed. Relying solely on MMR for burn mitigation is 
inadequate. 

• Counterintuitive Effects on Burn: Paradoxically, 
maintaining constant MMR to control burn can actually 
worsen the situation. Slowing down the tool creates a hot 
spot and allows more time for heat transfer, concentrating 
the thermal energy in a specific region and potentially 
exacerbating burn. 

• Mathematical Complexity: Back-calculating the required 
feed rate based on axis dynamics is mathematically 
challenging. Jerk calculation involves solving a third-order 
integration, and all constraints must be simultaneously 
considered, further complicating the process. 

 
Ultimately, while the traditional variable workspeed approach 

represents a significant advancement compared to constant 
workspeed machining, its results often resemble an informed 
guess due to its limitations. Successful application still requires 
significant skill and experience from a human to get right. 

4. Reframing The Optimization 

Traditional approaches to grinding optimization have heavily 
focused on optimising the workspeed as a singular solution to 
address cycle time and quality issues. Cutchall [3] and Krajnik et 
al. [4] exemplify this approach, proposing simultaneous 
optimization of axis dynamics, MMR, power, wheel wear, and 
surface temperature as constraints for a given cut depth which 
can then be varied to discover some kind of optimum. 

 
Many papers have noted that increasing workpiece speed has 

the effect of reducing the temperatures generated and 
consequently lower the possibility of thermal damage on the 
component.[5,6]  This is because by allowing the work to rotate 
as fast as possible the grinding hot-spot spends the least possible 
time in any given area and so the energy has less time to transfer 
to the work before the hotspot moves on. 

 
Ultimately, for customers there are only two key quality 

constraints; Form error and thermal damage, with cycle time as 
an optimisation that can be mitigated by cost (by adding more 
machines in parallel). 

 
We propose switching away from calculating a workspeed 

based on maximising cut depth within multiple hard limits, to a 
two phase approach each focused on one customer quality 
constraint. 

 

Figure 3. Constant Velocity – slowed over whole revolution 

Figure 4. Slowed only over steep sections 

Figure 2. Cam grinding critical 
section – large contact region 
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4.1. Phase one: Maximize part velocity while maintaining form. 
No consideration is given at this stage to thermals, wheel wear 

etc. The focus is solely on axis dynamics constraints: axis speed, 
acceleration, jerk, and snap. While existing research tends to 
focus on acceleration and jerk [7], anecdotally these correlate 
closely with motor mechanics, drive electronics, form error and 
surface finish respectfully. More research to confirm this is 
needed. 

 
Back calculating the speed based on the axis dynamics directly 

is mathematically hard – Jerk requires solving 3rd order 
integration, and all the limits must be solved as a simultaneous 
system. Forward calculations however are significantly easier as 
we are only concerned with movement derivatives. This gives us 
the opportunity to generate ‘proposition’ workspeeds and to 
run the forward calculations and give them a score – the lower 
the time per revolution the better.  

 
This is an ideal candidate for an AI based solution. Instead of 

attempting to back-calculate via an extremely complex 
mathematical problem “absolutely”, we apply an Evolutionary 
Artificial Intelligence technique (EA) to provide a very close 
estimation and use the forward calculation to ‘score’ each 
proposition. 

 
The EA can very rapidly make repeated proposition groups, 

each better than the last as the AI learns from the score of 
previous results. The technique is evolutionary as it takes 
inspiration from the way natural selection promotes successful 
individuals, and uses them as the basis for future generations. 

 
Eventually, the propositions converge to a solution – this may 

not be the mathematically perfect optimum and doesn’t have to 
be, just very close and good enough. 

 
The result of this phase is a finished workspeed profile which 

can then be used as the basis for phase 2. 
 

4.2 Phase two: Maximise feed rate while staying within 
thermal envelope 

 
Now there is a given workspeed profile, the feed rate (cut 

depth) can be optimized by focusing on only the surface 
temperature. Other factors will come into play as part of the 
calculation (MMR, power etc) but we are only concerned about 
maximising cut depth while not exceeding the thermal limit. 
While not trivial, this is a straightforward calculation which can 
be fed a number of cut depths until an optimum is found. 

5. Conclusions     

This paper has presented a novel two-phase approach to 
workspeed optimization in high-speed grinding operations for 
complex workpieces. By reframing the problem around 
customer quality constraints (form error and thermal damage) 
and utilizing the power of Evolutionary Artificial Intelligence 
(EA), the proposed method overcomes the limitations of 
traditional approaches. 

 
The resulting work-speed and feed parameters can be quite 

surprising, but also result in a dramatic reduction of feed time. 
Not only is Jerk significantly reduced but thermal impact too. In 
a customer case study involving multiple cams on a single shaft, 
the whole process was improved such that a floor-to -floor time 
saving of 18% was achieved. 

 
5.1 Key findings: 

• Traditional Workspeed limitations: Oversimplification of 
burn mitigation, counterintuitive effects on burn, and 
mathematical complexity limit the effectiveness of 
traditional methods. 

• Two-phase optimization: Phase 1 maximizes part velocity 
while maintaining form through AI-driven workspeed 
generation, while Phase 2 maximizes feed rate within the 
thermal envelope. 

• Benefits: This approach offers improved: 
o Axis position accuracy for better grinding quality. 
o Minimized damage risk by reducing peak material 

removal rates. 
o Grinding efficiency and quality through faster 

operation for certain sections. 
o Machine competitiveness in demanding 

production environments. 
 
5.2 Future work: 

• Validate the proposed approach through experimental 
testing and comparison with existing methods. 

• Investigate the potential of applying the two-phase 
framework to other advanced machining processes. 

• Further explore the application of AI techniques for 
optimizing machining parameters. 

 
Overall, this paper presents a promising new direction for 

workspeed optimization in high-speed grinding. By leveraging AI 
and focusing on customer-centric quality constraints, the 
proposed method offers significant potential to improve 
productivity and quality in demanding manufacturing 
environments. There is also the possibility of artificially 
suppressing some of the derivative limits to create a sliding scale 
between targeting productivity or quality. 
 
 

Figure 5. Fully optimised 
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Abstract 
 
Cranfield Precision supplies a large grinding machine, the OGM1600, that is used in the production of ultra precision freeform surfaces 
of up to 1.6 m diameter. This paper describes the discovery of errors that appeared in ground components after Covid lockdown 
restrictions began to be lifted, the interim solution to enable the machine to continue in production and the corrective action taken 
once Covid travel restrictions were lifted. 
 
Keywords: Grinding, error compensation, vertical axis counterbalance, hydrostatic oil varnish.     
  

 

1. Introduction   

The OGM grinding tool path is an interpolated spiral using the 
worktable (C-Axis), synchronised with the machine’s horizontal 
and vertical linear axes. During the Covid pandemic, the machine 
spent a lengthy spell with all of the machine’s hydrostatic 
bearing axes grounded. 
After lockdown was partially lifted, component measurements 
showed evidence of nine, equally spaced ‘spokes’ of around 
300 nm amplitude superimposed upon the surface. The surfaces 
were still within specification, but as these features were new, it 
was essential that the source of the problem be understood and 
corrected. This paper describes the scale of the problem that 
was encountered, the interim compensation method deployed 
and the correction of the issue one the machine was able to be 
serviced.  
 

 

 
Figure 1. OGM1600 machine configuration 

2. The problem encountered      

By the time production re-started after the Covid lockdowns 
started to be lifted, the OGM machine had been powered off, 
with hydrostatic bearings grounded, for an extended period. 

Initial components ground after lockdown, began to show 
evidence or regular spoke patterns superimposed upon the 
desired, ground surface. The regular spokes had peak to valley 
errors of up to 300 nm. The components were still inside 
specification, but this new patterning had to be understood 
and eliminated. 

 

 
Figure 2. Measured error pattern, superimposed upon the required form 
ground after Covid shutdown. 
 

Once it had been confirmed that the nine spoke pattern was 
evident in all ground components, the next step was to identify 
the source of the issues. 
 

P-V error ~300 nm 
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The workhead C-Axis is an in-house manufactured hydrostatic 
bearing. The axial error motion of the bearing during machine 
pass off was measured at <100 nm asynchronous and <1 µm 
synchronous error motion. The synchronous axial error motion 
plot had a consistent two lobes per revolution over the full range 
of operating speeds. 
 

To further investigate the source of the nine spoke error 
pattern, a spindle error analysis (SEA) was performed with Lion 
Precision’s SEA. Measurements were taken over several 
revolutions and at a range of rotational speeds. The resulting 
measurement data was analysed and it became clear that there 
were now nine lobes. 
 

 
Figure  3. Axis error motion of worktable (C Axis) over five revolutions. 

 
It is clear that there is an axial error motion, nine times per 

revolution of the C-Axis rotor. The spindle rotor moves 
downwards, which results in a local increase in the ground 
surface height. 

 

 
Figure 4. Alignment of vertical error motions relative to hydrostatic 
bearing pad positions. 

 
The vertical error motion plot was compared to the 

hydrostatic bearing pad positions. Figure 4 shows the stationary 
housing bearing pad positions, The rotary spindle is mounted 
above these pads. The vertical error motions were aligned 
perfectly to the bearing pad positions. Thus, a mechanism 
whereby the spindle could be caused to drop, nine times per 
revolution had been identified. 

 
There was clearly a problem with the C-Axis spindle that 

needed to be corrected. However, Covid travel restrictions 
precluded travel to the customer’s site to investigate and carry 
out a repair.  

 

 2.1. Potential cause of the problem    
It appeared that the spindle rotor was lifting up at the bearing 

pad positions, and lowering in between the pads. It seemed as 
though there was something positively imprinted onto the 
spindle rotor spindle that was aligned to the bearing pad, 
causing the bearing to lift (and drop) nine times per revolution. 

 
A possible cause was proposed based on experience from 

around 10 years ago when a machine using hydrostatic linear 
rails was supplied to a customer in a humid location. The 
machine had been delivered and it was noticed that the 
container had been opened (probably by customs) and not re-
sealed properly.  When the commissioning team was sent to 
install the machine, it was found that where the machine’s linear 
axis linear bearings had been sitting on the bearing rail during 
shipment, there were pad shaped rust patterns on the bearing 
rail. Machines cannot be exported with oil in situ, so must be 
delivered dry, making them vulnerable to rusting if exposed to 
humid conditions. The rust was light and superficial and easy to 
remove, enabling the machine to be commissioned. 

 
The OGM machine, although unused and depressurised for an 

extended period, had not been exposed to humid conditions and 
the oil had not been drained from the machine. A theory 
proposed was that as the C-Axis spindle had been in contact with 
the bearing pads, it was possible that contamination in the oil 
had settled between and rotor and pads and dried/hardened, 
leaving imprints on the spindle rotor. 

 
A potential mechanism for this was ‘varnish’ that had build up 

in the oil. Although the OGM oil is continuously filtered and 
recirculated, it is possible that over time small amounts of 
varnish could be produced in the oil. 

 
2.2. Varnish in OGM oil    

Varnish is commonly found in machine oils [1]. In extreme 
cases, varnish can be found as dark yellow/brown stains on 
surfaces within the oil circulation system. 

 
Hydrostatic oil systems are highly filtered and extreme varnish 

stains are very rarely encountered. The OGM machine is 
replaced every few months, but tests indicated that very small 
levels of varnish are present in the oil after just a few months of 
use. 
 

 
Figure 5. Oil from OGM before and after reconditioning by off-line 

filtration. 
 
Figure 5 shows a sample of OGM oil, a few months old and not 

yet scheduled for replacement. After off-line reconditioning 
(and analysis) very low levels of varnish were found to be 
present in the oil. Potentially, the root cause of the OGM bearing 
issue. 

 
However, because Covid travel restrictions had not yet been 

lifted, it was not possible for Cranfield Precision staff to visit the 
machine, so an alternative, interim solution was required. 
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3. Tool path generation (and compensation)      

The OGM machine uses custom designed MöbiusCAM 
software to generate the desired machine tool path. 
Figure 6 shows a typical spiral ground OGM tool path to create a 
freeform surface. 

 

 
Figure 6. Desired component profile 

 
It has been found to be possible, on machines, with low inertia 

linear axes and at low component rotational speeds, to 
compensate for ground surface ripples induced by workhead 
motor torque ripples. These component ripples are caused by 
the elastic time constant of the machine stiffness loop. As the 
rotational speed reduces, the grinding wheel effectively has 
slightly longer to cut the surface, with the infeed force being 
maintained by the stiffness loop spring force.  

 
Figure 7. Component surface errors resulting from workhead torque 

ripple 

 
Using MöbiusCAM, it is possible to modify the tool path in 

order to compensate for synchronous errors. The example 
shown here is a modified tool path deployed to minimise the 
effects of workhead motor torque ripple.  

 

 
Figure 8. Modified tool path to compensate for synchronous errors 

4. OGM C-Axis error compensation     

The challenge was to determine whether it was possible 
compensate errors using the vertical axis which has a mass of 
around 800 kg, nine times per revolution of the C-Axis, operating 
at up to 60 rev per minute. 

 
4.1. OGM Z-Axis vertical counterbalance      

 
Figure 9. Basis principle of the OGM Z-Axis vertical axis counterbalance 
 

This is the basic principle of the patented OGM vertical 
counterbalance [2, 3]. The primary linear axis (in the test system 
shown here, an air bearing) is driven by linear motor. A 
secondary, ball screw driven axis, takes the weight of the 
primary axis via a connecting spring.  The secondary axis is 
commanded to follow the primary axis. The result is that the 
primary axis linear motors, are required only to respond to 
inertia and process forces. The mass of the primary carriage is at 
all times countered by the secondary axis. 

 

 
Figure 10. Counterbalance as configured on OGM 
 

The configuration of the counterbalance in the OGM, follows 
the same principles as the test system. It is compact and 
effectively enables the vertical axis to perform as though it were 
a horizontal axis. 
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Figure 11. Vertical axis error: +/- 1 mm, 1 Hz 
 

Tests using the OGM counterbalance had demonstrated that 
it is possible for the primary vertical axis to reciprocate at +/- 
1mm, 1 Hz with a following error of 100 nm. 

 
To compensate for the measured C-Axis errors of, 

compensations of around 300 nm at up 9 Hz (at C axis speed of 
60 rev/min) 

 
In order to determine the shape and amplitude of the 

compensation values to be superimposed upon the tool path, a 
sensor was mounted upon the grinding spindle housing and a 
reference flat mounted upon the C-Axis. 

 
The errors were measures over a number of rotations of the 

C-Axis. 
 

 
Figure 12. C-Axis axial position error (Z direction), with thermal drift 

removed 

 
Figure 13. C-Axis axial position error motion signature, per revolution 
with simplified error plot superimposed. 

 

From the raw axil position error, the signature of the nine 
cycles per revolution C-Axis axial position motion was 
established.  

 

 
Figure 14. C-Axis error compensation applied to Z-Axis 

 
The compensation profile in figure 14 was applied to the Z-Axis 
and synchronised to C-Axis angular position. Effectively, the 
inverse of the simplified error plot in figure 13. 
 
5. Results 
 

After the Z-Axis compensation was deployed, the measured 
axis error motions reduced by over 80%. But the real test was 
the effect on grinding results. Fig 15 shows a typical post-
compensation component error plot. 

 
 
 

Figure 15. C-Axis error compensation applied to Z-Axis 

 
6. OGM machine corrective action 
 

Once Covid travel restrictions were lifted, it was possible to 
visit the OGM machine and test the theory that the source of the 
problem was indeed, bearing pad imprints of oil varnish on the 
spindle rotor. 
 
The procedure was simple and low risk. The bearing pressure 
was reduced until it only just floated. The pressure was reduced 
a little more and the spindle turned over around 90 degree by 
hand. 
 
The C-Axis was re-calibrated and the vertical compensation 
values were now present in the error plot. The compensation 
values were then removed and the C-Axis error plots returned 
to the levels measured before the Covid shut down. 
 
Although the levels of varnish in the OGM hydrostatic oil 
remains very low between each change cycle, it is now proposed 
to retrofit machines (not only OGMs) with stand-alone oil 
reconditioning systems to virtually eliminate the build-up of 
varnish in oil systems. 
 
7. Conclusions 
 

The vertical axis counterbalance system deployed in OGM 
machine, was originally designed to enable Z-Axis following 
errors of <1 µm. However, it has been demonstrated to enable 
error compensations to down to around 20 nm. 
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Abstract 
 
Thermal issues remain amongst the primary sources of error in modern mechanical machinery, especially in the high and ultra 
precision regimes. Managing the thermal changes on a machine to maintain stability over long periods of time can prove to be very 
challenging. It is also much more difficult to control the temperature of oils compared with water, as oils are relatively insulating, and 
heat will transfer less efficiently through the oil. This research project studied the effects of a system designed to take any given fluid, 
primarily focused on oils and water-based coolant, and control said fluid to a given temperature ± 0.01°C, where the given 
temperature suits the application. The Thermal Control Units (TCUs) designed as part of the project had a few other constraints to 
make them more suitable for general applications, such as being able to handle up to 100 bar of pressure, and being able to handle 
the largest flow rates possible for given fluids. The TCUs primary usage is as a trimming device, where the fluid is controlled by a 
chiller, usually in the ± 0.3°C range, which is often done with heat exchangers. 
The TCUs have held water-based process coolant to ± 0.01°C, over a period of 18 hours, at flow rates exceeding 20 l/min, with future 
versions scaling this to double in a single unit, and the capability to utilise multiple units in parallel to achieve greater total flow rates. 
The TCUs have been used on ultra precision machines, holding temperatures to ± 0.01°C, at flow rates over 10 l/min for days at a 
time, with further testing required to determine how much more flow rate would be attainable for a single unit, with typical thermal 
disturbances. 
 
Thermal control, thermal issues, oils, coolant 

1. Introduction 

It has been reported [1] that up to 75% of geometric workpiece 
errors can be attributed to thermal issues and that up to 60% of 
a machine’s power consumption can be attributed to thermal 
control. With advances and innovations in technology, the drive 
to manufacture smaller and more precisely is becoming even 
more critical. With the requirements being tighter tolerances, 
surface finishes, forms etc., thermal issues become magnified 
and become a much more critical issue to remove. 

Complex (and variable) machine thermal loops present 
significant machine stability issues, but even considering a 
simple example of a typical spindle shaft with a distance of 100 
mm between the thrust bearing and the tool will grow 120 nm 
with a change in shaft temperature of +0.1 °C [see Figure 2], 
consuming a significant percentage of the error budget when for 
example, machining optical components with sub-micron form 
error tolerances. Controlling the shaft temperature to +0.01 °C 
would reduce spindle growth to 12 nm [see Figure 2]. Thus, more 
reliable methods are required for controlling temperature, 
either over specific circuits, or an entire machine. 

Existing temperature control systems typically consist of 
vapor-compression systems that remove heat from a liquid via 
an intermediate refrigerant. Typically, these struggle to get 
below ±0.1 °C without drastically increasing both the cost and 
the size of the unit. 

 
A unit was schemed and designed for initial testing, with the 

design evolving over the years to account for the results and 
outcomes obtained through testing. Multiple units can be used 

in parallel, as long as the in-built temperature probes for each 
unit are all calibrated relative to each other. 
The units are usually utilised as a trimming device with a bulk 
chiller acting in front of them, usually in the form of a heat 
exchanger, typically in the range of ±0.1 °C, which remove any 
and all of the aggressive coolant temperatures in the system, 
such as those generated through machining operations. 

 

Figure 1. Example circuit diagram. 

 

0.1𝑚 x 12
μm

m. °C
 x 0.100°𝐶 = 120𝑛𝑚 

0.1𝑚 𝑥 12
𝜇𝑚

𝑚. °𝐶
 𝑥 0.010°𝐶 = 12𝑛𝑚 

 

Figure 2. Thermal growth calculations. 
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2. Methodology 

One medium that is commonly used across the manufacturing 
world is oil, which has a much lower heat transfer coefficient 
(VG10 ≈ 0.130 W/(m.K)) than water (0.6 W/(m.K)). After CFD 
simulations, it was shown that for any reasonable flow of oil past 
a highly conductive wall at a different temperature to the 
medium, the temperature would penetrate efficiently to a 
maximum depth of 1 mm from the wall. 

This lead to the thinking that if a balance could be obtained 
between holes small enough to maximise the thermal transfer, 
but large enough to minimise pressure drop, then a pattern of 
holes in a highly thermally conductive block could lead to an 
optimal heat transfer into a medium. Combined with Thermo-
Electric Devices (TEDs), which are a solid state, rapid response 
device that can provide both heating and cooling, a device was 
designed to this effect. 
   
2.1. The Temperature Control Unit (TCU) 

The design was originally based around a block with as many 
3mm diameter holes as it was feasible to package into a given 
area, as 3mm gave a good balance between the thermal 
penetration [see Figure 3] and pressure drop. The higher the total 
count of holes, for a given total flow rate, the lower the 
individual hole flow rate (and therefore time spent in each hole), 
and the more surface area for the medium to be in contact with 
the walls. Longer drilled holes lead to an increase in the surface 
area and time spent in the holes, but increase the pressure drop.  

The holes are always drilled in a way that they end in a cross-
directional large bore [see Figure 3] so that any wandering drills 
from the starting surfaces do not cause any issues other than 
fractional reductions in the utilisable metal cross sectional area. 
 

 
Figure 3. TCU primary block. 
 

On the upper and lower surfaces of the block, are the TEDs, 
which give the rapid response heating and cooling as required 
by the system [see Figure 4]. The polarity of the current supplied 
to the TEDs will cause the unit to change between heating and 
cooling, and the unit can therefore react much more quickly, 
where required, that a conventional temperature control 
system that is focused on only heating or cooling. 

 

 
Figure 4. TCU primary block with TEDs, top and bottom. 

 
On the outer surfaces of the TEDs are the control blocks, one 

of which has an integrated electrical box in the latest designs to 

improve the overall form of the design [see Figure 5]. These take 
a cooling medium, typically temperature-controlled water, and 
use it to remove any changes in temperature caused by the 
TEDs. 

 

 
Figure 5. TCU primary block with TEDs and control blocks. 
 

The remainder of the design is primarily around the inlet and 
outlet of the medium, as well as the internal mixing that occurs 
before the temperature probe that controls the unit as close to 
the TEDs as possible [see Figure 6]. A variety of inlet and outlet 
combinations can be used depending on what suits the target 
application best. 

 

 
Figure 6. Example of fully built setup of TCU. 

 
2.2. Scaling the TCU capabilities 

The latest iterations of the TCUs have pushed the 
manufacturability, ease of assembly and size / weight of an 
individual unit to a point where larger is going to be too difficult 
to manufacture. 

However, providing that the output of each unit is the target 
temperature within a certain range (usually ±0.01 °C or better), 
and all of the temperature probes are calibrated so that they are 
all outputting the same value as accurately as possible, then 
multiple units in parallel [see Figure 7] will combine in a way that 
the combined output will still be within the permitted range [see 
Figure 8]. In principle, this should equate to an averaging effect, 
but assuming worst case scenario, where no oil streams mix, any 
probe measurement will measure within specification. 
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Figure 7.  Example of multi-TCU parallel setup capable of 60 l/min 

 
Figure 8. Example of worst-case multi-TCU combined output  

3. Results and real machine examples 

For most of the testing, a combination of the probe on the unit 
itself, and additional probes in other locations in the flow, as well 
as thermocouples at specific points around the circuit are used 
to measure and verify the test results. In most cases, the 
measurement devices are not calibrated to each other, because 
proving the change in temperature is much more important than 
the absolute temperature. As the investigations move to units 
truly in parallel, getting the probes calibrated to a master 
becomes much more critical. 

The units have been in use on the Twin Turret Generator (TTG) 
family of machines for a number of years, controlling both oil 
and water circuits, continuously running. 

The oil circuits for these machines are typically running VG5 to 
VG64 oils, and the graph [see Figure 9] shows two of them 
holding temperature to ±0.005 °C over a 30 minute period with 
a flow rate of 10 l/min through each unit. 

 

 
Figure 9. Two TCU outputs over 30 minutes, VG5 and VG 64 oils 

The units have also been run with process coolant (oil 
emulsion) at flow rates of 22 l/min, and the graph [see Figure 10] 
shows that the unit was holding ±0.0065 °C for an hour.  

 

 
Figure 10. Single TCU output over 1 hour, with two probes, 22 l/min 

The latest tests were done on an in-house grinding operation, 
on one of our most stable machines. The facility itself has a 
conditioned environment where the air is always held to ±0.1 °C. 
The chillers in the facility are all water-condensing, to minimise 
the thermal load.  

When the customer optic [see Figure 11]  was generated [see 
Figure 12], ripples could be seen on the optic [see Figure 13] 
which, although still well within specification, would have a large 
reduction in post-process polishing time if they could be 
removed.  

After installing a TCU in the coolant line, controlling 20 l/min 
to a temperature of ±0.01 °C, the measured surface became sub-
micron PV form error. 

Figure 11. Customer optic. 
Figure 12. Measured surface 
with ≈ 3 µm PV form error 

 

Figure 13. Graph showing the overlap of chiller thermal cycles with optic ripples 
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The units have also been tested at pressures of 100 bar, and 
left pressurised for several hours, with no loss of pressure or 
leakage. Primarily, this was due to an actual target of 70 bar, 
with a factor of safety of 1.3. 

In a test done for a customer, the surface profile of a 250 mm 
plano optic showed ripples of ±0.5 µm, which could be overlayed 
almost perfectly with the cycling of the chiller connected to the 
system. Upon installation of TCUs in the process coolant feed, 
the ripples decreased to ±0.1 µm, which directly reduces the 
polishing requirements of following operations. 

4. Summary      

The units, with demanded flow rates of 5 to 10 l/min have 
been in operation on multiple TTG machines over numerous 
years and have had a clear benefit to the output quality of 
numerous components, frequently reducing post-grinding 
polishing operations on optical components by half or better. 

 As the requirements for utilising the units has tended to 
higher volumetric requirements of medium, larger and more 
optimised units have been designed, as well as the concept and 
proofing out of the parallel units. 

Calculations around each unit can be done to determine 
approximate values for parameters such as time take for the 
medium to travel the hole length and the pressure drop across 
the holes [see Figure 16Error! Reference source not found. and 
Figure 14]. 

 
  Pressure drops are difficult to measure across the units due 

to the calculated, and measured, drop being almost negligible 
until the flow rates reach the highest flow rate limits of the units. 
Most of the measured drops tend to be in the fittings that get 
connected to the units to create the inlets and outlets. 

 5. Conclusion and future work 

 The TCUs are a customisable solution to many thermal issues, 
that can be applied to a broad range of fluidic mediums to 
achieve temperature controls exceeding ±0.05 °C, improving 
with the initial control of the supplied medium. 

  Utilised within spindles, they have helped minimise any 
change of position of tools. Utilised as part of a coolant delivery 
system that have prevented growth of both the tools and the 
components during long cycles that could otherwise remove the 
ability to control the manufacturing to the tight required 
tolerances.  

 The primary goal of evolving the TCUs is to maximise the flow 
rate capability within a single unit with minimal compromises to 
other variables, such as pressure drop and thermal inertia. 

 As the unit approaches a semi-optimum point, a much more 
in-depth study is required to quantify the capabilities of the unit 
for a variety of mediums, flow rates and other variables. This will 
allow graphs to be generated that would give end users a 
starting point to look up their specific mediums and determine 
what would be required to make a functioning system. 

 Another thing that has been important is stability of the 
incoming water, that controls the temperature of the outside 
plates [see Figure 3]. Although the stability is not absolutely 
critical, it can be seen that variations in these temperatures 
cause an imprinting effect onto the medium itself. One of the 
future tests will be to determine how beneficial it will be to have 
an additional TCU in the flow of the water, to stabilize that 
channel, where the output feeds all additional units, as well as 
its own cooling plate. 

   More work is also being done to investigate the effect of 
putting  

 multiple units in series, with both the same, and different 
power levels of TCUs to investigate the effects of using the TCUs 
as their own version of the bulk thermal management. 

 Another important phase of the unit will be utilising 3D 
printing. Calculations and computations fluid dynamics (CFD) 
have both shown that narrow slot perpendicular to the faces 
that the TEDs sit on give lower pressure drops, higher surface 
area and minimised thermal inertia of the block, while making 
the manufacturing stages much simpler. There are other 
manufacturing methods, such as electrical discharge machining 
(EDM) and electrical chemical machining (ECM) which could 
both create the deep slots, but current investigation have shown  

 that the costs would be prohibitive over deep hole drilling. 
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Figure 14. Example hole drop calculations 

Figure 15. Table showing thermal penetration 
percentages for various hole sizes 

Fluidic System Information      
      

Supply Pressure Ps 20 Bar 2000000 Pa 

Fluid Chosen   ISO VG46       

      

Working Temperature T 20 °C 20 °C 

Fluid Kinematic Viscosity @ T ν 178.000 cSt 0.000178 m²/s 

Fluid Density ρ 875 kg/m³ 875 kg/m³ 

Fluid Dynamic Viscosity @ T η 155.75 cP 0.15575 N.s/m² 

Calculate Fluid Specific Heat 
Capacity 

cSHC 2230.901 J/kg/°K 2230.900585 J/kg/°K 

Confirm / Modify Specific Heat 
Capacity 

mSHC 2231 J/kg/°K 2231 J/kg/°K 

Finalised Fluid Specific Heat Capacity SHC 2231.000 J/kg/°K 2231 J/kg/°K 

      

Total Supply Flow Rate Q 100 l/min 0.001666667 m³/s 

      

Figure 16. Example fluidics system information 

Hole(s) Pressure Drop Calculator      
      

Number of Holes Nh 664   664   

Hole Length Lh 100 mm 0.1 m 

Hole Diameter Øh 3 mm 0.003 m 

Flow Through Singular Hole Qh 0.151 l/min 2.51004E-06 m³/s 

Pressure Drop ΔPh 0.197 Bar 19664.54054 Pa 

Hole Cross Sectional Area Ah 7.069 mm² 7.06858E-06 m² 

Velocity in Hole Vh 0.355 m/s 0.355098043 m/s 

Suggested Min. Hole Diameter Øhs N/A mm N/A m 

Total Time in Hole Th 0.282 s 0.281612365 s 

Oil Penetration Depth(s)      
       

Diameter 
of Hole 
(mm) 

Diameter 
of Core 
(mm) 

Area of 
Hole 
(mm²) 

Area of 
Core 
(mm²) 

Area of 
Non-
Core 
(mm²) 

Ratio of 
Controlled 
to 
Uncontrolled 

Percentage of 
Controlled to 
Uncontrolled 

2 0 3.142 0.000 3.142 1.000 100.0% 

2.5 0.5 4.909 0.196 4.712 0.960 96.0% 

3 1 7.069 0.785 6.283 0.889 88.9% 

3.5 1.5 9.621 1.767 7.854 0.816 81.6% 

4 2 12.566 3.142 9.425 0.750 75.0% 
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Abstract 
 
Handling thin, fragile substrates is a challenging and critical task in semicon industry, where any physical contact between substrate 
and system is a risk. Thus, handling systems without any physical contact are needed. Based on the active air-bearing working 
principle, contactless handling systems have previously been developed requiring high supply pressure and deep vacuum air, in which 
the handling performance  is proportional to the pressure difference. In other words, a high pressure difference is desired for better 
dynamic response resulting in higher acceleration for rapid substrate transport and positioning. In the previous research, a deep 
vacuum pressure pv was required to obtain a high pressure difference and thus a high traction force. However, a deep vacuum supply 
is expensive and it is hard to maintain. Therefore, in order to make the best use of the vacuum source, a new air-bearing surface 
design with compliant surface elements has been developed in which a high pressure difference is realised without requiring a deep 
vacuum supply. According to the simulation results using COMSOL, the new surface design has pushed the boundary of the actuation 
performance further with the same vacuum air pressure. The optimized contactless handling and positioning system is capable of 
driving a 100-mm silicon wafer with over 0.3 g acceleration. 
 
Contactless, Handling, Air-bearing, Vacuum.         

  

1. Introduction   

As high-end electronics industries advance, the 
optimization and continual reduction of integrated chip 
feature sizes are pursued to attain lighter and more compact 
configurations. In semiconductor manufacturing, microchips 
are crafted on thin silicon substrates, with efforts directed 
towards decreasing substrate thickness to lower production 
costs. Nevertheless, when substrate thickness falls below 200 
µm, the substrates become highly fragile, posing a risk of easy 
damage during manufacturing processes [1]. 

Thus, how to handle this kind of substrate for achieving 
miniaturization and higher productivity simultaneously has 
become a fundamental issue. Using the active air-bearing 
working principle, contactless handling systems have 
previously been developed requiring high supply pressure 
and deep vacuum air [2]. In the previous research, a deep 
vacuum pressure pv was required to obtain a high pressure 
difference and thus a high traction force due to the pressure 
equilibrium condition. 

Nonetheless, a deep vacuum supply proves to be costly and 
challenging to sustain. To optimize the utilization of the 
vacuum source, an innovative approach has been introduced. 
This involves the development of a new air-bearing surface 
design featuring compliant surface elements, which achieves 
a high pressure difference without the need for a deep 
vacuum supply. 

2. Compliant Design   

A contactless handling system has been proposed with a 
deformable air-bearing surface by Vuong [2]. As implied by 
the name, this design has the capability of deforming or tilting 
the air-bearing surface by actuating the bottom plate to 

generate viscous force for driving substrates. However, the 
developed system has an issue concerning manufacturability. 
In detail, each actuator cell contains more than five individual 
parts, posing a big challenge for assemblage. In addition, the 
corresponding high pressure difference relies on the deep 
vacuum supply due to the surface configuration. 

 
Figure 1. Cross-section view of the designed contactless actuator 
for handling system with compliant elements implemented. 

 
Figure 2. Working principle of single unit cell with the deformable air-
bearing. 
 

Given this challenge, a novel compliant deformable air-
bearing surface is designed, which consists of many 
compliant-based actuation unit cells. This whole mechanical 
structure contains two monolithic parts, the top part with a 
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deformable surface and the middle part with air supply 
channels. It can be seen that the mechanical structure is 
compact and easy to assemble. Compared with the original 
deformable surface concept, in the new system all the 
deformable air-bearing surfaces of the actuation unit cells are 
integrated into one monolithic component. This monolithic 
mechanical feature enables the whole system to be built with 
much less effort and cost. 

In addition to the good manufacturability, the new design 
features a different pressure configuration of the air bearing 
surface, which enables the system to have higher pressure 
difference without deep vacuum supply. Specifically, it has 
two independent regions including the deformable one and 
the outer vacuum one for each unit cell (see Figure 3), where 
the outer vacuum region makes a huge pressure bias for the 
pressure equilibrium condition. 

For the design without the vacuum area: 

∫𝑝𝑎𝑑𝐴 ≈ ∫
𝑝𝑖𝑛 + 𝑝𝑚

2
𝑑𝐴. 

where 𝐴 is the total area, 𝑝𝑎 is the pressure of ambient air, 
𝑝𝑖𝑛  is the inlet high pressure, 𝑝𝑚  is the outlet vacuum 
pressure. 

Then we can get the pressure difference: 
∆𝑝1 = 𝑝𝑖𝑛 − 𝑝𝑚 ≈ 2(𝑝𝑎 − 𝑝𝑚). 

For the new design with the vacuum area: 

∫𝑝𝑎𝑑𝐴 ≈ ∫𝑝𝑚𝑑𝐴𝑣 +∫
𝑝𝑖𝑛 + 𝑝𝑚

2
𝑑𝐴𝑑 . 

where 𝐴𝑣  is the vacuum area and 𝐴𝑑  is the working 
deformable area. 

As shown in Figure 3, the equation can be re-written as 
follows: 

𝑝𝑎𝑙
2 ≈ 𝑝𝑚(𝑙

2 − 𝜋𝑟2) +
𝑝𝑖𝑛 + 𝑝𝑚

2
𝜋𝑟2. 

where 𝑙 is the length of the whole square, 𝑟 is the radius of 
the deformable circle. 

Then we can get the pressure difference: 

∆𝑝2 = 𝑝𝑖𝑛 − 𝑝𝑚 ≈ 2(𝑝𝑎 − 𝑝𝑚)
𝑙2

𝜋𝑟2
=

𝑙2

𝜋𝑟2
∆𝑝1. 

It can be seen that ∆𝑝2  is bigger than ∆𝑝1  with a same 
vacuum supply 𝑝𝑚, which means the new configuration have 
more potential for driving performance. 

 
Figure 3. Pressure distribution of the top surface with simplified 
boundary condition. 

3. Simulation and Evaluation 

In order to validate the pressure distribution and the 
traction force performance, COMSOL Multiphysics has been 
used. Firstly, the vacuum pressure is set to 80 kPa (absolute) 
based on the results from the pretests, and the high pressure 
for the air inlet is calculated as 270 kPa according to the 
floating pressure equilibrium condition. With these specific 
settings, the pressure distribution profiles are simulated and 
obtained. As shown in Figure 4, it shows the pressure 
distribution difference between the condition without 
displacement input. It is worthwhile mentioning that a 
modular design has been adopted for 100-mm wafer with 
seven unit cells in hexagon shape. 

 
Figure 4. Pressure distribution of the air-bearing surface with seven 
unit cells. 

Given the pressure distribution profiles, the traction force 
can be generated by having some displacement inputs (the 
displacement 𝑑𝑥  in Figure 2b). As shown in Figure 5, the 
traction forces with different displacement inputs are 
collected, which shows that 34 mN actuation force is achieved 
with 20-µm input. For 100-mm wafer, it can provide more 
than 0.3g acceleration. 

 
Figure 5. Simulation results of traction force performance with 
different displacement inputs. 

4. Conclusion   

Contactless handling systems have great potential for 
handling fragile substrates carefully. Substrates can be 
transferred, actuated, and positioned in a mechanical 
contact-free manner to prevent breakages and 
contamination. In this work, a contactless handling system 
integrated with a novel compliant active air-bearing surface 
has been proposed, where the compliant elements ensure a 
good manufacturability and high pressure difference for high 
actuation force without deep vacuum needed. Finally, the 
simulation result shows that a maximum actuation force of 34 
mN is validated for 100-mm wafers. 
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Abstract 
 

The optimal combination of machine tool support and foundation type is vital for high precision manufacturing. However, there is 
limited knowledge and few models available for predicting the behavior of a machine tool, including its operational environment. 
The study presents the estimation of the machine tool-support-foundation-subsoil system parameters change onto transmissibility 
change. The analysis was carried out using a finite element model of a vertical lathe with a steel-polymer concrete main frame placed 
on a block type foundation. The purpose of this work is to identify the model parameters that have the significant impact on the 
vibration’s transmissibility. Based on the analysis conducted it was found that the machine tool as well as foundation properties have 
the greatest impact on the transmissibility. 
 

Keywords: machine tool; foundations; transmissibility; vibration isolation 

 

1. Introduction 

Within the construction of the machine tool, many different 
mechanical interfaces can be distinguished. They determine the 
static and dynamic properties of the machine, thus affecting the 
machining efficiency [1]. One such interface is between the 
machine tool and the surroundings it operates in, it consists of 
the following components: (i) machine tool, (ii) support, (iii) 
foundation, and (iv) subsoil [2]. The proper modelling and design 
of mentioned elements is crucial from the point of view of 
vibration isolation and thus the machining performance [3].  

Kono et al. [4] pointed out that the support stiffness greatly 
influences the machine tool rocking vibrations, that deteriorate 
the surface finish of workpieces. In general, greater stiffness of 
machine tool supports can reduce rocking vibrations caused by 
drives of the machine. Conversely, vibrations caused by ground 
disturbances increase. Therefore, the stiffness of machine tool 
supports should be meticulously designed for both levels of 
disturbance. Consequently, the study developed models of 
machine tool supports and contact stiffness proposed by 
Shimizu et al. [5]. In addition, to obtain the necessary 
parameters values, the unit contact stiffness with several 
materials was measured in the normal and tangential directions 
to the interface. This issue has been developed in more detail in 
[6]. 

The later study by Kono et al. [7] provides the methodology for 
tuning the stiffness of machine tool supports. Using the 
previously described contact stiffness approach the 
mathematical relationship between the load of the support and 
its stiffness was established. On this basis, a method of arranging 
supports was proposed to increase their rigidity without the use 
of anchor bolts. The proposed method was applied to increase 
the lowest natural frequency of a horizontal milling machine. In 
the result it was increased by 15–55 % compared to popular 
placements schemes of three supports. The method was then 
further developed in [8]. The similar problem was also analyzed 
by Lin and Li [9] and  Havlik et al. [10]. 

Mori et al. [11] addressed the issue of minimizing rocking 
vibrations using the viscoelastic damper support developed in 

[12]. Authors developed a model that enables quantitatively to 
estimate the behavior of the damper in the machine tool. Based 
on the model, the damper support system was applied to reduce 
the rocking vibration of three axis vertical machining center. As 
a result, it was found that the damper can attenuate residual 
vibrations approximately 0.5 s shorter than the original 
condition to the steady-state condition. Further studies by Mori 
et al. [13], [14]  concerns a model-based level adjustment 
method, thus supplementing previous work. 

Next to the support, a crucial element of the machine tool-
foundation interface is the foundation itself. It plays a key role 
in damping vibrations transmitted from other machines, it also 
provides the stiffness needed for machines with low structural 
stiffness and is the main element in leveling and aligning the 
machine [15]. 

Tian et al. [16] analyzed the influence of different types of 
concrete foundations and subsoil properties on the dynamic 
characteristic of a heavy-duty machine tools. The analysis was 
performed using a scaled model based on multibody transfer 
matrix method. The established model consisted of elastic 
elements (i.a. bed, transverse beam, foundation) and rigid 
elements (i.a. spindle, slides) interconnected by experimentally 
identified joint interface elements. Based on the model, an 
analysis of the impact of the size of the foundation and the 
stiffness of concrete and subsoil on the vibration of the tool tip 
was carried out. It was found that increase of foundation size 
significantly increases decaying tool tip vibrations, the concrete 
stiffness has rather insignificant influence, and in the case of 
subsoil, as it becomes stiffer, the maximum displacement of the 
dynamic response at the tool tip decreases, but the number of 
oscillations increases. The work was developed in [20]. 

Cai et al. [17] analyzed the efficacy of different types of 
isolation trenches used in machine tool foundations. The 
conducted analysis was based on a finite element model of  
a heavy-duty machine tool and its foundation-subsoil 
interaction. Based on fractal theory the equations for calculating 
the stiffness and damping of these interactions were 
determined. Next, using a cloud computing the effectiveness of 
the varied materials used to fill the isolation trench to different 
depths, widths, lengths, and locations were examined. It was 
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found that the open trench and concrete-filled trench exhibited 
the best isolation compared to the other materials, moreover 
the increasing depth of the trench showed promising effects in 
comparison to changing the width and length of the trench. 

Although the previously cited works on modeling foundations 
consider both subsoil properties and foundation-subsoil 
interactions, the subsoil seems to be only briefly analyzed.  

Summing up the review of the literature, it can be stated that, 
despite the considerable achievements in the field, there is 
currently no coherent modeling method that considers the 
interactions occurring at the machine tool-support-foundation-
subsoil system. Hence, the purpose of this work can be 
formulated as follows: identification of the model parameters 
that have the most significant impact on the transmissibility of 
vibrations. The identification of these parameters should 
contribute to the development of an effective methodology for 
modeling machine tool-support-foundation-subsoil systems 
and, as a result, its further optimization. 

The paper is structured as follows. Section 2 presents the 
fundamentals of transmissibility analysis and finite element 
model of a machine tool used in the study. In Section 3, contains 
the results of the analysis of the machine tool-support-
foundation-subsoil system parameters change onto 
transmissibility change. In Section 4, discussion of the results 
obtained was carried out. Section 5 contains the final 
conclusions that summarize the most important observations 
presented in the paper. 

2. Methodology 

2.1. Fundamentals of vibration transmissibility      
The fundamental understanding of vibration transmissibility, 

begins with the relationships between responses and forces in 
terms of receptance: if one has a vector 𝒇𝐴 of magnitudes of the 
applied forces at coordinates 𝐴, a vector 𝒙𝑈 of unknown 
response amplitudes at coordinates 𝑈 and a vector 𝒙𝐾  of known 
response amplitudes at coordinates 𝐾 [18]. The relation 
between a set of responses 𝒙 and the applied forces 𝒇 is given 
by the frequency response matrix 𝑯, which can be written as: 

 𝒙 = 𝑯𝒇 (2) 

Next, if the only non-zero generalized forces are 𝒇𝑨 one can 
write: 

 𝒙𝑈 = 𝑯𝑈𝐴𝒇𝐴 (3) 

 𝒙𝐾 = 𝑯𝐾𝐴𝒇𝐴 (4) 

where 𝑯𝑈𝐴 and 𝑯𝐾𝐴 are the receptance frequency response 
matrices relating coordinates 𝑈 and 𝐴, and 𝐾 and 𝐴, 
respectively. Eliminating 𝒇𝐴 between Eq. (3) and Eq. (4), it 
follows that: 

 𝒙𝑈 = 𝑯𝑈𝐴𝑯𝐾𝐴
+ 𝒙𝐾 (5) 

where 𝑯𝐾𝐴
+  is the pseudo-inverse of 𝑯𝐾𝐴. Hence, the 

transmissibility matrix is defined as: 
 𝑻𝑈𝐾

(𝐴)
= 𝑯𝑈𝐴𝑯𝐾𝐴

+  (6) 

The set of coordinates where the forces are applied need not 
coincide with the set of known responses. The only restriction is 
that – for the pseudo-inverse to exist – the number of 𝐾 co-
ordinates must be greater or equal than the number of 𝐴 co-
ordinates. 

 
2.2. Finite element model of machine tool  

The analyzed machine tool is a lightweight vertical lathe with 
steel-polymer concrete frame. The frame of the lathe is a welded 
structure composed of steel hollow profiles which are filled with 
polymer concrete, this increases the structure dynamic stiffness.  

The finite element model of a lathe in question was built using 
the Midas NFX preprocessor [19]. The model consisted of 

347,655 degrees of freedom and 92,703 finite elements. The 
detailed description of the model can be found in [20] and [21]. 
The structural loop and finite element model of the lathe in 
question was depicted in Figure 1. 

  
Figure 1. Vertical lathe with steel-polymer concrete frame: structural 
loop (a) and finite element model (b). 

For the purposes of the presented analysis, the remaining 
elements of the machine tool-environment interface had to be 
considered in the machine tool model, i.e. (i) support, (ii) block 
type foundation, and (iii) subsoil. The model of the machine tool-
support-foundation-subsoil system is depicted in Figure 2. 

 
Figure 2. Simplified model of the machine tool-support-foundation-
subsoil system. 

To describe the damping of the subsoil model a complex 
stiffness damping was used, thus damping matrix 𝑪 can be 
expressed as [22]: 

 𝐂 = jη𝑲 (7) 

where: 𝑲 – model stiffness matrix; 𝑗 – imaginary unit, η – loss 
factor. 

Next, using Nastran Solver (SOL108) direct frequency response 
analysis was conducted, the excitation force placement and 
response measurement points were depicted in Figure 3. 

 
Figure 3. Direct frequency response analysis setup. 
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3. Results      

Based on the finite element model developed, the analysis of 
how the change of machine tool-support-foundation-subsoil 
system parameter values influences the vibration 
transmissibility, was conducted. The mass-spring-damping 
properties (i.e., Young's moduli, densities, and loss factors) of 
each of the system components were changed (increased by a 
10 %) and then the resulting transmissibilities were compared to 
the original system case. The analysis was carried out in three 
perpendicular directions (consistent with the axes adopted in 
Figure 1 and Figure 3). The exemplary results: (i) transmissibility 
from foundation to tool 𝑇𝐹𝑇  and (ii) transmissibility from 
foundation to workpiece 𝑇𝐹𝑊 in X direction, are depicted in 
Figure 4. 

 
Figure 4. Comparison of transmissibilities in X axis – logarithmic scale. 

Analyzing the obtained results, the differences are barely 
visible (slightly better on a linear scale, but still). This is due to 
the sensitivity analysis method adopted, where a 10 % change in 
the parameter was assumed. This allowed to avoid distorting the 
actual relationship between the parameters describing 
individual elements of the machine tool-support-foundation- 
subsoil system, although the obtained differences are not vivid 
(this does not mean that the system parameters have negligible 
impact). To present the impact of individual parameters more 
clearly on the change in transmissibility, it was decided to 

introduce the indicator ∆ that describes the difference between 
compared transmissibilities: 

∆𝐹𝑇,𝐹𝑊= ∑ |𝑻𝐹𝑇,𝐹𝑊
𝑜𝑟𝑖𝑔

(𝜔𝑖) − 𝑻𝐹𝑇,𝐹𝑊
𝑖𝑛𝑐 (𝜔𝑖)|

𝜔𝑒𝑛𝑑
𝜔𝑠𝑡𝑎𝑟𝑡

∙ 100 %  (8) 

where: 𝑻𝐹𝑇,𝐹𝑊
𝑜𝑟𝑖𝑔

(𝜔𝑖) – vector of original system transmissibility 

between foundation and tool (FT) or foundation and workpiece 

(FW); 𝑻𝐹𝑇,𝐹𝑊
𝑖𝑛𝑐 (𝜔𝑖) – analogously determined vector for a system 

with increased parameter values. 
The ∆ indicators for tool ∆𝐹𝑇 and workpiece ∆𝐹𝑊, were 

calculated for each parameter and then normalized within 
subsequent directions to maximum value. The results were 
depicted on a bar plot in Figure 5.  

 
Figure 5. Sensitivity analysis results, the ∆ indicators values. 

4. Discussion 

Analyzing the obtained results, the properties of the machine 
tool itself have the greatest impact on the vibration 
transmissibility. And here, of course, the variability of the 
properties characterizing the structural loop of the machine may 
be significant, although the user often does not have the 
opportunity to shape them. However, the user may influence 
the properties of a subsoil-foundation-support system on which 
the machine will rest. Analyzing these, it can be noticed that the 
most significant are properties of foundation as well as mass and 
damping of a subsoil.  

The subsoil seems to be particularly interesting due to the 
significant possibility of shaping or selecting its properties – the 
selection of various materials often significantly differing in the 
values of individual properties [23]. However, in order to fully 
exploit this potential, the selection of subsoil should be 
preceded by a model analysis of the solution. Thus, particular 
care must be taken in case of subsoil modeling. However, the 
literature states that it is extremely difficult to map the subsoil 
properties [24].  

Moreover, the relationships between subsoil properties and 
machine tool dynamics may be not so obvious in real life 
application (it should be stressed that the presented research 
only covers sensitivity analysis of independent parameters of 
mass-spring-damping properties of the system in question), 
since with increased subsoil stiffness comes the increased 
subsoil mass (increased compaction of subsoil), with increased 
mass of foundation comes the increased subsoil compaction, 
etc. 
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When it comes to analyzing the support, it can be seen that in 
all three directions its stiffness seem to have only a limited 
impact, which in fact coincides with the studies presented by 
Kono et al. [7], [8] and Mori et al. [13], [14]. This does not mean, 
however, that support properties do not determine the nature 
of rocking modes that characterize the machine tool. This is still 
a significant part of the system, although of less importance 
compared to the others analyzed components. However, when 
it comes to support damping, it is clear that it has a significant 
impact on vibration transmissibility. Hence, the search for 
methods to increase support damping seems particularly 
justified and appropriate [11], [12]. 

The presented research should be treated as a preliminary 
study. Its main limitation is the lack of incorporating the 
damping at the foundation-subsoil interface in the model. 
Moreover, the analysis of only one machine tool and one type of 
foundation makes it difficult to generalize the observations at 
this stage. 

5. Conclusions      

Despite significant progress in modeling the static and 
dynamic properties of machine tools, there is still a lack of a 
consistent methodology that considers subsoil, foundations and 
supports.  

The paper presents an analysis of machine tool-support-
foundation-subsoil system parameters change onto vibration 
transmissibility change. Based on a finite element model 
established it was found that foundation properties as well as 
the properties of a machine tool itself have the greatest impact 
on vibration transmissibilities. The other factors that have a 
significant impact on the vibration transmissibility are damping 
of the subsoil and the support. Therefore, in case of modelling a 
particular care must be taken in modeling them. Additionally, an 
important aspect to consider is the incorporation of foundation-
subsoil interaction into the analysis, as this aspect can contribute 
to additional system damping [25], [26] .  

Further work should include the analysis of diverse types of 
foundations as well as the different structural loops and sizes of 
machine tools.  
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Abstract 
 
Chatter vibrations lead to poor surface finish and tool wear. A reliable chatter detection is prerequisite for its avoidance. The paper 
presents the lathe spindle equipped with displacement sensors used to detect chatter vibrations. The sensors are integrated with the 
machine tool through communication with the CNC control system and protected against cutting fluids and chips. The data collected 
during machining is used to calculate the chatter indicator which is based on the multiple sampling per revolution procedure. The 
use of displacement sensors made it possible to define an additional indicator that allows distinguishing between the appearance of 
chatter vibrations and the entry or exit from the workpiece. This, in turn, allowed the use of an artificial neural network as a machining 
state classifier, characterised by a simple structure which positively contributes to computational efficiency. The network was trained 
and the optimal number of input parameters was elaborated. The neural network is an integral part of the chatter detection algorithm 
which operates on data updated every revolution of the spindle. The use of the neural network eliminated the need to determine 
the threshold value, which was an obstacle to the autonomy of the detection process. Numerous experimental tests have confirmed 
the reliability of the proposed algorithm.  
 
intelligent spindle, chatter, detection of chatter        

 

1. Introduction   

Regenerative chatter leads to a poor surface finish, premature 
tool wear and in extreme cases machine tool damage. 
Therefore, it is very important to monitor the occurrence of 
chatter vibrations. Researchers use various signals such as 
accelerometers, microphones, AE sensors, force sensors for 
monitoring the cutting process [1]. Frequently accelerometers 
used for chatter detection in turning are attached to the tool [2]. 
This limits applicability to the machining process without 
coolant. Force sensors can be used for effective chatter 
detection [3] but the main limitation is a frequency bandwidth 
and price of dynamometers. Sound signals are used by many 
researchers to detect chatter [4,5]. The main disadvantage of 
microphones is their susceptibility to interference from the 
environment. Hence, their use in industry may not be as 
effective as in laboratory applications.   

Acquired signals are processed to extract features sensitive to 
the chatter occurrence. Frequently chatter detection methods 
are based on threshold criterion i.e. chatter is identified when a 
chatter indicator exceeds a preset threshold value. Establishing 
a threshold value usually requires processing a large, even huge, 
number of signals and classifying them into chatter/stable cases. 
A necessity to perform tests required for establishing a 
threshold value is an obstacle in the autonomation of the 
monitoring process. Several researchers proposed methods for 
automated threshold calculation. Albertelli et. al. [6] used signal 
collected before entering in the workpiece and applied 3𝜎 
principle to autonomously compute threshold value. Li et. al. [7] 
compared the difference of power spectra entropy determined 
for the unfiltered signal and signal with removed harmonics of 
spindle rotational speed. Unfortunately, despite universal 

threshold value, this method cannot be fully automated because 
it requires the identification of natural frequencies prior to the 
cutting process.  

Recently more and more intelligent algorithms are used for 
chatter detection. Intelligent algorithms used for chatter 
detection include support vector machine [8], neural network 
[9], k-means clustering algorithms [10], self-organizing map 
algorithms [11]. These methods provide better robustness and 
adaptability to changing cutting conditions than threshold 
methods but require a lot of data for training procedure. Rahimi 
et. al. [12] presented chatter detection with a hybrid machine 
learning and physics based model. Diagnostic decision is based 
on the output from machine learning algorithm combined with 
energy ratio [13]. Machine learning algorithm distinguishes 
between chatter and transient states whereas physical-based 
approach improved chatter detection accuracy. Although the 
reduction of the network architecture to achieve better 
computational efficiency was performed, the time needed to 
build the spectrogram and perform calculations is still 
significant.  

This paper proposes an application of displacement sensors 
for chatter detection in turning. The sensors are integrated with 
the machine tool through communication with the CNC control 
system and protected against cutting fluids and chips. Because 
the sensors enable measurement of the DC component, entry 
and exit from the material can be distinguished from chatter 
occurrence. Consequently, a very simple neural network could 
be used to determine stable and unstable states. Input 
parameters to a neural network include chatter indicator and its 
standard deviation. Chatter indicator proposed in the paper is 
calculated using once-per-revolution sampling [14,15]. In this 
paper, chatter indicator is constructed which is adapted to 
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handle signals coming from sensors not located in close 
proximity of the cutting process.  

2. Experimental setup 

Cutting tests were performed on AFM TAE 35 horizontal lathe 
equipped with the EddyLAB T05-G-KA-112 displacement 

 
Figure 1. Experimental setup a) location of the sensors, b) spindle with 
built-in sensors, c) electrical cabinet equipped with signals conditioning 
unit, A/D converter and computer, d)scheme of the monitoring system 

sensors integrated with the lathe spindle. The sensors measure 
relative displacements between the headstock and the spindle 
(Figure 1a). The sensors are protected from metal chips and 
cutting liquids enabling industrial application of the system 
(Figure 1b). Signals from the sensors are transferred to the TX2-
24-16-420A signal acquisition and conditioning module. This 
module is connected to the National Instruments A/D converter 
NI9234 and the NI9162 USB module with a sampling frequency 
of 51.2 kHz. This system is connected to a DELL OptiPlex 3090 i5 
computer. The above elements are placed in the machine's 
electrical cabinet, as shown in Figure 1c. The general scheme of 
the chatter detection system is shown in Figure 1d. Figure 2 
presents an illustration of cutting tests carried out to confirm  

 
Figure 2. Basic parameters of the cutting tests 

the effectiveness of chatter detection. The cutting tests were 
carried out for 3 workpieces with 3 sets of cutting parameters. 
The parameters of the cutting tests are given in Table 1.  

Table 1 Cutting parameters used in experimental tests 

 D [mm] L [mm] ap ap ap f [mm/rev] 

 30 190 0.5 1.5 2.0 0.15 

 35 205 0.5 1.5 2.0 0.15 

 40 220 0.5 1.5 2.0 0.15 

N [rpm] 1400 1700 1700  

3. Computation of chatter and machining indicators 

Signals from displacement sensors are denoted to as X(t) and 
Y(t). Then amplitude calculated as: 

𝑅(𝑡) = √𝑋(𝑡)2 + 𝑌(𝑡)2   (1) 
is used to build the Rk matrix. Each row of the matrix 
corresponds to one revolution. The matrix is updated every 
revolution. Assuming that  𝑛𝜏 samples are recorded during one 
revolution and considering 3 subsequent revolutions, this matrix 
takes form: 

𝑹𝒌 = [

𝑅(𝑘−3)𝑛𝜏+1 𝑅(𝑘−3)𝑛𝜏+2 ⋯ 𝑅(𝑘−2)𝑛𝜏

𝑅(𝑘−2)𝑛𝜏+1 𝑅(𝑘−2)𝑛𝜏+2 ⋯ 𝑅(𝑘−1)𝑛𝜏

𝑅(𝑘−1)𝑛𝜏+1 𝑅(𝑘−1)𝑛𝜏+2 ⋯ 𝑅𝑘𝑛𝜏

].  (2) 

Standard deviation estimator is calculated for each column of 
the matrix: 

 �̂�:,𝑗 =
𝑇:,𝑗

𝛼3
,     (3) 

where 𝑇:,𝑗 is range of the j-th column, 𝛼3 is statistical constant.  

Finally, these values are averaged to calculate chatter indicator 
at k-th spindle revolution:  

𝐶𝐼(𝑘) =
1

𝑛𝜏

∑ �̂�:,𝑗
𝑛𝜏
𝑗=1 .    (4) 

 
Figure 3. Comparison of the chatter indicator (CI) and standard deviation 
calculated once per revolution during stable cut 

Neural network model applied in the monitoring algorithm uses 
standard deviation of the chatter indicator calculated as: 

�̂�(𝐶𝐼(𝑘)) = √ 1

𝑛𝜏−1
∑ (�̂�:,𝑗 − 𝐶𝐼(𝑘))

2
𝑛𝜏

𝑗=1 . (5) 

Figure 2 shows chatter indicator (black line) and standard 
deviation calculated for a single column during stable cut. Large 
variability of non-averaged standard deviation standard makes 
it unsuitable for a reliable chatter detection.  
Transient states i.e. entry into the workpiece and exit from the 
workpiece result in an increase of chatter indicator. So, to avoid 
false alarms an additional machining indicator (MI) is 
introduced. Application of displacement sensors enabled 
measurement of the DC component of spindle deflection. This 
component changes during transient states. Hence, when the 
tool enters (or leaves) the workpiece DC component of R(t) 
signal changes at each rotation. This is reflected by the range of 
average values of R(t) calculated over present (k) and two 
preceding revolutions: 

𝑀𝐼(𝑘) = max(�̅�𝑘, �̅�𝑘−1, �̅�𝑘−2) − min(�̅�𝑘 , �̅�𝑘−1, �̅�𝑘−2), (6) 
where: �̅�𝑘 , �̅�𝑘−1, �̅�𝑘−2 are averages of the rows of 𝑹𝒌 matrix.  
Transient states are identified when MI exceeds threshold 
values determined during air-cutting as: 

𝑈𝐶𝐿(𝑀𝐼) = 𝐷4(3)𝑀𝐼̅̅ ̅̅
𝑎𝑐 = 2.575𝑀𝐼̅̅ ̅̅

𝑎𝑐.   (7) 
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Figure 4. Displacement amplitude, chatter indicator (CI) and machining 
indicator (MI) - identification of tool entry 

Figure 3 presents signal R(t), chatter indicator CI and machining 
indicator MI during stable cut. As tool enters the workpiece 
machining indicator exceeds threshold value (red line). Hence, a 
transient state is identified and corresponding chatter indicator 
is neglected. The decrease of the machining indicator below the 
threshold means full entry into the material. Further 
classification of the state i.e. labelling states as stable or chatter 
is performed by the neural network.  
 
4. Artificial neural network    
 

The assumption when selecting the structure of the neural 
network was its simplicity. Low number of operations performed 
by a neural network enables real-time operation of the 
monitoring system. Moreover, it requires small amount of data 
for teaching purposes which is beneficial when implementing 
the monitoring system in industrial plants producing small 
production batches. Limitation of detectable states to two 
(stable and chatter) is a major contributor to network 
simplification. Hence, the neural model consists of only one 
perceptron – general schema of the perceptron and transfer 
function used are shown in Figure 5, 

 
Figure 5. Neural network model 

 
4.1. Selection of features 

   Time domain features were selected as the inputs to the 
neural network. Selected features include mean value, standard 
deviation, variance of chatter indicator and Y axis displacements. 
These features were calculated from signals corresponding to air 
cut and steady-state cut (Table 2). The cutting tests used for 
training and validation of the network were carried out with 
parameters given in Table 1. Hence, 9 different cutting 
configurations were used. Each configuration was repeated 3 
times which gives 27 cutting tests. Cutting tests with depth of 
cut equal 0.5 mm were stable (9 cuts), whereas remaining 18 
cuts (ap=1.5; 2.0 mm) were unstable. Training of the neural 
network was performed using 18 cutting tests (12 unstable and 
6 stable). The rest of the data (6 unstable and 3 stable cuts) were 
used for the neural network validation. Initially, the net with 12 
input was designed and trained. Then the number of inputs was 
gradually reduced to two inputs. Finally, 10 models with 
different combinations of inputs were subjected to training 
procedure.  

 
It turned out that nets with only two inputs (Model no. 9 and 10) 
could not be successfully trained. Therefore, in order to 
minimize number of inputs, the neural network with 4 inputs 
(Model no. 7) was chosen for further investigation. Figure 6 
shows mean values of chatter indicator during air cutting and 

 
Figure 6. Values of chatter indicator during air cutting (Y-axis) and cutting 
(X-axis) during stable (blue) and unstable (red) cuts 

actual cutting. Blue and red markers correspond to stable and 
unstable cuts respectively. These two sets intersect which 
means that such a combination of input parameters is not 
capable of distinguishing between stable and unstable cuts. 
Obviously, determination of the universal threshold values is 
impossible due to observed overlap in chatter indicator values 
for stable and unstable cuts.  

5. Application of the method for on-line chatter monitoring      

Monitoring of the cutting process can be described by the 
following steps: 

1. Start of the cutting. The machine executes instructions 
from the G-code. One of the preliminary instructions 
executed after is initialization of the monitoring process 
(M500). Sensors begin to record signals. Matrix 𝑹𝒌 is 
built. 

2. Check whether 𝑀𝐼(𝑘) exceeds threshold value. 
Exceeding threshold value means entry into the 
workpiece. Data recorded before tool entrance is used to 
calculate mean value and standard deviation of 
𝐶𝐼𝑎𝑖𝑟_𝑐𝑢𝑡𝑡𝑖𝑛𝑔(𝐶𝐼̅̅ ̅

𝑎𝑖𝑟_𝑐𝑢𝑡𝑡𝑖𝑛𝑔, �̂�(𝐶𝐼𝑎𝑖𝑟_𝑐𝑢𝑡𝑡𝑖𝑛𝑔)).  

3. After 𝑀𝐼(𝑘) decrease below threshold value, chatter 

indicator CI(k) and standard deviation  �̂�(𝐶𝐼(𝑘)) are 

calculated at each workpiece rotation. These values along 
with the 𝐶𝐼̅̅ ̅

𝑎𝑖𝑟_𝑐𝑢𝑡𝑡𝑖𝑛𝑔  and �̂�(𝐶𝐼𝑎𝑖𝑟_𝑐𝑢𝑡𝑡𝑖𝑛𝑔)) are fed to the 

neural network. The neural network returns one from 
two possible states: “stable” and “chatter”.  

4. If chatter is detected the monitoring algorithm changes 
the spindle speed to match rotational frequency 
harmonic with natural frequency by taking into account 
permissible cutting speed as 𝑁𝑜𝑝𝑡 = 60fc/k with 𝑘 =

1,2, …, fc – chatter frequency. 

Table 2 Tested neural network models 
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Otherwise, the spindle speed is kept constant. In both 
cases four input parameters are continuously fed to the 
neural network (Step 3 is repeated). 

5. Check whether 𝑀𝐼(𝑘) exceeds threshold value. 
Exceeding threshold value means exit from the 
workpiece.  

 
Effectiveness of the chatter monitoring was verified using all 

data employed for training and validation. Also additional 9 
cutting tests were used. It must be noted that according to the 
algorithm presented above, the parameters fed into the neural 
network are updated every rotation contrary to the training 
process when a single value of each parameter was used.  

 

 
Figure 7. Detected machining states during unstable cut. Cutting 
conditions: ap=1.5 mm, N=1700 rev/min, D=35 mm, L=205 mm  

 
Figure 8. Detected machining states during stable cut. Cutting 
conditions: ap=0.5 mm, N=1400 rev/min, D=35 mm, L=205 mm 

 
Figure 9. Detected machining states during unstable/stable cut. Cutting 
conditions: ap= 0.5mm, N=1800 rev/min, D=40 mm, L=205 mm 

Figures 7-9 present performance of the method. The machining 
indicator detects entrance and exit from the workpiece. Then 
the neural network is activated to qualify state as stable or 
unstable. It is observed in Figure 9 that NN returns value “1” 
(chatter) after the tool leaves the workpiece. This is associated 
with rapid motion with high acceleration and deceleration 
causing vibration but having no effect on DC component of the 
displacement signals. Hence the machining indicator remains 
below threshold value and the state is qualified as “air cut”.  

5. Conclusion      

The requirements for the proposed chatter monitoring system 
were integration with the machine tool, reliability of inference, 
computational efficiency and autonomy. Integration with the 

machine tool means communication with the machine tool's 
CNC system and a sensors location that does not limit the 
machine tool's machining capabilities including use of cutting 
fluids. The proposed system meets these conditions, which 
made it impossible to locate the sensors close to the cutting 
point. However, the proposed CI, thanks to averaging, allows 
reliable evaluation of the process state. Autonomy of the system 
was achieved by using the neural network. An additional 
advantage of the proposed neural network is simplicity, which 
translates into computational efficiency.   
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Abstract 
 
High-precision disturbance rejection systems that exploit the low stiffness of electromagnetic actuators are susceptible to positioning 
errors stemming from excessive heat dissipation and thermal expansion under sustained actuation loads. Conventional vibration 
isolators and gravity compensators utilise permanent magnets to compensate for static forces, generating a position-dependent 
magnetic flux bias between the stator and the mover. This static compensation force can be varied by displacing either the mover or 
the magnets. Displacement of the mover is often not admissible and moving the magnets can substantially restrict bandwidth and 
complicate the mechanical design. As an alternative, recent research has sought to control the bias flux by altering the magnetisation 
level of the low coercivity magnets in-situ. Due to the nonlinear variation in magnetic flux during magnetisation pulses, a secondary 
actuator is required to maintain control over force; however, introducing two actuators is often infeasible due to space restrictions. 
Combining a traditional reluctance actuator and the Tunable Magnet Actuator in a single stator-core design allows to share the 
biasing flux, resulting in a much more compact design. This paper presents a magnetic equivalent circuit-based modelling approach 
to describe such a combined actuator, with which the ability to generate a smooth increase in force is demonstrated. Lastly, a tuning 
algorithm using the least possible energy for magnetising the Tunable magnet is experimentally validated.  
 

Actuator, design method, mechatronic, modelling 

 
 

1. Introduction   

Magnetic actuators have an extensive history of use in high-
precision machines. They offer an ability to track precise and fast 
motions with no direct contact, and thus with no friction and 
particle generation. However, as the limits in throughput of 
high-precision machines are pushed, thermal dissipation from 
actuated stages with higher actuation forces becomes a source 
of positioning errors due to thermal expansion [1]. This is a 
particular cause for concern in gravity-compensating stages with 
quasi-statically varying normal and torsional loading conditions. 

A new form of reluctance actuator incorporating a Low 
Coercive Force (LCF) magnet within the stator core that can be 
tuned between remnant magnetisation states may provide an 
energy-efficient solution for sustained actuation forces. In [2] 
such an actuator is combined with a Lorentz coil actuator for 
gravity compensation of quasi-statically varying loads. Another 
concept of a Tunable Magnet (TM) actuator is further explored 
in a design where High Coercive Force (HCF) NdFeB magnets are 
integrated to give bi-directional and linear control of the 
actuation force through control of the magnetisations states [3].  

Here we show that the topology described in [3] can be 
furthered to include an additional reluctance force to 
compensate for unwanted dynamics during magnetisation 
pulses, resulting in a compact design that removes the need for 
separate parallel actuators as in [2]. 

2. Lumped model 

The duration and energy of magnetisation pulses depend 
on the voltage across the magnetising coil and the initial 
magnetisation state of the magnet. In a lumped parameter 
approximation of the TM actuator, the voltage 𝑉 and current 𝑖 
in the electric circuit is given by (1), and the magnetomotive 

force (MMF) ℱ across and magnetic flux 𝜙 through equivalent 
magnet circuit components by (2). 

𝑉 = 𝑖𝑅 + 𝑑𝜆/𝑑𝑡, 𝜆 = 𝑁𝜙, (1) 

ℱ = 𝜙ℛ + 𝛾, 𝛾 = 𝑁𝑖, (2) 

where 𝜆 and 𝛾 are respectively the flux-  and current coupling 
coefficients, 𝑅 is the electrical resistance, ℛ is the  reluctance of 
magnetic bodies, and 𝑁 is the number of turns of the coil. The 
inductive field 𝐻, flux density 𝐵 and ℛ are dependent on the 
length 𝑙 and cross-sectional area 𝐴 of the lumped bodies, 

Magnetomotive force (MMF): ℱ = 𝐻𝑙 (3) 

Flux: 𝜙 = 𝐵𝐴 (4) 

Reluctance: ℛ = 𝑙/𝜇𝐴 (5) 

The permeability 𝜇 is equal to the derivative 𝑑𝐵/𝑑𝐻. From (1) it 
is apparent that the inductance 𝐿 of the coil depends on 𝜇 (6). 

𝑑𝜆

𝑑𝑡
= 𝑁𝐴

𝑑𝐵

𝑑𝑡
=

𝑁2𝐴

𝑙

𝑑𝐵

𝑑𝐻

𝑑𝑖

𝑑𝑡
= 𝐿(𝜇)

𝑑𝑖

𝑑𝑡
 (6) 

Due to magnetic hysteresis, the value of 𝜇 in the TM can change 
by two orders of magnitude during magnetisation, causing 
proportional variations in the inductance of the magnetising coil. 
This nonlinearity is considered through the implementation of a 
Preisach model, while the comparatively anhysteretic B-H 
relation of laminated steel segments is determined from a 
single-value curve (SVC).  As in [4], Eddy current effects in the 
steel are added to the output of the SVC. The resulting nonlinear 
field problem is solved through a method of fixed-point 
iterations described in [5] wherein the B-H relation is linearly 
approximated as a series combination of a reluctance and an 
MMF-source (7) as shown in Figure 1a. In the HCF magnets these 
terms are assumed to be constant. The subscripts: PM, SVC and 
P, in Figure 1, denote the method of estimation for the HCF 
magnets, the laminated steel and the TM, respectively. 

ℱ𝑚 = 𝐻𝑚𝑙𝑚 = 𝜙𝑚ℛ𝑚 + 𝑆𝑚𝑙𝑚 (7) 
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2. Tunable magnetisation and dynamic reluctance forces 

A problem with the magnetisation process is that it requires 
some overshoot of the reference signal. This is shown in Figure 
2a of the results of the lumped parameter model when the 
remnant magnetisation state of the TM is tuned from 0 T to 0.7 
T, requiring a transient magnetisation pulse to 1.2 T. This results 
in a spike in the actuation force at 13 ms in Figure 2b (solid line). 

 To compensate for this spike, an additional coil shown in 
Figure 1a is added to induce a field ℱ𝑐,𝑅  that generates a 

reluctance force without magnetising the TM. To achieve this, 
HCF magnets are placed between the two coils, producing flux 
biases to the magnetic flux through the magnetising coil 𝜙𝑇𝑀 
and non-magnetising coils 𝜙𝑐, while roughly isolating the two 
circuits, as illustrated by the schematic in Figure 1b.  

 The dashed lines in Figure 1Figure 2b show how the 
additional inductor contributes to an actuation force that 
increases relatively smoothly over a 20 ms duration (dotted line). 
The current in both coils subsides to roughly zero when the force 
is constant again at 23 ms, thus mitigating continued joule 
heating. 

Due to the superposition of the flux from the HCF PMs 𝜙𝑃𝑀 
with the controlled flux paths 𝜙𝑇𝑀 and 𝜙𝑐, the actuation force 
on the mover, when centred, is linearly dependent on these 
control inputs based on Maxwell’s stress tensor: 

where 𝜇0 is the permeability of air. 

3. Magnetisation state tuning  

A control algorithm was devised for a demonstrator that 
includes an Alnico 5 (LNG44) magnet (Figure 3a). The algorithm 
uses the modelled method in Figure 2b, whereby a magnet is 
tuned with two consecutive maximum voltage pulses, thus 
expending the least possible amount of energy. 

The algorithm estimates the timing of magnetising pulses 
using look-up tables of linearised hysteretic reversal curves. The 
magnetisation state is manipulated in a range of -1 T to +1 T 
within a Root Mean Squared Error (RMSE) of 7.2 mT [7]. As 
shown in Figure 3c the steady-state flux density error reduces 
for consecutive states with a larger difference in flux density 
|Δ𝐵𝑟𝑒𝑚|. Reversal curves become steeper when the 
magnetisation states are further apart, causing the inductance 
to increase and the rate of magnetisation to reduce. Thus 
reducing the error resulting from sampling delay. The lab setup 
and control algorithm is further detailed in [7]. 

 4. Conclusion    

A model is proposed as a basis for studying the energy 
efficiency of Tunable Magnet Actuators. This model is used to 
demonstrate the feasibility of compactly designing such 
actuators with the ability to exert a smoothly varying force. 
Furthermore, a tuning method is experimentally validated for 
changing the magnetisation state of the Tunable magnet with 
two magnetising pulses, within an RMSE of 7.2 mT.  
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(a) (b) 

Figure 1. (a) An equivalent magnetic circuit of the actuator, where ferromagnetic elements are a series equivalent of a reluctance and an MMF-
source. ℛ𝑔,1−4 are the air-gap reluctances, and ℱ𝑐,𝑇𝑀 and ℱ𝑐,𝑅 are MMFs of the magnetising and non-magnetising coils, respectively. (a) 

Illustration of the flux paths of the TM 𝜙𝑇𝑀, the non-magnetising coil 𝜙𝑐, and the bias-flux of the NdFeB magnets 𝜙𝑃𝑀,1 and 𝜙𝑃𝑀,2.  

 
 

(a) (b) 
Figure 2. Transient change in electric currents, magnetic flux and 
forces during a step change in the actuation force 

𝐹𝑎,𝑥=0 =
4

𝜇0
𝜙𝑃𝑀 (

𝜙𝑇𝑀

𝐴𝑇𝑀
+

𝜙𝑐

𝐴𝑐
), (8) 

   
(a) (b) (c) 

Figure 3. (a) Test setup for remnant magnetisation state tuning (b) 
Measurements of flux density (BTM) and calculated accumulation of 
joule heating (Estep) during 6 random tuning steps. (c) Error across 
2000 remnant magnetisation states initiated by either positive or 
negative current pulses (+irev and +irev, respectively) 
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Abstract 
 

    With the push towards decarbonizing heavy industries such as construction, mining, and long-distance transportation, 

swappable batteries have the potential to enable widespread electrification of these industries using currently available battery 

technology. Kinematic couplings provide an economical and deterministic interface to repeatedly mechanically constrain a body 

at six contact points which we have found to also function as electrical contacts. We propose that a kinematic coupling with 

electrically conducting contact surfaces could improve the simplicity and tractability of a high-power battery swap interface. 

    This paper explores linking known analytical models of Holm’s and Greenwood contact theory to Hertzian electrical contacts 

by comparing experimentally measured contact resistance and metrology data. Contact resistance is predicted analytically, and 

then measured to a precision of 1μΩ up to preloads of 15kN on a 300mm radius contact during both loading and unloading 

cycles. Contacts are machined using a diamond turning operation that enables precise control of both roughness (Ra) and skew 

properties of the finished surface. 

    Additional considerations for contact reliability and lifetime are also explored. Ohmic losses at high currents due to the contact 

resistance could induce an electrical potential across the contact, which in the case of Hertzian surfaces could cause arcing between 

surfaces that are not in contact, and we explore mitigation methods. Thermal performance of the contact is predicted and 

evaluated. Contact welding of smooth surfaces under high currents and pressures are also explored via experimentation, and the 

results are very promising. 

    Hertz theory suggests that larger radii surfaces enable both higher load capacity and increased contact area, which is beneficial 

for structural and electrical loads, but due to manufacturing issues, may decrease the tolerance for misalignment. Therefore, 

analysis is conducted to determine allowable tolerances for the ball-groove geometry to avoid edge loading in the contact. 
 
Measurement, Mechatronic, Resistance, Validation   

 

1. Introduction 

Electrical connections to batteries are typically made with a 
bolted joint connection or high voltage connector with High-
Voltage Interlock (HVIL) if the battery is to remaind fixed. For 
removable or swappable batteries, a flexible blade or multi-
blade “tulip,” connector is generally employed. Swappable 
batteries have been broadly considered in the push towards 
decarbonization in the context of making electric vehicles more 
practical for years, yet have not obtained wide-spread adoption 
[1]. 

A tulip connector or HVIL system still requires mechanical 
alignment and connection. Kinematic couplings, on the other 
hand, have the potential to provide for mechanical and electrical 
connection in a deterministic manner [2]; and thus we explore 
them here as a possible constraining mechanism for swappable 
batteries. Such a contact could widthstand inertial loads, and 
even transfer electrical power with the proper contact design 
and appropriate insulation. This could greatly simplify the 
process for swapping as mechanical and electrical connections 
are created simultaneously, while also providing the potential 
for creating a standard interface to simplify infrastructure 
requirements. For the design of such a system to be valid, the 
electro-mechanical stresses of a kinematic coupling ball-groove 

pair must be characterized and understood especially in the high 
force, and current regimes.   

Previous work in the area of electro-mechanical Hertzian 
contacts is extensive, and generally assumes a weakly-coupled  
model in the form of independent electrical and mechanical 
models for problem simplification [3]. Generally speaking, Hertz 
contact theory is used to predict the stresses on the contact, as 
well as the mechanical contact area which is considered a good 
upper-bound on the area used to calculate electrical contact 
resistance [4]. Several models for contact resistance have been 
proposed including the Holms and Greenwood formulations for 
contact resistance, these models and others (and the 
importance of understanding the concept of contact resistance) 
will be presented in later sections [5][6][7][8]. Many combined 
electro-mechanical models have been previously verified using 
experimental data and Finite Element Analysis (FEA) in the low-
force (<100N), and low-current (<10A) regimes [9][10][11]. 
However, it’s important to understand how these models scale 
when contacts are subject to the high forces and currents of 
electric vehicle contacts for swappable batteries.  

In addition, the effects of surface roughness on contact 
resistance has been an extensive subject of study in electrical 
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contact literature [12]. Generally, electrical contacts undergo 
polishing or finishing operations to achieve low surface-
roughnesses to minimize contact resistance [13]. However, 
alternative manufacturing methods such as diamond-turning 
have the potential to reduce steps, and therefor cost in the 
manufacturing process [14]. These manufacturing techniques 
are considered here as well.  

This paper starts by presenting and comparing the results of 
various electrical contact resistance models used in literature on 
a high-radius, diamond-turned Copper 182 alloy ball-flat pair. It 
then presents measured contact resistance data averaged 
across multiple trials. Results from experiments are compared to 
the original mathematical model presented in the first section. 
Finally, the possibilities for contact welding, and arcing are 
explored through a scaled testing setup. High-current loading 
tests are conducted on a pair of small copper balls up to current 
densities of 2.74x107 A/mm2 at low preloads. 

2. Electro-mechanical Model of Hertzian Contacts        

2.1. Mechanical Model 
Hertz contact is an established method of modelling the 

mechanical loading of a ball pressing on a flat plane [15]. The 
theory is not presented here in detail for brevity. Hertz theory 
for a 300mm Copper 182 ball against a Copper 182 flat predicts 
shear failure at a load of 30kN. Figure 1 (b) presents the 
predicted Hertzian area up to the failure load. 

 
2.2. Electrical Models 

Electrical models for contacts generally center around 
predicting the contact resistance. Contact resistance is a method 
to model the energy generated as heat when a certain current is 
passed through two contacting bodies. Typically, this is split into 
a constriction and a film resistance. The constriction resistance 
comes from the convergence of the electrical field lines from the 
bulk material into the location of the contact spot according to 
the solution to Laplace’s equation, and the film resistance comes 
from resistance due to coatings including oxides, dust, oil, and 
other surface iteractions. These two resistances can be modelled 
as a series pair that is also in series with the bulk resistance of 
the contact. Surface roughness generally increases the 
constriction resistance according to Holm’s a-spot theory. 
Constriction resistance is far more predictable than film 
resistance, and film resistance is generally experimentally 
determined [15]. 

The simplest method of predicting constriction resistance is 
the Holm’s model presented in [5] which uses the resistivity of 
the material and a circular contact area. Greenwood’s formulas 
presented in [6] and [7] are generalizations of this model that 
include multiple contact areas, as well as surface roughness. 
Both [11] and [16] indicate the use of the Cooper-Miklavic 
Yanovic Conductance (CMY) presented in [17]. However, both 

[8] and [13] agree that the most common and most accurate 
prediction for contact resistance comes from the F/H relation 
which is, interestingly, independent of geometry. In this case, 
the Holmic contact area is predicted by Equation 1 [13]. Where 
H is the Tabor hardness of the material, and F is the preload [18]. 

 
𝐴𝑐 = 𝐹 · 𝐻 (1) 

 
The relation between Ac and the predicted mechanical area of 

contact is plotted in Figure 1 (b). Figure 1 (a) compares the 
contact resistance predicted by all the models for a 300mm 
Copper 182 ball-flat pair assuming a perfect surface finish with 
the properties listed in Table 1. Note the Vicker’s hardness was 
used for the CMY conductance prediction in place of ‘micro-
hardness,’ and the shear limit was assumed to be half of the 
Ultimate-Tensile Strenght (UTS) for Copper 182.   

 
Table 1. Properties of Copper 182 Alloy. 

 

Property Value 
Young’s Modulus 130 GPa 
Yield Strenght 379 MPa 
Ultimate Tensile Strenght 450 MPa 
Poisson’s Ratio 0.34 
Tabor Hardness 1076.36 MPa 
Vicker’s Hardness 2451.66 MPa 
Resistivity 1.274 x 10-8 (ohm·m) 

Properties were obtained from Matweb [19] with the exception of Tabor Hardness which was 
calculated based on [10]. 

3. Measuring Contact Resistance 

Experimental verification of contact resistance was performed 
on pairs of hertzian electrical contacts manufactured using 
diamond turning. The test setup is shown in Figure 2 below. An 
Instron machine was used to preload the contacts from 0-15kN, 
and a low-resistance kelvin test setup with a resolution of 1μΩ 
was used to measure the contact resistance. Future setups 
should use a resistance meter with at least two more decimals 
of precision, but these initial tests are still indicative and useful. 

 

               
 

Figure 2. (a) Method for electrical contact resistance, and high-current 
testing measurement setup. (b) Misalignment of copper contacts. 

Figure 1. (a) Predicted contact resistance across common models in literature. (b) Predicted Hertz area of contact compared to Holms area. 
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    Contacts were manufactured out of Copper 182 Alloy to a 
radius of 300mm for the ball, and a flatness of <0.1μm for the 
flat. These measurements were verified on a profilometer and 
white-light interferometer, the results of which are shown in 
Figure 3. 

 

 
 

Figure 4. Measured contact resistance of high-radius ball-falt pair 
subject to large loads. 

 
    Figure 4 shows the contact resistance as a function of load 
during both the loading and unloading phase averaged across 
three sample pairs of diamond-turned contacts. A standard 
power regression was performed to estimate a line of best fit 
from the data, and error bars are plotted as the shaded area. At 
15kN, the contact resistance of the pair can be estimated to be 
between 30μΩ and 47μΩ. Similar to [3], the data shows a distinct 
difference in contact resistance during the loading phase as 
compared to the unloading phase. This indicates even in 
diamond-turned surfaces, the distribution and height of 
asperities are a significant source of contact resistance, and 
undergo compression during first-step loading. The error in the 
data is significantly higher in the low-force regime due to 
misalignment in the test setup. High radius contacts are difficult 
to align, therefor multiple tries were required to avoid edge 
loading the contacts. A geometric tolerance analysis indicated a 
maximum of 1.49° of angular misalignment of the central axis of 
the contacts before edge loading would occur, as seen in 
Figure 2 (b). Figure 5 shows the machining of the contacts.  

4. High-Current Electrical Testing      

    As a preliminary study of high current density contact testing, 
a scaled testing setup with polished copper balls (McMaster PN 
64715K18) was created. The surface was then cleaned with HCl 
to strip any potential oxidation layer that may have formed 
during storage or transport. A hole was drilled in a plastic fixture 

and a brass pin was used to load the setup to a Hertz stress of 
25% of shear yield. A current of 0.5A was applied to the testing 
setup which achieves a current density based on the Hertzian 
area of contact of 2.74x107 A/mm2, which is equivalent to 
passing 5200A of current through an electrical contact with a 
contact spot of 15mm in diameter. The balls were then 
examined under a microscope for signs of physical deformation, 
contact welding, and arcing, and none were observed.  Figure 6 
shows the test setup. 
 

 
 

Figure 5. Diamond machining setup for high-current electrical contacts. 
 
 

 
 

Figure 6. Copper balls, high-current testing setup. 
 

    The next step in testing the full scale contacts will thus be high-
current electrical contact testing. High-current tests will check 
for welding, arcing, and other forms of breakdown for the full 
scale contacts at currents >500A, and take measurements of 
thermal performance of the contacts under significant electrical 
loads. Experimental data will be compared to theoretical values 
predicted based on contact resistance, solutions to Laplace’s 
equations, and finite-element models.  

Figure 3. (a) surface roughness of round, (b) surface roughness of flat, (c) surface profile of flat, (d) surface profile of round C182 test samples. 
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5. Results      

    Based on the above experiments, the measured contact 
resistance of high-radius, smooth Hertzian electrical contacts 
under high mechanical loads is off by abount an order of 
magnitude as compared to the F/H model, the Holm’s a-spot 
model, and the Cooper-Miklavic Yanovic Conductance. 
However, we strongly believe that more testing is required to 
rigorously make this claim, so we leave this open for future work. 
But the results may indicate that a change in modelling will be 
required for high-radius, high-load, high-current Hertzian 
electrical contacts. 
    While being able to predict contact resistance is important, 
and minimization of contact resistance is desired, defining what 
an adequate contact resistance for electric vehicle applications 
is equally crucial. Therefor, perhaps equally interesting, is the 
comparison of the achieved contact resistance from diamond 
turning to that of typical electric vehicle high voltage contactors 
in industry. Table 2 shows typical contact resistance of common 
electric vehicle contactors, as well as their current ratings. 
 
Table 2. Contact resistances of common electric vehicle contactors. 
 

Contactor Model Contact Resistance (mΩ) Continuous Current Rating (A) 
EVC5001 0.5* 500 
EVC250-8001 0.2* 250-800 
EVC2501 0.8† 80 
GV2002 0.15-0.3† 500 
GV212 0.5 (max) † 150 
GV222 0.3-0.4† 200 
GV242 0.3-0.4† 400 
GV352 0.15-0.2† 500 
GVB352 0.15-0.2† 500 
MX562 0.25* 600 
MX1102 0.15* 1000 

1Manufactured by TE Connectivity, 2Manufactured by Sensata Technologies, *Calculated from 
Datasheet Values, †Reported by Datasheet 

 
According to Table 2, even the MX110 contactor by Sensata 

Technologies, which is designed to carry 1000A continuously, 
has a contact resistance of 0.15mΩ which is 3-5X higher than the 
measured contact resistance of our high-radius diamond-turned 
electrical contacts. This may suggest that diamond-turned 
Hertzian electrical contacts have the potential to be used in high 
voltage connections in electric vehicles.  

6. Summary, Conclusions, and Future Work      

Our study suggests that while the applicability of Holms 
contact theory increases with contact pressure, further work 
may be required to accurately model high-radii Hertzian 
electrical contacts under high mechanical and electrical loads. 
However, we found that diamond-turned Hertzian electrical 
contacts may be able to compete with industry standard electric 
vehicle connections when considering the applications of 
swappable battery interfaces. We additionally observed that at 
high current densities of up to 2.74x107 A/mm2, and up to ¼ of 
the yield stress, polished Hertzian electrical contacts show little 
sign of degradation, welding, or arcing. These results indicate 
that the design of a Kinematic coupling for a swappable battery 
for both mechanical constraint, and the transfer of electrical 
power is a promising application to be studied further. 
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Abstract 
 
Integrated Electronics Piezo-Electric (IEPE) accelerometers are widely used for vibration monitoring in industrial manufacturing 
applications due to their linearity, dynamic range, and robustness. However, the accuracy of the vibration data using such sensors 
can be limited by noise sources within the measurement chain. This paper experimentally characterizes the noise parameters of IEPE 
accelerometers to improve measurement uncertainty. The metrological traceability of the IEPE sensor to a laser interferometer 
standard is established according to the ISO 16063-11. Sources of electronic, mechanical, and environmental noise, both internal and 
external to the accelerometer, are quantified through a series of static and dynamic tests. Noise modelling techniques are presented 
to optimize sensor configuration, cabling, and data acquisition parameters based on the target frequency range and environment. 
This work provides a rigorous metrology approach for industrial users for effective application of IEPE accelerometers considering a 
more robust approach towards their calibration, incorporating factors of noise. It is anticipated that the outcomes from this approach 
will further support traceable, and low-uncertainty vibration monitoring to enhance process control and machining accuracy. 
 
Industrial Metrology, Measuring Instruments, Noise Estimation, Accelerometers, Calibration  

 

1. Introduction   

Mechanical error sources in precision engineering can have an 
impact on the machined part, the machine itself, or the 
manufacturing process [1]. Such errors in machine tools must be 
prevented or mitigated in order to ensure machine tool 
accuracy. Unwanted vibration is one of the major sources of 
dynamic errors in machine tools. Therefore, in order to ensure 
the accuracy of the machine tool, the vibrations must be 
measured, classified, and minimised in order to prevent their 
undesirable effect on the manufactured part [1]. 

Transformation driven by Industry 4.0 in the area of machine 
tool metrology, emphasizes the need for the optimization of 
manufacturing processes while focusing on high-end 
manufacturing [2]. To accomplish this, it is necessary to monitor 
vibration parameters, tool cutting speeds, high spindle rotation 
frequencies, and feed rates. As a result, vibration sensors are 
widely used in industry to monitor vibrations, such as to monitor 
and protect CNC machines throughout the manufacturing 
process. This is made possible through correlation of observed 
vibration and common wear-out mechanisms such bearings, 
gears, chains, belts, brushes, shafts, coils, and machine tools [3-
5]. Such sensing mechanisms also permit recognition of chatter 
or self-excited vibrations in machine tools, which can be 
detrimental to the manufacturing process as it can lead to 
undesirable outcomes such as dimensional errors, poor surface 
finish, tool wear, and, if not immediately identified, potential 
machine damage [6]. 

Accelerometers are one of the most commonly used vibration 
sensors to make quantifiable measurements of vibration and 
shock [7]. Other sensors employed for vibration include velocity 

transducers, non-contact displacement transducers (NCDT), and 
laser doppler vibrometers (LDV). Incorporation of such vibration 
sensors, especially in the case of precision manufacturing, 
requires a high level of engineering confidence in the ability of 
the sensor to reliably detect and process excitation 
characteristics.  

Integrated Electronics Piezo-Electric (IEPE) are the most 
popular class of accelerometers that have been traditionally 
employed for high-precision industrial manufacturing 
applications. Their response is characterised by a wide dynamic 
bandwidth and sharp frequency response, which provides an 
accurate time domain and spectral analysis. However, they have 
IEPE, has inherent technical limitations [8] such as source 
impedance and noise issues [9] which requires placement of 
sensors close to source of vibration, in addition to their high cost 
and setup requirements (data acquisition systems and cabling). 
They also suffer from frequency dependent noise performance 
and response saturation when subjected to shock or impact 
vibrations. 

Therefore, in order to accurately sense vibrations on machine 
tools, an objective evaluation of errors and noise in vibration 
sensors should enable the development of a control model for 
reducing residual uncertainty. According to ISO 2954:2012 [10] 
which stipulates the requirements measuring vibration on 
machinery , sensors require evaluation of sensor parameters 
including sensitivity, frequency range , bandwidth, resolution of 
complete vibration measurement system (transducer, 
acquisition system and cabling) along with compliance with 
specified uncertainty limits. 

Previous work has been performed for the characterization of 
baseline errors [11] and uncertainties in vibration sensors [12]. 
It was demonstrated that all sensor measurements have an 
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associated level of uncertainty and noise [13], which can be 
attributed to systematic and random errors.  

This paper experimentally characterizes the noise parameters 
of IEPE accelerometer measurement chains. The metrological 
traceability of the IEPE sensor to a laser interferometer standard 
is established according to the ISO 16063-11 [14]. Sources of 
electronic, mechanical, and environmental noise, both internal 
and external to the accelerometer, are quantified through a 
series of tests. Noise modelling techniques are presented to 
optimize sensor configuration, cabling, and data acquisition 
parameters based on the target frequency range and 
environment. This work provides a rigorous metrology approach 
for industrial users for effective application of IEPE 
accelerometers considering a more robust approach towards 
their calibration, incorporating factors of noise. 

2. Noise in IEPE Accelerometer Measurement Chains      

IEPE accelerometers are often considered the state of the art for 
usage in most industrial and engineering applications due to 
their ease of use, tri-axial capabilities, high precision, excellent 
linearity over their dynamic range, and wide frequency range 
(<10 Hz to 10000 Hz) [15]. The internal signal conditioning unit 
of the IEPE accelerometer enables for the use of regular co-axial 
cable over extended distances with negligible deterioration for 
any acquisition equipment. Few drawbacks which may limit their 
application includes maximum operating temperature due to 
internal circuitry, poor DC response due to low frequency roll-
off, amplification at resonance, and saturation of the internal 
charge amplifier [16].  

In instrumentation and sensors, noise, comprising intrinsic and 
extrinsic elements, remains a challenging and expanding area 
requiring ongoing research. In measurements, it is defined as 
any undesired signal in the sensor output (Figure 1). 

 
 

Figure 1. Vibration signal measurements subject to noise  

 
While sensor calibration minimizes systematic errors, intrinsic 

noise persists post-calibration due to the complex nature of 
measurement systems. Comprising components such a sensing 
elements, pre-amplifiers, cabling, and a data acquisition 
systems, in the sensor measurement chain also exhibit an 
inherent noise. Mathematically it can also be shown that for the 
accelerometer output (𝑥𝑚𝑒𝑎𝑠(𝑡)) is actually sum of actual signal 
of vibration (𝑎𝑡𝑟𝑢𝑒(𝑡)) and noise (𝑛(𝑡)), as shown in equation 
below  

𝑥𝑚𝑒𝑎𝑠(𝑡) = 𝑎𝑡𝑟𝑢𝑒(𝑡) + 𝑛(𝑡)  (1) 

 
This emphasizes the necessity for probing into the noise within 

IEPE measurement chains utilized in precision manufacturing 
setups, as it plays a crucial role in maintaining stringent 
tolerances of machine product. The study identifies and models 
noise in industrial vibration sensors, specifically focusing on 
fundamental noise sources intrinsic to IEPE measurement 
chains, which are pivotal for expected instrument performance 
in metrological applications. 
2.1. Characterisation of Noise in Accelerometer Measurements 

Noise in accelerometer measurements 𝑥𝑚𝑒𝑎𝑠(𝑡) or simply 
𝑥(𝑡) can be characterised by modelling it as a stochastic process 
and analysing it using techniques like Power Spectral Density 
(PSD), Auto-Correlation Function (ACF) and so on. Within the 
scope of this work, noise is assumed to be additive (Equation 1). 
In such cases, noise in vibration sensors is often modelled as 
white noise to aid analysis, representing additive noise in sensor 
readings. The resultant sum of all noise sources represented by 
the noise (stochastic) model is denoted by 𝑛(𝑡).  

The auto-correlation function of vibration signal 𝑥(𝑡)  
commonly used to assess self-similarity, serves as a valuable tool 
for noise analysis, representing the correlation of the signal with 
a time-delayed or noise-corrupted version of itself, 𝑥(𝑡 − 𝜏). 
Assuming stationary ergodic noise affects the vibration sensor 
readings, the autocorrelation of 𝑥(𝑡) mathematically is 
expressed as Equation 2, where 𝑇 is the time duration of sensor 
measurements for 𝑥(𝑡) and 𝜏 = 𝑡1 − 𝑡2, the time delay between 
measurements taken at time instance 𝑡1 and 𝑡2. 

𝜙𝑥𝑥(𝜏) = lim
𝑇→∞

1

2𝑇
∫ 𝑥(𝑡 + 𝜏)𝑥(𝑡)𝑑𝑡

𝑇

−𝑇

 (2) 

 
The Power Spectral Density (PSD) 𝑆𝑥(𝑓) of a vibration signal 

𝑥(𝑡) can be defined as Fourier transform of its Auto-correlation 
Function (ACF) 𝜙𝑥𝑥(𝜏). Mathematically the PSD [17, 18] can be 

shown be as. Where 𝑓 is the frequency in Hz and 𝑖 = √−1.  

𝑆𝑥(𝑓) = ∫ 𝜙𝑥𝑥(𝜏)𝑒−2𝜋𝑖𝑓𝜏𝑑𝜏

+∞

−∞

, −∞ < 𝑓 < ∞ (3) 

In vibration measurements PSD has units of 𝑔/√𝐻𝑧. For noise 
estimation it signifies the spread of noise over the frequency 
bandwidth 𝑓𝐵𝑊 of the signal. Thereby by definition 
mathematically Equation 3, can be manipulated to estimate the 
total and average noise power (Equation 3) in sensor 
measurements recorded over time 𝑇. 

𝑆𝑥(𝑓) =
1

2𝑇
|𝑋(𝑓)|2 (4) 

Where 𝑋(𝑓) is the Fourier transform of accelerometer 
measurements represented by 𝑥(𝑡). The RMS noise in sensors 
with bandwidth 𝑓𝐵𝑊 = 𝑓2 − 𝑓1 is more practical to compute 
using Equation 5 and has units of 𝜇𝑔. 

 

𝑅𝑀𝑆 𝑛𝑜𝑖𝑠𝑒 𝑓1𝑡𝑜 𝑓2 = √∫ 𝑃𝑆𝐷(𝑓)𝑑𝑓

𝑓2

𝑓1

 𝜇𝑔 (5) 

 
2.2. Sources of Noise in IEPE Measurement Chains 

During the design of an accelerometer, trade-offs must be 
considered between small size and weight in comparison to low-
noise and output sensitivity [19]. For IEPE 
accelerometers,multiple noise sources exist within the 
acceleration chain. However, this discussion would be limited to 
noise generated by the sensor’s electrical and mechanical 
components, the amplifier, and cables, excluding sources such 
as ground loops, etc. [20]. This section provides a concise 
overview of noise sources and contributions in IEPE 
accelerometer measurement chains [21] to educate the reader. 

The sources of noise in an IEPE accelerometer measurement 
chains can be broken down in terms of mechanical-thermal 
noise (𝑎𝑛𝑚) and electrical-thermal noise (𝑎𝑛𝑒). Noise estimates 
are typically presented in terms of the Power Spectral Density 

(PSD) of a sensor whose units are (𝑔/√𝐻𝑧 ). The noise spectral 
density 𝑃𝑠𝐷 for IEPE can be represented by Equation 6 [19].  

𝑃𝑠𝐷 = √𝑎𝑛𝑚
2 + 𝑎𝑛𝑒

2   (6) 

 
Previous experimental findings reveal that mechanical-

thermal noise (𝑎𝑛𝑚) is significantly less than the electrical-
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thermal noise (𝑎𝑛𝑒) contribution across the entire frequency 
range [19]. However, it is crucial to note that mechanical-
thermal noise dominates electrical-thermal noise above 10 kHz 
[9, 21]. To mitigate mechanical-thermal noise in a sensor due to 
mass-spring constant and mechanical resistance, steps include 
increasing mass and quality factor or decreasing resonant 
frequency during sensor fabrication. Effect of contributions 
from 1/f or pink noise and gate circuit shot noise are considered 
insignificant in IEPE sensors. 

Electrical-thermal noise is an additional noise component from 
internal or external electronics in the measurement chain [21]. 
The accelerometer's noise source is influenced by the sensor 
material, where selecting materials with fewer defects and 
impurities can mitigate noise. Introducing capacitance to the 
system can lead to increased losses and subsequent electrical 
noise, predominantly noticeable at frequencies below 10 kHz [9, 
19]. Modern accelerometers, designed with integrated 
electronics, strategically reduce the distance between the 
sensor and the charge amplifier, minimizing capacitance in the 
chain—a significant noise source—thus enhancing the Signal-to-
Noise Ratio (SNR) [20]. 

3. Methodology     

In this study, a mathematical analysis of sensor readings from 
the IEPE measurement chain is conducted to determine the 
contributions of various types of noise and random effects to 
sensor measurements. The noise parameters are modeled 
during measurements at a location with low vibration levels and 
minimal background noise influence. Prior to data collection, 
measures are taken to minimize temperature variations during 
tests, as these can impact the stochastic characteristics of noise 
parameters in vibration sensors. 

To estimate and characterize noise in accelerometers, tests 
are conducted in accordance with the ISO 16063-11:1999 
standard [14], ensuring traceability by comparing results to a 
reference laser interferometer in static conditions. A continuous 
long-term static test lasting approximately 60 hours is 
performed in a vibration-isolated and temperature-controlled 
environment to characterize and quantify different noise error 
terms in the sensor. The subsequent section details the 
experimental setup for metrological noise estimation. 
3.1. Experimental Setup 

An industrial grade tri-axial IEPE accelerometer 
(PCB 356A02) [22] was chosen to model noise parameters in 
industrial measurement chains. A Renishaw XL-80 laser 
interferometer [23] served as a traceable reference in 
acceleration measurement for setup benchmarking. The sensors 
were mounted on a 110 mm x 80 mm x 5 mm aluminum plate 
using bolts, and adhesive clamps secured the sensor cables to 
minimize unwanted vibrations. Digital temperature sensors 
(Maxim DS18B20) on the sensor plate and at a 25 cm distance 
recorded temperature variations throughout the test duration.  

 

Figure 2. Experimental Setup for IEPE Noise Estimation on CMM Bed  

 
The experimental setup, depicted in Figure 2, prioritized 

characterizing and modeling the noise parameters of vibration 
sensors within a vibration-isolated and thermally stable 
environment. Therefore, the test was conducted in a 
temperature-controlled environment of ±1 °𝐶 on a vibration-
isolated, stable granite bed of the Zeiss Prismo Coordinate 
Measuring Machine (CMM). Furthermore, to minimize 
background noise contribution to the sensor from external 
sources such as opening and closing doors, movement of people, 
and so on, the tests were conducted over the weekend. 

For accurate noise floor modelling,the IEPE sensor operated 
within its nominal operating range of 50 𝑔. with a sampling rate 
set at 2000 𝐻𝑧. The setup's vibrational stability, benchmarked 
at 0.316 𝜇𝑔 using the laser interferometer, was maintained in a 
temperature-controlled room to prevent environmental-
induced bias in process noise characterization. Recorded 
temperatures indicated a stable sensor setup temperature of 
18.83 ℃ ± 0.36 ℃,  with the ambient room temperature at 
18.46 ℃ ± 0.85 ℃. 

4. Result and discussion      

In the current research project, the noise contribution from 
various sources within the equipment and measurement chain 
of IEPE accelerometers was estimated. The measurement chain 
consists of a tri-axial PCB356A02 IEPE accelerometer [22] with a 
nominal sensitivity of 𝑆 =  10 𝑚𝑉/𝑔 , a 10 feet long low-noise 
coaxial cable, National Instruments NI-9234 Sound and Vibration 
module [24] and NI cDAQ-9174 four slot chassis [25]. While 
operating the equipment with a sampling rate of 2000 Hz the NI-
9234 acquisition module contributes noise of 25 𝜇𝑉𝑟𝑚𝑠  or a 

noise density of 780𝑛𝑉/√𝐻𝑧  to sensor outputs. This converts 
to a contribution of 2.5 𝑚𝑔 noise contribution to sensor 
readings over the bandwidth due to acquisition module.  

Similarly, the vendor for IEPE has specified the noise density 
values for the sensor in its datasheet. A comparison of 
theoretical versus experimental values for IEPE sensor was 
conducted. The noise density values were computed using 
Power Spectral Density (PSD) as visualized in Figure 3. The 
results are tabulated in Table 1. Using values in Table 1, the noise 
contribution to sensor measurements can be computed based 
on the bandwidth of sensor. For example, for a bandwidth 𝑃𝑓 =

100 𝐻𝑧 , the noise contribution in Z-axis can be computed as 

30 𝜇𝑔/√𝐻𝑧 × √100 𝐻𝑧    = 0.3 𝑚𝑔. Where 𝑃𝑓 = 𝑓2 − 𝑓1 and 

𝑓2 and 𝑓1 are upper and lower frequency limits for vibration 
measurement. Similarly, the values can be computed for any 
specified bandwidths from the PSD plots (Figure 3) of sensor as 
well. 

 

Figure 3. IEPE Measurement Chain Noise Density Estimation via PSD 
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3.1. Reducing Noise in IEPE Measurement Chains 
The discussion on noise in IEPE measurements has 

predominantly focused on manufacturing and design aspects 
within controlled testing setups. However, users of the 
equipment play a crucial role in ensuring a noise-free sensor 
output, particularly in industrial setups. 

 
Table 1 IEPE Measurement Chain Noise Density Estimation Results 

S No 
Frequency 
Bandwidth 

(Hz) 

Experimentally Estimated 

Noise (𝜇𝑔/√𝐻𝑧) 
Theoretical 

[22] 
X-Axis Y-Axis Z-Axis 

1 1 211 112 167 150 

2 10 112 62 45 25 

3 100 16 76 30 10 

4 825.80 39 62 72 4.12 

5 1000 32 57 52 5 𝜇𝑔 
 

Reducing the noise floor involves key considerations such as 
minimizing sensor cable length to mitigate noise addition, as 
cables act like capacitors and longer lengths contribute to 
increased noise for example an AWG 24 will typically have a 
nominal capacitance of 35 pF/ft. While IEPE accelerometers 
typically use low-impedance co-axial cables to minimize noise 
pick-up, longer co-axial cables can inadvertently function as 
antennas, introducing higher noise levels. The choice of cabling 
fixtures is vital to prevent cable motion-induced self-generated 
noise (Triboelectric effect), and shielded, clean, and dry cable 
connectors are essential for precision measurements. 

Another critical aspect is the selection of amplifiers, data 
acquisition, and power sources for lower noise acceleration 
signals. Experimental evaluations highlight the potential 
contribution of noise from these components to the vibration 
measurement chain. Users must be mindful of the equipment 
characteristics, as any noise generated can impact the 
accelerometer's output signal [21]. 

5. Conclusion      

This paper presented a metrological approach for 
characterizing and modeling the noise parameters of IEPE 
accelerometers used in industrial vibration monitoring 
applications. Through experimental testing, the noise floor of a 
representative tri-axial IEPE accelerometer was quantified and 
sources of electronic, mechanical, and environmental noise 
were identified.  

The metrological traceability of the IEPE sensor to a laser 
interferometer standard was established per ISO 16063-11 to 
benchmark the test setup. The result signify that noise density 
values computed from the power spectral density of the sensor 
outputs aligned closely with theoretical values from the sensor 
datasheet. For example the 100 Hz bandwidth, noise 
contribution was estimated to be 0.3 mg in the Z-axis.  From the 
presented results specific values for designated bandwidths can 
also be computed as demonstrated. 

In addition to quantifying the intrinsic sensor noise, 
techniques were presented to optimize the sensor 
configuration, cabling, and data acquisition parameters based 
on target frequency range and ambient conditions. This enables 
industrial users to make informed sensor deployment choices to 
minimize extrinsic noise pickup. 

The rigorous noise characterization and modelling 
methodology provides improved understanding of uncertainty 
contributors in IEPE accelerometer measurements. By 
considering both intrinsic and extrinsic noise factors, the 
metrological reliability of vibration monitoring systems can be 
enhanced. This will in turn support precision manufacturing  
through traceable, low-uncertainty measurements for 
predictive maintenance and process control.  

As Industry 4.0 brings tighter manufacturing tolerances and 
increased reliance on sensor feedback, the measurement 
uncertainty insights from this work will be key to unlocking the 
value of vibrational signatures. Further research can expand the 
noise model to additional sensor types leveraged in smart 
factory initiatives. Wider adoption of this metrological approach 
will aid in leveraging IEPE accelerometers and other integrated 
vibration sensors for preventive maintenance and optimized 
machining accuracy. Overall, the quantitative noise insights 
obtained will aid industrial adoption of next-generation sensing 
for quality and productivity gains. 
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Abstract 
 
Increasing demands for deterministic direct machining of infrared optics and molds require a precision air bearing spindle with high 
stiffness capable of higher cutting speeds. This paper describes design and testing of a new porous graphite air bearing spindle for 
diamond machining capable of 18 000 RPM. The design uses porous graphite journal sleeves and compound compensated captured 
thrusts. The spindle is water-cooled to maintain thermal stability and vacuum is supplied to the chuck for workpiece fixturing via a 
non-contact rotary union. Proper testing techniques and apparatus required for critical aspects of an ultra-precision spindle are 
described. Static stiffness testing demonstrates radial stiffness at the nose better than 50 N/µm and axial stiffness of 280 N/µm. 
Dynamic response shows the first natural frequency is highly damped and above 1 400 Hz. Spindle error motions less than 5 nm are 
demonstrated enabling optics with sub-micrometer form and sub-nanometer finish. 
 
Keywords: porous graphite air bearing spindle, infrared optics, micro optics 

 

1. Background   

The ultra-precision air bearing work spindle shown in Figure 1 
has been newly developed to address the increasing number of 
applications requiring infrared and micro optics [1]. Brittle single 
crystal semiconductors and micro optic molds and can be 
machined at higher spindle speeds to reduce brittle fracture [2] 
and improve productivity [3]. However, rotational speed is often 
limited to 10 000 RPM in an effort to mitigate dynamic spindle 
errors [4, 5]. To address this need, a new porous graphite air 
bearing spindle has been developed capable of 18 000 RPM with 
high stiffness and nanometer-level errors beyond the current 
state-of-the-art. 

With higher speeds, reduction and control of heat generated 
due to shearing is a primary design consideration. Petrov’s 
equations for the journal and thrust bearings are [6]: 

𝑃𝐽 =
𝜋3

450
 
𝜇ℓ

ℎ
 𝑟3𝑁2 

where 𝑃𝐽 is the power to shear the journal air film, 𝜇 is the 

absolute viscosity, 𝑟 is the shaft radius, 𝒽 is the film thickness, ℓ 
is the journal length, and 𝑁 is the rotational speed in units of 
revolutions per minute. 

𝑃𝑇 =
𝜋3𝜇𝑁2

1800𝒽
(𝑟𝑜

4 − 𝑟𝑖
4) 

where 𝑃𝑇 is the power to shear the thrust air film, 𝑟𝑖 is the inner 
radius of the thrust, and 𝑟𝑜 is the outer radius of the thrust. With 
8 µm air films to provide high stiffness, 200 W due to shearing is 
expected at 18 000 RPM which can be managed using water 
cooling. The spindle housing (aluminium) has a larger coefficient 
of thermal expansion than the shaft (stainless steel) to prevent 
thermal runaway. Due to the difference in thermal coefficients, 
as the spindle warms up from shearing, the air film thickness 
increases resulting in less heat and a stable thermal system.  

The cross section in Figure 2 shows porous graphite journals 
and compound compensated captured thrusts (grooved thrust 
face fed by journal flow). A brushless permanent magnet motor 
and a 1 650 line-count encoder are mounted directly to the 

spindle shaft. Vacuum is supplied to the chuck for workholding 
via a non-contact rotary union. 

 
Figure 1. Porous graphite air bearing spindle for diamond turning. 

2. Static stiffness 

Static stiffness is a crucial indicator for spindles to be used in 
precision machining applications—particularly central stiffness 
under light cutting loads. Specially-built hardware to measure 
radial load capacity and radial static stiffness is shown in 
Figure 3. An air bearing piston pulls the rotor at the nose of the 
spindle in the radial direction. In a separate metrology loop, a 
twisted band Abramson movement indicator (CEJ Mikrokator) 
with 250 nm resolution measures radial displacement of the 
rotor. Ultimate radial load capacity at the spindle nose is 700 N 
with 0.7 MPa inlet pressure. Resulting radial stiffness at the nose 
is 54 N/µm with 0.7 MPa inlet pressure. The stiffness is linear 
through the load range which is critical especially in the low-load 
region typical of precision machining. 
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Figure 2. Cross section of porous graphite work spindle for diamond machining. 

 
 
 
 
 
 

 
 
Figure 3. Radial stiffness and load capacity at the spindle nose is 
54 N/µm and 700 N with 0.7 MPa inlet pressure. 
 

Hardware to measure axial load capacity and axial static 
stiffness is shown in Figure 4. In this test, an air bearing piston 
pushes the rotor at the top of the spindle in the axial direction. 
At the bottom of the setup, in a separate metrology loop, axial 
displacement of the rotor is recorded. Ultimate axial load 
capacity is 1 450 N and axial stiffness is 280 N/µm with 0.7 MPa 
inlet pressure. 
 
 
 

 
 
Figure 4. Axial stiffness and load capacity is 280 N/µm and 1 450 N with 
0.7 MPa inlet pressure. 
 

3. Dynamic stiffness 

Modal analysis is used to determine dynamic response with 
natural frequencies and mode shapes in the radial and axial 
directions. The spindle is supported on compliant foam to 
minimize boundary condition influences. An impact hammer 
(Kistler 500 N) excites the housing in the radial direction whilst 
an accelerometer (Kister K-Shear 25g), attached to the rotor, 
measures the radial direction response. A 24-bit dynamic signal 
analyzer (Data Physics SignalCalc Ace) records excitation and 
response to calculate frequency response functions. The radial 
response is dominated by a heavily damped mode at 1 400 Hz. 
 
 
 
 
 
 
 
 

 
 
Figure 5. Radial direction frequency response function shows a highly 
damped mode at 1 400 Hz. 
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A modal impact test in the axial direction and resulting 
frequency response is shown in Figure 6. For this test, an impact 
hammer excites the rotor in the axial direction while an 
accelerometer mounted to the structure measures the axial 
response. With an inlet pressure of 0.7 MPa, the first mode is 
highly damped and again at 1 400 Hz. Heavily damped modes in 
the axial direction help prevent axial spoking (star pattern) in an 
optical surface machined with this spindle [7]. 
 
 
 
 

 
 
Figure 6. Axial direction frequency response function shows a highly 
damped mode at 1 400 Hz. 
 

4. Error motion 

Precision spindle metrology is typically accomplished by 
measuring the surface of an artifact mounted to a spindle [8]. 
This is complicated by the fact that artifact out-of-roundness 
often exceeds error of a precision spindle and separation 
techniques must be used to extract the desired measurement. 
Donaldson’s reversal technique provides an elegant 
mathematical solution for separating spindle radial error motion 
from artifact form error [9]. However, in practice, measurement 
accuracy of this reversal technique suffers due to a variety of 
potential error sources. To address this issue, Whitehouse 
developed a multiprobe technique which avoids some of the 
problems with reversal [10]. 

Bespoke tooling to implement a modified version of 
Whitehouse’s multiprobe radial error separation is shown in 
Figure 7. Harmonic suppression is minimized by using angular 
indexing of a single capacitive sensor at asymmetrically spaced 
angles of 0°, 99.844° and 202.5° [11]. Axial error motion is also 
measured with this tooling at a single angular orientation 
because separation is not required for axial measurements. 
 

 
Figure 7. Bespoke multiprobe error separation tooling with 25 mm 
diameter spherical artifact.  

In Figure 8, a capacitive sensor (Lion Precision C23-C, 
0.4 µm/V) targets a 25 mm diameter lapped sphere. The sensor 
amplifier (Lion Precision CPL190) incorporates a 15 kHz first-
order, low-pass analog filter with linear phase response. The 
data acquisition system (Lion Precision SEA) is triggered by the 
1 650 line-count encoder, providing immunity to 
synchronization errors caused by speed variation. A low-pass 
digital filter with a 150 UPR cut-off is applied to the axial and 
radial error motion plots. Total radial and axial error motions less 
than 5 nm are shown in Figure 9 and Figure 10. 

 
Figure 8. Setup for radial and axial spindle error measurement. 
 

 
Figure 9. Radial spindle error motion after separation. 
 

 
Figure 10. Axial spindle error motion. 
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5. Summary 

Proper testing techniques of three critical aspects of a new 
porous graphite air bearing spindle for diamond machining are 
revealed. Static stiffness and load capacity is demonstrated by 
using air pistons to apply a load while recording displacement in 
a separate metrology loop. With modal analysis, dynamic 
response is shown to have a high first natural frequency that is 
well-damped. Finally, bespoke tooling is used to perform 
multiprobe error separation with results better than 5 nm. 

 

6. Conclusion 

An increasing number of small optics must be machined at 
higher spindle speeds for increased productivity. A new porous 
graphite air bearing workholding spindle which extends the 
current state-of-the-art has been developed to address this 
need. Static stiffness testing demonstrates radial stiffness at the 
nose and axial stiffness better than 50 N/µm and 280 N/µm 
respectively. The dynamic response shows the first natural 
frequency is highly damped and above 1 400 Hz. Equipment and 
techniques to measure radial and axial spindle error motion less 
than 5 nm are demonstrated. 
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Abstract 
 
Recently, semiconductor processes utilize a lithography process to form fine patterns and copper pillars. The lithography process is 
a process that requires PR (Photoresist) coating. PR is made up of PR ink and solvent and maintains a certain viscosity. After coating, 
the PR solvent is evaporated through the bake process. The bake process is a process in which PR-coated wafers and panels are 
heated using a high-temperature heater within a chamber. In the bake process, it is important to keep the wafer and panel at a 
uniformly high temperature to evaporate the solvent. Multiple temperature sensors are placed within the chamber to maintain a 
high temperature environment. However, it is difficult to confirm whether uniform temperature is maintained in the actual wafer 
and panel. For this reason, this study developed a test panel to measure the temperature of the target in the chamber. A panel 
substrate that is robust to high temperatures was selected and a calibrated temperature sensor was placed at several positions. 
Through electrical connection, we confirmed that the temperature was measured with high repeatability from the temperature 
sensor. 
 
Test, Panel, Temperature, Chamber   

1. Introduction 

As semiconductors become smaller, complex and diverse 
devices must be connected within the same space, and next-
generation package technology that can integrate devices at 
high density at low cost is required. As the number of devices in 
one package increases, there are limits to integrating devices on 
a 1D plane. Therefore, chiplet packages that integrate devices in 
2.5D and 3D within a limited space are required. 

Tall Cu pillars are required for high-density vertical interfaces 
in 2.5D and 3D integrated packaging. To manufacture a tall Cu 
pillar, a pillar mold is required. Pillar molds are manufactured 
through the photolithography process. The photolithography 
process is a process that forms a pattern by coating PR 
(Photoresist) and then applying light. A PR mold can be produced 
through etching process. The photolithography process requires 
a PR coating process. Generally, wafers are coated with PR 
through spin coating. Recently, PLP (Panel level Package) is being 
required to improve yield. To perform spin coating on a panel, 
the spinner size becomes larger and PR consumption increases. 
To solve this problem, Inkjet based PR coating was proposed by 
using PR ink. To make PR ink, solvent is combined with PR. Since 
PR ink is a mixture of PR and solvent, a baking process to 
evaporate the solvent after inkjet coating is required to form the 
final PR layer. In response to PLP, a heater and chamber for the 
panel were manufactured to evaporate the PR solvent coated on 
the panel. In this panel baking process, in order to form a PR 
mold with a constant thickness, a uniform temperature must be 
maintained in the panel. To achieve this, it is necessary to check 
whether the temperature of the glass panel rises uniformly 
during the baking process. 

In this study, we designed a test panel that can perform 
temperature tests at high temperatures instead of actual 
process panels. Considering the baking chamber, we designed a 

PCB board suitable for high temperatures and designed a circuit 
to process and monitor temperature data signals. 

2. Heat Chamber      

The target size of the glass panel in this study is 650x650 mm2. 
In the bake chamber, the heater must be large enough 
compared to the glass panel to allow the glass panel to rise in 
temperature uniformly. The size of the heater is 800x800mm2. 
Proximity pins were placed on the hot plate to prevent direct 
contact between the heater and the glass panel and to maintain 
a certain distance so that uniform heat can be applied to the 
glass panel. Since the glass panel on top of the proximity pin may 
sag and affect the uniformity of the PR after the baking process, 
multiple proximity pins were placed. Figure 1 shows the heater 
and glass panel. 

 

 
 
Figure 1. Heater and glass panel for bake chamber 

 

The bake chamber has a heater inside, as shown in Figure 2. A 
glass panel is on top of the heater. When the chamber is sealed 
and the heater temperature rises, it is difficult to measure the 
temperature of the glass panel by the heater. Therefore, we plan 
to develop a test panel of the same size as the glass and measure 
the temperature of the glass panel heated by a heater. 
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Figure 2. Bake chamber for baking process 

3. Concept Design of Test Panel      

The test panel can measure temperature at high 
temperatures, and it is necessary to select a sensor applicable to 
the PCB board to be manufactured in panel form. In this study, 
we will consider and apply two sensors. 

The SMD Type PCB mount type temperature sensor was 
selected as PTS 1206 sensor, a Platinum Thin Film Chip Resistor 
. This sensor is a small temperature sensor measuring 3.2mm 

wide and 1.6mm tall. The temperature range is from -55 ℃ to 

+150 ℃. It is an ultra-small sensor that can be attached to a PCB 

and can be used to measure temperature distribution. 
 

 
 
Figure 3. Platinum thin film chip resistor sensor 
 
The TMP126 IC-based digital temperature sensor was selected 

as a temperature sensor for heater testing to ensure 
temperature accuracy through digital temperature 
measurement. The temperature range of this sensor is from -55 

℃  to +175 ℃ , and it is a sensor that measures digital 

temperature through the SPI protocol. 
 

 

 
Figure 4. TMP126 IC temperature sensor interface 
 
Based on the TMP126 IC, we designed a PCB for measuring 

temperature distribution through a 3x3 temperature sensor 
arrangement with a size of 650x650mm2. Each temperature 
sensor requires 3 strands of wire for the SPI protocol, and 2 
strands of power positive and negative power wires are required 
in common, so a total of 29 strands of wire are required. It was 

designed with a microprocessor that can operate at 150 ℃ 

installed inside the high-temperature PCB. 
 

 

 
Figure 5. PCB design for 3x3 array temperature distribution 

measurement 

4. Electric Circuit       

The sensor to be applied in this study requires sensor data 
processing through signal processing, and the signal processing 
method is different for each sensor. Platinum Thin Film Chip 
Resistor sensor converts the change in resistance value 
according to the temperature of the sensor into voltage through 
a Wheatstone bridge circuit. Design a circuit that amplifies the 
signal to a range where the ADC module can read the voltage 
value and delivers the signal to the anode and cathode of the 
ADC module. 

 

 

 
Figure 6. Designed amplifier circuit  
 
We designed a processing module to transmit data to a PC 

based on a microprocessor (STM32F103). A 16-bit 4-channel 
ADC module with an input range of ±10V was selected and 
designed to connect the MSFK3.2 sensor and Platinum Thin Film 
Chip Resistor sensor so that the digital signal can be used as a 
resource for the visualization program. 

5. Conclusion      

In this study, we designed a test panel that can perform 
temperature tests at high temperatures instead of panels for 
actual processes during the panel bake process. We designed 
the PCB board considering the size and maximum temperature 
of the baking chamber and designed the circuit to process and 
monitor temperature data signals. 

In the future, we plan to apply the test panel to an actual 
chamber to test the temperature distribution of the panel and 
improve it so that it can be applied to the actual process. 
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Abstract 
 
An artifact-based fast and automated volumetric error mapping solution for medium size 3-axis machine tools that enables the 
calibration of a 1m3 workspace in less than one hour is proposed for characterizing how temperature variations affect the volumetric 
accuracy of the machine without a priori knowledge of the temperature variations. A continuous measurement during seven days is 
performed on a medium sized milling machine affected by different heat sources and a volumetric error variation model is identified. 
Residual errors remaining from the identification process are used to estimate the uncertainties of individual parameters and motion 
errors, and Monte Carlo simulations are used to propagate them to the TCP. This model is used to understand how the volumetric 
positioning error of the machine changes over time and how it is generated within the kinematic chain of the machine. 
Finally, a second experimental test is carried-out, this time equipping the machine with several temperature sensors. A compensation 
model based in multiple linear regression is implemented to predict the different component errors affecting the volumetric accuracy 
of the machine tool. 
 
Machine tool, volumetric error, thermal error, uncertainty  

 

1. Introduction 

In modern manufacturing industries, precision in machine 
tools is crucial for ensuring the dimensional accuracy of 
manufactured parts. Geometric and thermal errors represent 
significant sources of deviation in the volumetric accuracy of 
machine tools and have been studied independently for decades 
[1]. Traditional approaches, exemplified by [2] and [3], have 
treated geometric and thermal errors separately, employing 
distinct methodologies for their characterization [4]. 

Geometric error characterization and compensation have 
been extensively explored, particularly in medium and large-
sized machine tools, using advanced technologies such as Laser 
Trackers (LT) and multilateration-based solutions [5]. An 
alternative, cost-effective method involves artefact-based 
solutions, despite limitations in range and measurable positions 
[6]. These solutions primarily focus on the characterization of 
the geometric errors due to manufacturing and assembly 
imperfections [7]. However, thermal errors can influence the 
characterization of geometric errors, leading to two main 
approaches: assuming stable thermal conditions for geometric 
error characterization [8] or incorporating thermal effects as 
uncertainties in calibration [9]. The latter approach, while more 
reliable, often relies on oversimplified models that may lead to 
inaccurate assessments of thermal effects. 

On the other hand, approaches to characterize thermal effects 
usually focus on very localized effects, ignoring the variation of 
the error along the whole working volume. Digital Twin-based 
approaches, utilizing Finite Element models, offer a potential 
solution to volumetric limitations. However, challenges arise in 
accurately modelling complex thermomechanical systems, 
making these approaches difficult to implement in industrial 

environments with diverse machines and strict production 
deadlines. While experimental training for phenomenological 
models appears promising, comprehensive error 
characterization across the entire volume requires addressing 
constraints.  

Preceding works have explored artifact-based volumetric 
calibration methods [10], with an optimized implementation for 
an automatic and repeatable procedure [11]. This work 
introduces a compensation model for thermal errors within the 
machine tool's volume, treating geometric and thermal errors as 
a unified source of error. The study focuses on a moving column 
milling machine, conducting two distinct thermal tests to 
establish and validate the compensation model. A network of up 
to 52 temperature sensors was employed to comprehensively 
capture the machine's thermal state over time.  

The structure of this paper is as follows: Section 2 provides a 
comprehensive account of the methodology employed, showing 
both the experimental setup and the theoretical basis of the 
volumetric calibration and thermal compensation model. 
Section 3 presents a summary of the experimental results, with 
some in-depth analysis. Section 4 closes with conclusions and 
outlook. 

2. Methodology   

2.1. Experimental setup 
Following the methodology developed in previous works, an 

artifact-based calibration procedure is carried out in a medium-
sized milling machine. It is a moving column type milling 
machine, with fixed table in the workpiece side. The actual setup 
is shown in Figure 1. 
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Figure 1. (left) Calibration setup with the ball array and 3 individual spheres on the machine table and the measuring probe mounted in the machine 
head. (middle) Schematic depiction of the machine kinematics. (right) Schematic depiction of the heat sources 

 
 

Figure 2. Summary of process for the obtention of a thermal volumetric error prediction model. (Top-left) Training test with the consequent obtention 
of the volumetric errors changing over time; (Bottom-left) ARX regression with temperatures as inputs obtaining a compensation model; (Top-right) 
Validation test measuring distance errors; (Bottom right) Volumetric error prediction and compensation using model 𝑀 over errors measured in 
validation test. 

The calibration process consists of measuring a ball array with 
high precision spheres over several orientations inside the 
machine working volume. These measurements are repeated 
over several days in order to capture the thermal variation of the 
machine errors. To make this process automatic, the artefact is 
mounted in a cylindrical base with an embedded rotary motor. 
The inclination around horizontal (elevation) angle is set 
manually and locked through all the test as the rotation around 
the vertical (azimuth) angle is provided by the rotary motor. To 
map the thermal state of the machine, up to 50 temperature 
sensors have been installed in different parts of the structure: 
10 in the workpiece side table, 10 in the X axis bed, 16 in the 
column, 12 in the ram and 4 ambient sensors. Three controlled 
heat sources (two local hot air ventilators and room climate) can 
be activated or deactivated during the thermal test. 

 
2.2. Volumetric thermal error model 
In order to calculate TCP errors at any axis position a kinematic 

model of the machine is developed using Homogeneous 
Transformation Matrices (HTM), which is a widespread 
technique for machine tool modelling [12]. The result is a model 
capable of predicting the volumetric error at any point in the 
calibrated space, which will be referred generically as M(X,E_X), 
denoting its dependence on axes positions (X) and component 
errors motions (E_X). The position dependent error motions for 
each axis are modelled by linear combinations of Legendre 
polynomials of order n. 

In [10] the shape of the artefact and the measurement 
positions were optimized, resulting in a pseudo-1D ball array 

with a primary longitudinal direction and small transversal 
offsets between 11 spheres. It is necessary to measure the ball 
array at 8 different orientations in order to get a proper 
compensation model. The geometric errors contained in E_X are 
estimated by minimizing the error between the calibrated and 
measured distances between the spheres in the ball array using 
least square regression.  

The procedure is repeated periodically every hour, and a 
volumetric error model is obtained for each measurement cycle 
while thermal conditions are varied. Thus, the parameters 
obtained for the volumetric error model will experience a 
variation over time that is then fitted to a multiple linear 
regression model relating temperatures and parameter 
variations.  A training test and a validation test are carried out 
separately varying the three thermal sources with different 
intensities and frequencies. Figure 2 summarizes the procedure. 

3. Experimental results      

As mentioned in the previous section, training and validation 
tests are carried out in a medium sized milling machine. The 
thermal model obtained from the training test is applied in the 
validation test and the improvement in distance errors is 
observed. Figure 3 shows distance errors between spheres 
before and after applying the compensation model for both 
tests. 

Alternatively, error prediction capabilities can be evaluated by 
observing individual parameter predictions made by the thermal  
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Figure 3. Distance error between spheres relative to the first measurement for the training test (left) and validations test (right). Errors are shown 
before (top) and after (bottom) the compensation model has been applied. 

 
 

Figure 4. Evolution of specific error parameters during the training (left) and validation (right) tests. Model fit and prediction are shown respectively 
with a black dotted line. Residual error is shown in grey. 

model for the validation test. Figure 4 shows the evolution of 
some parameters for the training test and the validation test 
along with the model prediction made based on temperature 
inputs. 

To fully evaluate the error improvement in the working 
volume X, Y and Z straight trajectories are simulated using the 
kinematic model of the machine before and after compensation. 
These straight lines are evaluated for each time step so that the 
evolution of the error and the improvement can be observed. 
Figure 5 shows the evolution of the error along a straight line in 
X direction, centred in the working volume in Y and Z positions. 
Error reduction of 50% (RMS) is achieved in X direction error and 
improvements up to 65% in Y and Z directions. 
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Figure 5. Evolution of the directional errors at TCP over a centered 
trajectory along the X axis during the validation test. Initial (left) and 
compensated (right) errors are shown. 

4. Conclusions      

This work introduces a novel methodology for measuring and 
compensating thermal variations of volumetric errors in 
machine tools. Unlike traditional approaches that separate 
geometric and thermal errors, this work acknowledges that all 
geometric errors in a machine tool can change over time due to 
temperature influence. The proposed unified methodology 
combines spatial and temporal dimensions, utilizing a fully 
automated measuring process to calibrate geometric errors, 
repeated over time. The compensation model relies on the 
assumptions that geometric errors can be approximated by 
lower-order polynomials and that the parameters of these 
polynomials experience temporal variations predictable by 
temperature changes. While the first assumption is widely 
accepted, the second assumption, though less common, is 
validated through the paper's results, demonstrating a 
correlation between temperatures and most parameters. 

The key enabler for understanding and validating 
measurements is a kinematic model of the machine that 
incorporates position-dependent behavior of geometric errors 
and temperature-dependent effects. The model predicts errors 
at the tool center point (TCP) based on machine position and 
temperatures, serving as a powerful tool for validation using 
various trajectories and workpiece machining tests. Despite the 
promising results, compensation outcomes are not perfect, 
revealing uncertainties related to the measurement system, 
calibration procedure, and the extent to which the assumptions 
hold. Long-term drifts and dissimilar results in compensating 
errors of different time intervals are attributed to uncertainties, 
incomplete temperature field information, and the inherent 
approximations in the methodology. 
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Abstract 
 
To characterize the spindle displacement of a machine tool over time due to the heat generated by the spindle motor during 
operation, a measurement setup was developed consisting of five laser triangulation sensors arranged according to ISO 230-3. It is 
based on a modular, lightweight frame with features for quick disassembly for easier transportation and re-assembly with high 
repositioning accuracy enabling to run the test at different locations on different machines. To localize the laser spot on a rotating 
tungsten carbide bar, an on-machine laser beam origin and direction detection strategy for laser triangulation sensors was developed. 
The position of the bar was mapped in the three-dimensional space by a best-fit algorithm. The characterization of the thermal 
deformation of a machine tool at 15000 rpm over 1.7 hours showed robustness to the underlying laser origin and direction 
measurements and was demonstrated as suitable tool to analyze machine tool’s thermal compensation strategies. The most 
influential error contributors were identified and discussed. 
 

Machine, Measuring instrument, Precision, Thermal error 

 

1. Introduction 

To ensure the performance of machine tools and thus the 
quality of machined parts, the ISO 230 series of standards covers 
methods and tests for evaluating machine characteristics. 
ISO 230-3 [1] describes displacement sensor-based tests for 
characterization of thermal distortions and drifts from rotating 
spindles. Commercial spindle error analysis systems typically 
consist of either three or five capacitive displacement sensors, 
placed in a fixture and measuring on a rotating artifact mounted 
on the spindle [2,3]. The displacement of the spindle with 
respect to the machine table in X-, Y-, and Z-direction can be 
characterized with three sensors, the tilt error movements in the 
XZ-, and YZ-plane can be characterized with one additional 
sensor each in the X- and Y-direction at known distances. 

A versatile test setup to characterize machine tools according 
to ISO 230-3 consisting of five laser triangulation sensors (LTS) 
on a compact modular frame allowing for easy handling and 
assembly with high repositioning accuracy was developed. LTSs 
have been selected because they are insensitive to the shape 
and material of the target and are suitable for high-resolution 
non-contact measurements at high rotational speeds of the 
measured object at sampling rates up to 50 kHz and are less 
expensive compared to other high performance measurement 
technologies. 

2. Methodology 

2.1. Laser triangulation sensor 
LTS are typically used for displacement, position, thickness, or 

dimensional measurements as they offer high resolution down 
to 30 nm, high linearity of 600 nm, a small beam spot size, long 
measuring ranges, high reference distance between sensor and 
target reducing the risk of damage during setup, and 
independence on the target material [4]. However, the relatively 
large sensor compared to confocal, capacitive or eddy current 

sensors makes the setup bulkier and a relatively clean optical 
path is required for reliable operation. 

The distance measuring technique is based angle calculation 
and illustrated in Figure 1. A laser beam is projected onto the 
object to be measured. The distance to the object is determined 
using the known distance from the transmitter to the receiving 
element and the angle of reflection of the laser beam on the 
receiving element. Its components are assembled in an 
aluminum casing, among which the laser diode and processing 
unit are potential heat sources. The thermal behavior of the LTSs 
used was investigated. The results are presented in Section 3. 

Five LTSs type optoNCDT ILD-2300-2 from Micro-Epsilon with 
670 nm wavelength, mid of measuring range (MMR) at 25 mm, 
2 mm measurement rage, 30 nm resolution and a maximum 
sampling rate of 49 kHz were used [4], operated in diffuse mode 
without any filter nor averaging. 

2.2. Modular frame 
A modular, lightweight frame concept shown in Figure 2 was 

developed and additively manufactured from tool steel. Each 
sensor is permanently fixed in its own bracket with machined 
reference surfaces allowing for further use of the sensors in 
other measurement setups without losing their positions within 
the brackets. Three ceramic spheres per measurement direction 
are fixed on the frame. The brackets are attached to the frame 
with magnets that align with the ceramic spheres allowing the 

 
 

Figure 1. Laser triangulation principle in diffuse mode. 
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sensors to be quickly assembled and repositioned with high 
accuracy to perform the test in different locations. 

Three parallel groves perpendicular to the measuring direction 
with 5 mm spacing on the brackets enable measurements on 
bars with diameters of 10, 20, and 30 mm in diffuse mode, as 
shown in Figure 2. A second set of groves rotated by 10.25° on 
the bracket and six additional spheres on the frame allow to 
operate the LTS pairs in X- and Y-direction alternatively in direct 
reflection mode. The position of the LTS in the Z-direction is fixed 
and therefore only suitable for diffuse measurement mode. 

2.3. On-machine alignment procedure 
To characterize the thermal behavior of a machine tool, a 

calibrated bar is mounted on the spindle and placed in front of 
the five LTSs as shown in Fig. 2, and its displacement is measured 
over time. However, the measured distance to the bar does not 
contain any information about the measurement location and 
therefore coplanarity of spindle axis and laser beam cannot be 
assumed. To describe the linear displacement signal as 
measurement position in the machine space, the laser beam 
direction vector u and the sensor’s zero position P0 at start of 
measuring range (SMR) must be known for each sensor. 
Calibration methods in the context of laser triangulation on-
machine measurement technology (LTOMM) have been 
presented, where a calibrated sphere on the machine table is 
scanned with a LTS mounted on the spindle [6,7]. 

 In this work, an incremental laser origin and direction 
scanning method without synchronous reading of the machine 
positions was developed to enable a quick installation on various 
machines independent on their control type. The method uses a 
probe-like artifact with spherical tip mounted on the machine 
spindle and consists of three steps: i) arc profiles of the sphere 
are probed on multiple positions along the laser beam; ii) a line 
and thus the laser beam vector u is fitted to the intersecting 
circles; iii) the measured distances are used to determine the 
origin P0. A profile of the artifact’s spherical tip, consisting of a 
steel sphere with a diameter of 10 mm, is probed with the laser 
beam by moving it along one of the two machine axes, which are 
quasi perpendicular to the direction of the laser beam, while 
recording the distance values. The measured distance profile 
along the sphere is a circular arc with unknown diameter due to 
the misalignment between the laser beam and the machine axis 
along which the LTS is oriented, indicated in red in Figure 3a. The 
measured arc profile lies in the plane spanned by the scanning 
direction v and the laser beam direction u. However, point I on 
the scanned profile, at which the smallest distance value is 
measured, lies in the plane that passes through the center of the 
sphere C perpendicular to the scanning direction v (green in 
Figure 3a). Thus point I is part of a circle with radius r, normal 
vector v and center point C, whose position is known in machine 
coordinates. The measurement is repeated along the second 

quasi perpendicular machine axis to the laser beam u, as shown 
in Figure 3b. With measurements at various positions i along the 
measuring range of the LTS, a set of circles is obtained in space 
which are all intersected by the laser beam, as shown in 
Figure 3c. This line and thus the location of the intersection 
points I is determined by using a best-fit where the distance of 
the line to the circles is minimized. The origin P0 is determined 
as the mean of the intersection points I, which are shifted along 
the laser direction u by the measured minimum distance dmin. 

To determine the position of the sphere centre C during the 
measurement without synchronous reading of the machine axis 
positions, the sphere is moved in incremental steps in front of 
the LTS. First the minimum distance position is manually 
determined at mid of measuring range PMMR and stored for each 
LTS as reference point in the machine control. Subsequently, six 
profile measurements are taken per LTS at three different 
distances from P0 along the measuring range at 0.2 mm, 1 mm 
and 1.8 mm using a NC-routine. For each measurement, the 
sphere is: i) placed at its starting position Pi; ii) moved by -1 mm 
in the scanning direction; iii) incrementally moved to +1 mm in 
+20 µm steps with 1 second waiting time in between; and iv) 
returned to Pi. This results in 101 measurement points per run 
including the starting point of the 2 mm travel, illustrated in 
Figure 3d. The measured distance profile is recorded. The signal 
is stepped while the arc is sampled over the 2 mm stretch, 
segmented for each sampling position, and averaged over 
0.3 sec, starting at the center of the signal segment to avoid 
unstable areas due to the spindle movement between each 
sampling step using MATLAB R2022b. As the starting point Pi for 
each incremental profile scanning run is known in relation to 
PMMR, the 101 distance points are assigned to the sphere 
position in scanning direction. By fitting a circle with unknown 
diameter to the points, the shortest distance dmin and the offset 
of the circle centre point to the reference point PMMR in scanning 
direction are determined. 
2.4. Continuous measurement on rotating spindle 

A calibrated tungsten carbide bar is mounted on the spindle 
and placed at mid measurement range (MMR) in front of all five 

  
 

Figure 2. LTS setup for measurement on a 10 mm bar in diffuse mode. 
 

 

 

 

 

Figure 3. Sphere profile probing principle illustrated for the laser 
direction in X: a) Scanning along the Y-axis; b) Scanning along the Z-axis; 
c) Circle set in space intersected by laser beam and probed distances to 
origin P0; d) Incremental moving strategy and data analysis. 
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LTSs. Spindle speed is selected to the operator’s choice. The 
distance signals, sampled at 20 kHz, contain the oscillation 
resulting from the radial runout of the bar and noise due to 
optical effects on the bar surface. Such oscillations are canceled 
out by averaging the signal every 0.5 seconds, thus a data point 
contains multiple rotations. A resolution of 2 Hz is sufficient to 
characterize the thermal behavior of a machine tool. 

As five points on the bar are known in space, the rotational 
axis of the spindle at any time instance is calculated by fitting a 
cylinder with 10 mm diameter to the four points measured in X- 
and Y-direction. The displacements in X- and Y- direction are 
calculated at two constant Z-heights, called L2 between ZY2, ZX2 
and L1 for ZY1 and ZX1. The angular drift to the initial spindle 
position is calculated through the differential displacements at 
L1 and L2. The displacement in Z is calculated by the intersection 
of the rotation axis with its normal plane through the point 
measured in Z. This method enables continuous measurement 
of the spindle rotation axis instead of assuming its position. 

3. Results 

3.1 Thermal stability of LTS 
One LTS was clamped on a granite table measuring the distance 
towards a granite block over 16,5 hours in a temperature-
controlled environment, as shown in Figure 4a. The ambient 
temperature was measured by the Extech RHT20 temperature 
datalogger with a resolution of 0.1 K and the temperature on the 
sensor housing with a thermocouple logged with a NI-9213 
module with a resolution of 0.3 mK. The results are shown in 
Figure 4b. The LTS stabilizes after a heat up phase of 2 hours and 
a distance offset of 10.5 µm. The decrease in the ambient 
temperature of 0.8°C over the remaining measurement period 
led to a concurrent temperature decrease on the sensor casing 
by 1.0°C and an increase in the measured distance to the granite 
block by 1.5 µm. It is considerably greater than the temperature 
stability of ±0.01 % FSO/K specified by the manufacturer [4], 
which corresponds to 0.2 µm, as it also includes the shrinkage of 
the measurement setup. 
3.2 Direction and origin detection 

The measurement setup was placed on the table of a 3-axis 
machine tool. The laser direction and origin were determined 
twice for all five LTSs according to the method described in 
section 2.3, labeled as run 1 (r1) and run 2 (r2). The variation in 
X, Y and Z of the laser origins P0 and laser direction unit vectors 
u and the resulting distance d and angle α between the laser 
beam pairs are listed in Table 1. The maximum deviation 
between the two measurements is 4.7 µm and 168 arc seconds. 

 

 
3.3 Spindle drift over time 

The setup was used to characterize the spindle displacement 
and inclination and the efficiency of the thermal compensation 
strategy of a 3-axis machine tool with a C frame construction at 
15000 rpm. The measurement was performed on a calibrated 
10 mm carbide bar over 104 minutes with a cold spindle at the 
start. After 101 minutes, the compensation in Z-direction, and 
after 102 minutes the compensation in Y-direction were 
deactivated. The results are evaluated for three laser position 
sets, r1 and r2 and the theoretical LTS positions according to the 
CAD model (CAD), on which the bar position in space cannot be 
corrected. 

The spindle displacements in X-, Y-, and Z-direction are shown 
in Figure 5a, the spindle inclination in XZ- and YZ-plane in 
Figure 5b and the difference in displacements over time 
compared to laser position set r2 in Figure 5c. The zero point was 
set to 0.75 sec, where full rotational speed was reached. 
However, the zero point depends on the residuals of the fit, 
which is highest in the first few points, which can lead to a jump 
in the curves at the beginning. The results for the two probed 
LTS position sets in space r1 and r2 agree well and their 
difference (ΔX1,r1, ΔX2,r1, ΔY1,r1, ΔY2,r1) is of the same magnitude 
of the residuals of the cylinder fit on the four points is space. 

The correction due to the probed laser positions in space (r2) 
can be seen in the difference to the CAD results compensating 
for the errors due to off-center measurements positions on the 
bar to the extent of 2 µm at Y1 and 1 µm at X1 over the first 
101 minutes. In this period, the results display the residuals of 
the machine thermal compensation strategy at 15000 rpm and 
after 102 minutes the uncompensated spindle position. The 
spindle displacement by 9 µm due to the deactivation of the 
compensation in Y is 1 µm less than displayed in the machine 
control but is only attributed to YL1 and YL2 when correcting for 
the LTS positions in space, compared to 1.8 µm in X1,CAD and 
X2,CAD. The largest spindle displacement occurs in the Z-direction, 
which amounts to 19.3 µm after 101 minutes and increases to 
48.6 µm after deactivating the compensation. The drop by 
29.3 µm agrees well with the 29 µm displayed in the machine 
control. The correction in Z due to the inclination of the front 
surface of the bar and of centered measurement position is 
negligibly small. The inclination curves for the two probed LTS 
position sets in space r1 and r2 in Figure 5c agree well. The 
gradual rise of inclination in the YZ-plane αYZ by 25 arc seconds 
is twice as large as the inclination in XZ-plane by -12 arc seconds. 

4. Discussion and Conclusion 

The presented setup, the measurement method and the data 
analysis are subject to uncertainties. The establishment of the 
uncertainty budget is ongoing work. The goal is to perform a 
spindle thermal characterization with full uncertainty budget. 
The most influential error contributors, specifically the ambient 
temperature, machine tool repositioning accuracy, sensor 
specific errors such as speckle noise and inclination error have 
been identified and are briefly discussed in the following. 
The measurement setup used is subject to thermal effects. To 
avoid the drift during the start phase of the sensors, shown in 

Table 1 Difference between two consecutive LTS calibration runs. 
 

 ΔP0,x ΔP0,y ΔP0,z d Δux Δuy Δuz α 

 µm µm µm µm ∙10-4 ∙10-4 ∙10-4 arc sec 

X1 -0.7 0.2 0.4 0.9 0.0 -0.6 3.8 78 

X2 -0.6 0.6 1.5 1.7 -0.0 1.9 -1.9 55 

Y1 0.4 -1.7 0.4 1.8 0.0 0.0 4.4 90 

Y2 0.1  4.7 0.4 4.7 -1.3 0.0 1.3 36 

Z 2.1 -1.1 -3.7 4.4 -8.1 0.6 -0.0 168 

 

 

 

 

 

Figure 4. Thermal drift measurement of LTS X2: a) setup; b) results. 
 

565



  

Figure 4b, the sensors must be switched on 2 hours prior to the 
measurements. In addition, the frame and the tool steel 
brackets expand when the temperature changes during the 
measurements. For reference, the expansion of the frame made 
of tool steel with a coefficient of thermal expansion (CTE) of 
10 µm/(m K) [7] in X, Y, and Z for 1 K uniform temperature 
change is 2,1 µm, 2,4 µm, and 1,3 µm. This will be addressed in 
a future step where the frame will be equipped with 
thermocouples to continuously record the temperature during 
the measurement. By simulating the thermal expansion of the 
setup using the finite element method (FEM), from the results 
of which a metamodel can be derived, the deformation of the 
frame structure and thus the displacement of the sensors as a 
function of temperature can be calculated and compensated for 
in real time. Nevertheless, at present, great attention should be 
paid to temperature stability in the measuring room. 

There are sensor-specific limitations to the data acquisition 
accuracy of LTSs. Inclination errors due to a non-perpendicular 
alignment of the laser beam to the inspected surface can be 
quantitatively calculated based on a mathematical model 
derived from the optical triangulation principle, the object 
equation of the optical path relationship and the deviation of the 
laser point center allowing to compensate for the error [8]. The 
speckle effect is a granular noise on the analyzed light spot 
texture degrading the signal quality of coherent imaging systems 
as a consequence of interference among wavefronts on surfaces 
[9]. This error is superimposed as noise on the signal with 
amplitudes depending on the object’s surface topography [10], 
and is repeatable due to the optical interference as a result of 
the surface characteristics. On rotating objects, such as the 
calibrated bar during the presented thermal drift measurement, 
the repeating pattern of the speckle noise per rotation is 
canceled out. The influence of speckle noise on the data analysis 
can be further reduced by low-pass filtering of the measurement 
signal [7], and calibrated measurement objects with surface 
roughness values between 0.4 μm to 3 μm Sa [10]. 

A crucial part of the presented method is the assessment of 
the LTS alignment quality and repeatability to determine its 
influence on the measured quantities which despite the speckle 
effect is also influenced by the machine positioning accuracy. 
While machine tool positioning accuracy affects the estimation 
of the laser beam directions and thus of the spindle thermal 
deformation, spindle thermal compensation with an accuracy 

better than the machine positioning accuracy is not required as 
finer displacements cannot be controlled by the machine. 

The runout and speckle noise contributions are removed in the 
presented data analysis by averaging the sensor signal over a 
period of 0.5 sec containing 125 spindle rotations. 

The presented frame setup has proven its viability as a robust 
and cost-effective solution to characterize spindle elongation in 
machine tools and characterization of compensation strategies 
according to ISO 230-3. Tests have been performed at different 
industrial partners in the context of the Erasmus+ project 
PREFAM [11], proving suitability for machine spindle thermal 
characterization as well as educational on-site activities. 
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